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\textbf{A B S T R A C T}

Wind flow modeling in urban areas is usually performed by means of Wind-Tunnel (WT) testing or Computational Fluid Dynamics (CFD) simulations. Results obtained with both techniques can be affected by the boundary conditions. This study aims at investigating how two sets of inflow conditions, termed set 1 and set 2 and calculated respectively using the equations proposed by Richards and Hoxey (1993) and Tominaga et al. (2008), may affect the accuracy of the results in terms of mean wind speed, turbulent kinetic energy, yaw and pitch angles when predicting wind flows in urban areas. 3D steady RANS simulations were performed for a selected urban area (“Quartiere La Venezia” in Livorno, Italy). WT tests on the same urban model were used to validate the CFD simulations. Mean wind profiles at 25 positions in the urban area were compared and the statistical performance was quantified using four metrics for both sets of inflow conditions. The results obtained using the two sets of inflow conditions showed comparable performances in terms of wind flow predictions in the urban canopy, which means that at the building scale there is no need to use more accurate conditions because they are as effective as the simpler ones.

\section{1. Introduction}

Many factors affect the accuracy of wind flow modeling in an urban environment: reviews on this topic were provided by e.g. Britter and Hanna (2003), Barlow et al. (2013), Blocken (2018), Fernando (2010) and Fernando et al. (2010). The proper representation of large-scale forcing through the inlet boundary conditions and the local-scale forcing due to urban obstacles (e.g. buildings, bridges and trees) represent only a few of many challenges. Several studies focused on numerical wind flow modeling have been carried out over random urban-like obstacles (e.g. Xie, Coceal, & Castro, 2008), uniform and staggered building arrays (e.g. An, Fung, & Yim, 2013; Blocken, Vervoort, & van Hooff, 2016; Coceal & Belcher, 2004; Razak, Hagishima, Ikegaya, & Tanimoto, 2013; Xie & Castro, 2006), idealized urban surfaces (e.g. Cheng & Porté-Agel, 2015), semi-idealized urban canopies (e.g. Carpentieri & Robins, 2015; Hertwig, Ethimiou, Bartzis, & Leitl, 2012) and actual urban environments (Blocken, Janssen, & van Hooff, 2012; García Sánchez, Philips, & Gorlé, 2014; Hanna et al., 2006; Janssen, Blocken, & van Hooff, 2013). While best practice guidelines contain a maximum blockage ratio that ensures that interaction effects between the sides of the domain (or test section) and the urban model are sufficiently small (ASCE, 2003; Blocken, 2015; Franke, Hellsten, Schlünzen, & Carissimo, 2007; Tominaga et al., 2008), the choice of inflow conditions is not straightforward. Extensive literature exists on the representation of the atmospheric boundary layer (ABL) in WT tests employing different types of spires, fences and sets of roughness elements (e.g. Counihan, 1969; Irwin, 1980; Kozmar, 2011a, 2011b). Measurements of mean wind velocity, turbulence intensity, spectra and turbulent length scales of different boundary-layer WT setup were compared extensively with actual atmospheric data (Armitt & Counihan, 1968; Balendra, Shah, Tey, & Kong, 2002; Cermak, 1972; Counihan, 1969, 1970; Farell & Iyengar, 1999; Kozmar, 2010; Lloyd, 1967; Plate, 1982, 1999). As stressed by Counihan (1969, 1970), who tried to simulate a neutral ABL in a boundary-layer WT, spanwise uniformity of ABL flow, upstream of the turntable (where the WT model is usually placed), is an essential requirement. However, non-uniformity in the spanwise direction may occur during WT tests (Counihan, 1970) in terms of both mean wind velocity $U(z)$ and...
turbulence intensity $I(z)$ profiles. This is likely caused by the limited length of the WT test section combined with the fetch of roughness and the spires employed to generate the ABL profile (Counihan, 1970). Non-uniform inflow conditions can induce uncertainties in the WT results (e.g. mean velocity, turbulence intensity, pressure coefficient values) the extent of which has not yet been fully analyzed.

In the past decades, much work has been performed on the reproduction of WT tests by CFD simulations in order to improve the performance and to better understand the strengths and weaknesses of both techniques (Baker, 2007; Blocken, 2014, 2015; Meroney, 2016; Murakami, 1990; Stathopoulos, 1997; Tominaga & Stathopoulos, 2013).

As proposed by Moonen, Blocken, and Roels (2006), the inflow conditions can be directly reproduced by modeling the entire WT in CFD including the corner guide vanes, the diffuser and the contraction as part of the computational domain. However, this approach entails a very high computational cost. The more common and less expensive technique, widely adopted in urban physics and wind engineering applications, consists of reproducing (only a portion of) the WT test section. In this technique, as far as 3D steady-state RANS simulations are concerned, the mean wind velocity ($U$), turbulent kinetic energy ($k$) and the turbulence dissipation rate ($\varepsilon$) or specific dissipation rate ($\omega$) profiles are imposed at the inlet face of the computational domain. Such a domain inlet face generally coincides with a measuring position located upstream of the turntable in the WT section. Two options are then available. The first option consists of reproducing the profiles in terms of mean velocity ($U$), turbulent kinetic energy ($k$) and turbulence dissipation rate ($\varepsilon$) using the data ($U$, $u'(z)$, $\sigma_z(x)$ and $\sigma_u(x)$) measured somewhere in the WT section upstream of the turntable. In this case, the turbulent kinetic energy ($k$) and the turbulence dissipation rate ($\varepsilon$) profiles are commonly calculated using a set of two equations proposed by Tominaga et al. (2008). The second option consists of fitting the aforementioned measured mean velocity data (in the WT section) to a logarithmic law and use the friction velocity ($u^*$) and roughness length ($z_0$) values derived from the fit to calculate the turbulent kinetic energy ($k$) and turbulence dissipation rate ($\varepsilon$) profiles. In this case, a set of two equations proposed by Richards and Hoxey (1993) is commonly employed. Both sets of equations, i.e. Richards and Hoxey (1993) and Tominaga et al. (2008), are reported and described in Section 3.2.

At present, it is not clear how the choice of one these two options affects the CFD results in terms of mean velocity and turbulent kinetic energy profiles, yaw and pitch angles. Weerasuriya et al. (2018) adopted different CFD codes to simulate twisted wind flows effects on buildings, showing large differences in wind speeds in the downstream zone, compared to those measured in the WT tests (Tse, Weerasuriya, Zhang, Li, & Kwok, 2017).

The present contribution is part of a larger research project (Repetto, Burlando, Solari, De Gaetano, & Pizzo, 2017; Repetto, Burlando, Solari, De Gaetano, Pizzo, Tizzi, 2017) aimed at quantifying the impact of CFD parameters (geometrical simplifications, inflow conditions, turbulence models, numerical approach, etc.) on RANS simulation results of wind flow over a historical urban area. For this purpose, a neighborhood of Livorno city (Italy), the so-called Quartiere La Venezia, is selected as a case study. There are two reasons for choosing this area. The former is due to its urban morphology, which is representative of many historical districts of Mediterranean cities. The latter is that the wind flow in the Port of Livorno is monitored by a network of instruments made available within the framework of the European projects “Wind and Ports” and “Wind, Ports, and Sea” (Burlando, Tizzi, & Solari, 2017; Repetto, Burlando, Solari, De Gaetano, Pizzo, 2017; Repetto, Burlando, Solari, De Gaetano, Pizzo, Tizzi, 2017; Solari et al., 2012). In a previous step, WT tests were performed on a reduced-scale urban model (1:300) (Ricci, Burlando, Freda, & Repetto, 2017). The present paper deals with 3D steady-state RANS simulations employing the realizable $k$-$\varepsilon$ turbulence model and two sets of inflow profiles (i.e. set 1 and set 2) applied to the reduced-scale urban model (corresponding to the one used in WT tests) by reproducing a portion of the WT test section. The numerical results, in terms of mean wind velocity, turbulent kinetic energy, yaw and pitch angles are compared with the WT results. Finally, four validation metrics are used to quantify the deviations of the CFD results from the WT results, in terms of mean velocity, turbulent kinetic energy and yaw and pitch angles, caused by the inflow profiles.

The paper is organized as follows. Section 2 contains a short description of the urban model and the experimental setup. In Section 3 the computational settings and parameters are described: the computational geometry, domain and grid, the inflow conditions, the other boundary conditions and the solver settings. Section 4 presents the comparison of the WT and CFD results in terms of mean wind velocity and turbulent kinetic energy profiles, yaw and pitch angles. In Section 5 the agreement between WT and CFD results is quantified using validation metrics. Finally, Section 6 concludes the paper with discussions and conclusions.

2. Description of experimental setup

The studied urban district Quartiere La Venezia was reproduced at a reduced scale of 1:300 (Fig. 1). WT tests of wind flow over this urban area were performed at the Department of Civil, Chemical and Environmental Engineering (DICCA) of the University of Genoa (Italy) using a closed-loop subsonic wind tunnel for aerodynamics and civil experiments with a cross section of $1.70 \times 1.35$ m$^2$ (width x height). WT tests were carried out for three incoming wind directions (i.e. $\alpha = 240^\circ, 270^\circ, 300^\circ$) corresponding to the prevalent ones for the strongest winds in Livorno (Ricci, Burlando et al., 2017). The blockage ratio was kept below 3.5% for all wind directions considered. The wind-flow pattern inside the urban area was monitored at 25 measuring positions and 15 heights from 0.02 to 0.6 m above the tunnel floor as shown in Fig. 2(a–b). In particular, two sets of positions were used: the positions (L1, L1.5, L2, L2.5, L3, L3.5) consisting of a grid of 15 points with the same local reference system as the WT section (Fig. 2a), and ten positions (A1, A2) fixed to the urban model and placed along “Canale

Fig. 1. WT model: (a) overview of Quartiere La Venezia and (b) detailed view of Piazza Luogo Pio.
Rosciano” (Fig. 2b). Spires, fences and roughness cubes of various dimensions (i.e. 6 × 6, 3 × 3 and 2 × 2 cm²) were used in order to reproduce the neutral ABL in the WT section. For more details the reader is referred to Ricci, Burlando et al. (2017).

3. CFD simulations: computational settings and parameters

3.1. Computational geometry, domain and grid

CFD simulations were performed on the reduced-scale urban model (1:300) of Quartiere La Venezia for the same incoming wind directions as the WT tests. The size of the domain was \( L \times W \times H = 5.5 \times 1.70 \times 1.35 \text{m}^3 \), where the width (W) and the height (H) were consistent with the cross section of the WT, and the length (L) was equal to the distance occurring between a plane taken 1 m upstream of the turntable to measure the approach-flow profiles and the safety screen grid mounted at the downstream end of the WT test section. As recommended by Blocken (2015), the vertical blockage ratio \( BR_H \) (ideally \( \leq 17\% \)), the lateral blockage ratio \( BR_L \) (ideally \( \leq 17\% \)) and the frontal area blockage ratio \( BR \) (ideal value \( \leq 3\% \)) were calculated using the following equations:

\[
BR = \frac{A_{\text{building}}}{A_{\text{domain}}} \quad BR_H = \frac{H_{\text{building}}}{H_{\text{domain}}} \quad BR_L = \frac{L_{\text{building}}}{L_{\text{domain}}}
\]

where \( A_{\text{building}}, H_{\text{building}} \) and \( L_{\text{building}} \) are the projected frontal area, the height and the length of the obstacles, respectively. The same quantities indicated by \( A_{\text{domain}}, H_{\text{domain}} \) and \( L_{\text{domain}} \) refer conversely to the cross section of the computational domain.

While the vertical blockage ratio \( BR_H = 5.8\% \) was well below the recommended threshold, the lateral \( (BR_L) \) and frontal \( (BR) \) blockage ratio values (equal to 58.8\% and 3.5\% respectively) were higher than recommended. Nevertheless, the projected frontal area does not take into account that the urban model also consists of streets, canals and open squares through which the wind is free to flow. For this reason, the frontal blockage ratio should be considered a rather pessimistic indicator for the present geometry. Moreover, it is worth to note that the effect of the side walls on the measurements can be expected to be quite limited, since all the measuring positions (A and L) were located in the central part of the district and at 0.625 m from the side walls.

In an earlier publication (Ricci, Kalkman et al., 2017) two geometries (so-called simplified and approximated geometrical models) of the urban district Quartiere La Venezia with different degrees of precision were generated by Gambit 2.4.6 in order to quantify the impact of geometrical simplifications. According to the results obtained in that study, the best performing geometry (the approximated model) was chosen for further analyses in the present paper. In order to correctly reproduce the inflow conditions of the WT tests, the inlet face of the computational domain was placed where the approach-flow profiles were measured in the WT (i.e. 1 m upstream of the first building of the urban model). For each considered wind direction, a separate grid was constructed using the surface-grid extrusion technique proposed by van Hooff and Blocken (2010) in order to achieve a high-level control over the whole computational grid and adhering to the best practice guidelines (Blocken, 2015; Franke et al., 2007; Tominaga et al., 2008). The same or a higher grid resolution than adopted in the previous studies based on grid-sensitivity analysis (Blocken et al., 2012; van Hooff & Blocken, 2010) was used and all the building edges were discretized with at least thirty cells, which is three times larger than the minimum number (ten) suggested in the best practice guidelines by Franke et al. (2007) and Tominaga et al. (2008). Fig. 3 shows the computational grids generated for each wind direction. The resulting grids counted 23.2 million cells for \( \alpha = 240° \), 20.8 million cells for \( \alpha = 270° \), and 19.9 million cells for \( \alpha = 300° \). Fully hexahedral meshes with increased resolution close to the walls (of buildings, bridges and ground level) were used in order to maximize the numerical accuracy, limit numerical diffusion and avoid convergence problems (Blocken et al., 2012).

3.2. Inflow conditions

Two commonly adopted sets of inflow conditions were used in the present study. The first set, termed set 1, consisted of the mean wind velocity \( U(z) \) profiles and the turbulent kinetic energy \( k(z) \) and turbulence dissipation rate \( \varepsilon(z) \) profiles calculated from the velocity standard deviations \( \sigma_z(z), \sigma_v(z), \sigma_h(z) \) as measured in the WT. The profiles were measured along three vertical lines (L1, L2, L3) (Fig. 4). Line L2 was located at the central axis of the cross section and the distance with respect to L1 and L3 was of 0.25 m (a). The height of the WT cross section \( (H = 1.35 \text{m}) \) was assumed as reference height \( (z_{\text{ref}}) \) (Fig. 4). Lines L1 and L3 are placed at 0.6 m (b) from the side walls of the WT (Fig. 4). The three lines were chosen 1 m (d) upstream of the first building of the urban model, and in correspondence of the lines L1_L2, L2_L3 and L3_L1 previously introduced in Fig. 2a. Due to the limitations in the movement of the traverse system, the ABL profiles (i.e. mean velocities and standard deviations of the velocity fluctuations) were measured along each line (i.e. L1, L2 and L3) at 15 different heights between 0 and 0.44 \( z/z_{\text{ref}} \) along each line (i.e. L1, L2 and L3) using a boundary-layer rake (Barlow, Rae, & Pope, 1999) (Fig. 4). In the remaining range 0.44 - 0.9 \( z/z_{\text{ref}} \), mean velocity values and velocity standard deviations were linearly interpolated (between corresponding positions: A1 - B1, A2 - B2, and A3 - B3) in order to link both measured parts (Fig. 4). Overall, different mean wind velocity profiles were found along the three lines (L1, L2, L3) indicating a non-uniformity of the ABL flow in the spanwise direction upstream of the
Fig. 3. Perspective view of the three computational grids: (a) wind direction $\alpha = 240^\circ$, (b) wind direction $\alpha = 270^\circ$, (c) wind direction $\alpha = 300^\circ$.

Fig. 4. The computational domain with size $L \times W \times H = 5.5 \times 1.70 \times 1.35$ m$^3$. The black dots along the three vertical lines (L1, L2 and L3) are the positions chosen for the WT tests to measure the mean velocity and standard deviations of the velocity fluctuations. The lines indicated by $L_c$ correspond to the positions of the centroid of the second cells (of the inlet face) starting from the lateral edges in turn indicated by $L_w$. The distances indicated by “a”, “b” and “d” are equal to 0.25 m, 0.60 m and 1 m, respectively.
turntable (Fig. 5a). This non-uniformity was also found in the turbulent kinetic energy $k(z)$ and turbulence dissipation rate $\varepsilon(z)$ profiles that were calculated using the WT measurements (i.e. $U$, $\sigma_u(z)$, $\sigma_v(z)$, $\sigma_w(z)$) and the equations proposed by Tominaga et al. (2008):

$$k(z) = \frac{1}{2}(\sigma_u^2(z) + \sigma_v^2(z) + \sigma_w^2(z))$$

$$\varepsilon(z) = C_f^{1/2} k(z) \frac{dU}{dz}$$

where $C_f$ is a constant equal to 0.09. Mean wind velocity ($U$), turbulent kinetic energy ($k$) and turbulence dissipation rate ($\varepsilon$) profiles were imposed (as inflow conditions) at the inlet face of the computational domain (Fig. 4). At the inlet face, the values of $U$, $k$ and $\varepsilon$ were linearly interpolated using the known values measured at the 23 positions (i.e. 15 in the lower part and 8 in the higher part) taken on each lines (L1, L2, L3) and kept constant in the range $L_c - L_1$ and $L_3 - L_c$, where $L_c$ corresponds to the vertical line taken in correspondence of the centroid of second cell starting from the lateral edges ($L_w$) (Fig. 4). The linear interpolation was performed between the centroid of two contiguous cells of the entire inlet face using the function of the open-source program used to perform the CFD simulations (OpenFOAM 2.3.0). The non-uniformity of profiles in the spanwise direction ($W$) is further clarified by Fig. 5(d–f), where the value of $U$, $k$ and $\varepsilon$ at different heights (at 0.015, 0.024, 0.050 and 0.074 $z/z_{ref}$ above the tunnel) along different vertical lines are plotted as an example. The profiles and values in Fig. 5 were non-dimensionalized with the friction velocity value ($u^* = 0.89$ m/s), the square of the friction velocity ($u^{*2}$), and the reciprocal of the friction velocity ($u^*/\lambda$), respectively, where $\lambda$ represents a characteristic length scale which was taken equal to the height ($H = 1.35$ m) of the computational domain. The aforementioned friction velocity value (0.89 m/s) was obtained by fitting the profile between 0 and 0.44 $z/z_{ref}$ obtained in turn by spanwise averaging of the three mean velocity profiles (L1, L2, L3). Due to the non-uniformity of the ABL profile in the spanwise direction and to the non-perfect logarithmic distribution of the measured data between 0 and 0.44 $z/z_{ref}$, the latter step was essential in order to obtain only one representative friction velocity value of the ABL profile by which non-dimensionalize both of sets of inflow profiles of Figs. 5 and 6.

In the second set of inflow conditions, referred to as set 2, as aforementioned the mean velocity inflow profile was obtained by fitting the profile, obtained in turn by spanwise averaging of the three mean velocity profiles (L1, L2, L3). Due to the non-uniformity of the ABL profile in the spanwise direction and to the non-perfect logarithmic distribution of the measured data between 0 and 0.44 $z/z_{ref}$, the latter step was essential in order to obtain only one representative friction velocity value of the ABL profile by which non-dimensionalize both of sets of inflow profiles of Figs. 5 and 6.

$$U(z) = \frac{u^*}{x} \ln \left( \frac{L}{z_0} \right)$$

where $x$ indicates the von Karman constant taken equal to 0.41. The fit was realized only in the range 0–0.44 $z/z_{ref}$ (above the WT floor) (Fig. 6a), yielding $u^* = 0.89$ m/s and $z_0 = 0.11$ m in Eq. (3). In the range 0.9 and 1.0 $z/z_{ref}$ the profile was obtained by averaging the three
mean velocity profiles (L1, L2, L3) measured by a boundary-layer rake (as above described) (Fig. 6a). In the range 0.44–0.9 z/zref, the mean velocity and the standard deviations of the turbulent fluctuations were linearly interpolated in order to link both parts, as done for the first set of inflow profiles (Fig. 6a). The turbulent kinetic energy $k$ and the turbulence dissipation rate $\varepsilon(z)$ were calculated as proposed by Richards and Hoxey (1993) (Fig. 6b–c):

$$
\begin{align*}
    k &= \frac{u^*}{C_s} \\
    \varepsilon(z) &= \frac{\kappa}{k(z + z_0)}
\end{align*}
$$

The profiles are shown in Fig. 6. They were non-dimensionalized with respect to the same values ($u^*$ and $\lambda$) used for the set 1. The profiles of $U$, $k$ and $\varepsilon$ were imposed on the inlet face of the computational domain using the same procedure adopted for the set 1.

The relative difference found, between set 1 (considering the mean value obtained among the three values at lines L1, L2 and L3) and set 2, in terms of mean velocity value was equal to $4.42\%$ at 0.033 m of $z/z_{ref}$.

### 3.3. Other boundary conditions and solver settings

Other boundary conditions were also defined in order to reproduce the WT experimental conditions. The size of the first near-wall cell (i.e. equal to 0.0033 m) was chosen to obtain dimensionless wall unit values $y^+$ (i.e. $y^+_w = 101.20$) in the logarithmic layer range, i.e. 30–300 (Blocken, Stathopoulos, & Carmeliet, 2007; Blocken, Carmeliet, & Stathopoulos, 2007). The equivalent sand-grain roughness height $k_s$ was calculated according to Blocken, Stathopoulos et al. (2007) as $k_s = 9.793 z_0/C_s$. In this equation the roughness constant $C_s$ was taken equal to 2.5 in order to comply with the necessary condition $y_p > k_s$, where $y_p$ is the distance between the center point of wall-adjacent cell and the wall. At the bottom, sides and top of the domain the standard wall functions proposed by Launder and Spalding (1974) with roughness modification by Cebeci and Bradshaw (1977) were used. In that regard, the so-called epsilonWallFunction, $k\varepsilon$WallFunction, nutkRoughWallFunction and nutkWallFunction were used to solve the turbulence dissipation rate ($\varepsilon$), the turbulent kinetic energy ($k$), the turbulence viscosity ($\nu$) both for the rough and slip wall conditions, respectively. At the bottom an equivalent sand-grain roughness height $k_s$ equal to 0.0013 m was imposed. At the sides and top of the computational domain as well as on the obstacles explicitly modeled (e.g. building and bridge surfaces), $k_s$ was chosen equal to zero. Finally, a zero static gauge pressure was applied at the outlet face (Fig. 7).

All the simulations were performed using the 3D steady-state RANS approach and the realizable $k\varepsilon$ turbulence model (Shih, Liou, Shabbir, & Zhu, 1995). Second-order discretization schemes for the governing equations and the SIMPLE algorithm for pressure-velocity coupling were used (Ferziger & Perić, 2002; Patankar, 1980; Versteeg & Malalasekera, 2007). Convergence was reached when the residuals showed negligible fluctuations during the iterative process.

The following minimum values of residuals were found for all CFD simulations performed: $10^{-8}$ for the three mean velocity components, $10^{-7}$ for the turbulent kinetic energy ($k$) and turbulence dissipation rate ($\varepsilon$) and $10^{-6}$ for continuity. All CFD simulations were carried out using the open-source CFD package OpenFOAM 2.3.0 and the cluster of the Department of Civil, Chemical and Environmental Engineering of the University of Genoa (Italy) using 32 cores of AMD Opteron™ processors running at 1.4 GHz. Each simulation required approximately 190–200 wall-clock-hours.

### 4. CFD simulations: results

#### 4.1. Mean wind velocity contours

Contours of dimensionless mean wind velocity of the two CFD cases, termed set 1 case and set 2 case, for the three incoming wind directions, made at 0.033 z/zref (corresponding to 0.02 m above the bottom – the first measuring level considered during the WT tests) are presented in Fig. 8. The reference height ($z_{ref}$) corresponds to the highest point, measured by the traverse system and the multihole pressure probe, located at 0.60 m above the tunnel floor. All the contours were non-dimensionalized with respect to the friction velocity value at the inlet, $u^* = 0.89$ m/s. In general, the contours showed small differences between the set 1 and the set 2 cases for the three wind directions analyzed.

For the wind direction $\alpha = 240^\circ$ the set 1 case showed higher wind velocity ratios ($U/u^*$) than the set 2 case mostly upstream of the urban
model, between the inlet face and the first building of the urban model. In contrast a comparable wind-flow pattern of both CFD cases was found along Canale Rosciano (Fig. 8a–b). For this incoming wind direction (\(\alpha = 240^\circ\)) the approach-flow was almost aligned with the entrance of Canale Rosciano and the mean wind velocity at this height (i.e. at 0.033 \(z/z_{ref}\)) was reduced by the ancient fortress of Livorno called “Fortezza Antica” and the bridge of “Viale della Cinta Esterna” (indicated in the figures by “F” and “bridge” respectively).

For the wind direction \(\alpha = 270^\circ\) approximately the same mean velocity fields both outside the urban area and along Canale Rosciano were observed for both CFD cases (Fig. 8c–d).

For the wind direction \(\alpha = 300^\circ\) two areas with high mean wind velocity ratio (\(U/u^*\)) were found for both CFD cases: the first located at the entrance of Canale Rosciano and the second located close to the right side wall of the computational domain. The latter was probably caused by the interaction between the right side wall of the computational domain and the urban model edges. A higher mean wind velocity ratio for the set 2 case compared with the set 1 case was found in those zones (Fig. 8e–f).

### 4.2. Vertical profiles of mean wind velocity

The horizontal homogeneity of the mean wind velocity profiles, between the inlet face and the position of the first building of the urban model, was investigated in an empty domain having the same dimensions of the one including the urban district. The mean velocity profiles, for both the sets of inflow conditions, were monitored along the line L2_{2.5} (see Fig. 2a), between the inlet face and the position where the urban model started (point \(P_c\) in Fig. 4) at 0.033 of \(z/z_{ref}\) (i.e. at 0.02 m above the bottom). Relative differences of 0.91% and 1.62% (with an increasing of the mean wind velocity) were found at point \(P_c\) between the mean velocity values of set 1 case and set 2 case, respectively, and their respective inflow values measured at the inlet face at the same height (i.e. at 0.033 of \(z/z_{ref}\)).

In order to better understand the wind-flow pattern inside Canale Rosciano, the mean wind velocity profiles measured at the positions A2_{2–A52} (see Fig. 2) and 15 different levels from 0.02 and 0.6 m above the bottom during the WT tests and CFD simulations were compared the three wind directions analyzed.

In general, a satisfactory agreement between CFD and WT cases was found in terms of mean velocity profiles for \(\alpha = 240^\circ\). In contrast, for \(\alpha = 270^\circ\) and \(\alpha = 300^\circ\), where more extensive leeward zones were present along Canale Rosciano, the agreement between CFD and WT results deteriorated. The inflow mean velocity profiles of both CFD cases are also reported in Fig. 9 and are indicated by orange (IN set 1 case) and blue (IN set 2 case) dashed lines, respectively. A progressive reduction in terms of mean wind velocity, with respect to the inlet values, was observed along Canale Rosciano from position A2_{2} to A5_{2} between 0.033 and 0.25 of \(z/z_{ref}\). This aspect will be further discussed in Section 4.3.

For \(\alpha = 240^\circ\) (Fig. 9a) the difference in mean wind velocity, between both CFD cases, was approximately constant for the four positions (from A2_{2} to A5_{2}). At positions A2_{3} and A3_{2} the set 2 case showed an overestimation in terms of wind velocity values between 0.033 and 0.75 \(z/z_{ref}\) compared to the set 1 and WT cases. At positions A4_{2} and A5_{2} the gap previously observed at positions A2_{2} and A3_{2} between the two CFD cases was reduced, especially in the lower part of the profiles between about 0.1 and 0.2 \(z/z_{ref}\). However, an overestimation of CFD results compared to WT results was still present at the position A5_{2} between 0.033 and 0.75 of \(z/z_{ref}\) except for the level \(z/z_{ref} = 0.1\) where the three values were almost coincident.

For \(\alpha = 270^\circ\) (Fig. 9b) both CFD cases showed similar performance at positions A2_{3}, A3_{2} and A4_{2} mostly in the lower part but not in the higher part of the profiles. At position A5_{2} almost a perfect match between set 1 and set 2 cases were found between 0.033 and 0.55 of \(z/z_{ref}\), conversely a large discrepancy was found between both CFD cases in the range 0.55 and 1 of \(z/z_{ref}\). Both CFD cases showed discrepancies with WT results below \(z/z_{ref} = 0.15\). Since the alignment of the approach-flow with the entrance of Canale Rosciano was decreasing with increasing \(\alpha\) over the range of wind directions considered (see also Fig. 8c–d), the recirculation and separation zones along the Canale Rosciano were larger compared to the ones found for the wind direction \(\alpha = 240^\circ\).

For \(\alpha = 300^\circ\) (Fig. 9c) both CFD cases showed an evident overestimation, in terms of mean wind velocity, with respect to the WT case at positions A2_{3} and mostly in the lower part of the profiles, between about 0.033 and 0.1 of \(z/z_{ref}\). As showed also in Fig. 8e–f, the aforementioned overestimation was possible caused by the limitation of the RANS approach in predicting the separation and reversal of the flow occurred at the entrance of the Canale Rosciano, where the position A2_{3} is located. At position A3_{2} a better agreement between the set 2 and WT cases, with respect to the set 1 case was found both in the lower and
higher parts of the profile. At positions A42 and A52 the two CFD profiles were almost overlapped between 0.033 and 0.6 of \(z/z_{ref}\) but not in satisfactory agreement mostly between about 0.033 and 0.3 of \(z/z_{ref}\) with respect to the WT profiles.

### 4.3. Vertical profiles of turbulent kinetic energy

Turbulent kinetic energy (\(k\)) profiles of WT tests, calculated using the velocity standard deviations \(\sigma_u(z), \sigma_v(z)\) and \(\sigma_w(z)\) measured at 15 different levels above the tunnel floor (i.e. from 0.02 to 0.60 m), and CFD simulations were compared for the three wind directions at positions A22–A52 (Fig. 10). The measured turbulent kinetic energy profiles confirmed that canyoning effects likely occurred along Canale Rosciano, in agreement with the findings of Section 4.2. Indeed, whereas for all wind directions the mean velocities decrease especially in the lower part of the profiles from point A22 to A52 (Fig. 9) due to separation zones, the turbulent kinetic energy progressively increases (Fig. 10). Experimental and numerical turbulent kinetic energy profiles showed large discrepancies mostly in the lowest part of the profiles, which were generally underpredicted by numerical simulations. However, both set 1 and set 2 case predicted very similar in terms of profiles’ shape and pick positions at the four positions A22–A52 with respect to WT values for \(\alpha = 240^\circ\) and \(\alpha = 270^\circ\). In contrast, the set 1 case shows wrong profiles’ shape with respect to WT results for \(\alpha = 300^\circ\), except for the position A52, while the set 2 case performed similarly to the other directions.

### 4.4. Yaw and pitch angles

In order to better understand the wind-flow patterns inside Canale Rosciano, yaw (\(\phi\)) and pitch (\(\theta\)) angles at positions A22–A52, at 0.033 of \(z/z_{ref}\), for WT tests and CFD simulations were compared for all the considered wind directions (Tables 1–3). The yaw and pitch angles were calculated as follows, respectively:

\[
\phi(z) = a \tan \left( \frac{v}{u} \right)
\]

\[
\theta(z) = a \tan \left( \frac{w}{u} \right)
\]
Fig. 9. Comparison of mean wind velocity profiles inside Canale Rosciano at positions A2 - A5 for the inflow directions (a) $\alpha = 240^\circ$, (b) $\alpha = 270^\circ$ and (c) $\alpha = 300^\circ$, for the set 1 case (orange line), set 2 case (blue line), and WT case (black dots). Also indicated by dotted lines are the inlet profiles (IN set 1 case and IN set 2 case) for both CFD cases. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 10. Comparison of turbulent kinetic energy profiles inside Canale Rosciano at positions A2 - A5 for the inflow directions (a) $\alpha = 240^\circ$, (b) $\alpha = 270^\circ$ and (c) $\alpha = 300^\circ$, for the set 1 case (orange line), set 2 case – (blue line), and WT case (black dots). Also indicated by dotted lines are the inlet profiles (IN set 1 case and IN set 2 case) for both CFD cases. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
where $u$, $v$, and $w$ indicate the mean wind velocity values in the streamwise ($x$), spanwise ($y$) and vertical ($z$) directions, respectively.

In general, while the differences of $\phi$ between the set 1 and set 2 cases were usually small, larger discrepancies between CFD (both cases) and WT results were observed for few specific locations and wind directions. This is shown in Fig. 11, where the horizontal velocity vectors $U$ of WT and CFD cases were superimposed on the mean wind speed contours of the set 2 case. Larger agreement in terms of $\phi$ between WT and CFD cases (for both CFD cases) was found where the highest mean wind speeds were observed:

- for $\alpha = 240^\circ$: positions A21, A22, A42 and A51 (Table 1 and Fig. 11a-b);
- for $\alpha = 270^\circ$: positions A22 and A31 (Table 2 and Fig. 11c-d);
- for $\alpha = 300^\circ$: positions A23 (Table 3 and Fig. 11e-f).

In contrast, the measuring positions placed in the leeward zones (e.g. A52 for $\alpha = 240^\circ$, A31–A52 for $\alpha = 270^\circ$ and $\alpha = 300^\circ$) of Canale Rosciano showed larger discrepancies between WT and CFD results in terms of $\phi$, confirming the limitations of the RANS approach in the accurate prediction of separation zones.

This limitation was further confirmed by comparing $\theta$: while the set 1 and set 2 cases compared well with each other, the comparison with WT results showed much larger discrepancies with respect to $\phi$. It should be noted, however, that this parameter is particularly critical because slight uncertainties in the measuring position of the multihole probe or between the physical model (in the WT) and the geometrical model (in CFD) can determine large deviations between experiments and numerical results.

5. Performance metrics

In order to quantify the impact of the inflow conditions on urban wind flow prediction the statistical performance of both CFD cases was calculated using different validation metrics for the mean velocity magnitude, turbulent kinetic energy, and yaw and pitch angles (Chang & Hanna, 2004; Gousseau, Blocken, & van Heijst, 2013; Ricci, Kalkman et al., 2017; Schatzmann, Olesen, & Franke, 2010).

For the mean velocity magnitude the fractional bias ($FB$), normalized mean square error (NMSE), correlation coefficient ($R$), and the fraction of data within a factor 1.3 ($FAC1.3$) were adopted. The aforementioned metrics, but using the FAC2.0 instead of FAC1.3, were also adopted for the turbulent kinetic energy. For the yaw and pitch angles the $R$ and FAC2.0 metrics were used. The ideal values corresponding to complete agreement between CFD and WT results are $FB = 0$, $NMSE = 0$, $R = 1$ and $FAC1.3 & 2.0 = 1$. The validation metrics were calculated as follows:

$$FB = \frac{\langle O - F \rangle}{\langle F \rangle}$$

$$NMSE = \frac{\langle O - F \rangle^2}{\langle F \rangle^2}$$

$$R = \frac{\langle O \cdot O \rangle - \langle P \rangle}{\langle O \rangle \cdot \langle P \rangle}$$

$$FAC1.3 = \frac{1}{N} \sum_{i=1}^{N} n_i = \begin{cases} 1 & 0.77 \leq \frac{\sigma_p}{\sigma_O} \leq 1.3 \\ 0 & \text{else} \end{cases}$$

$$FAC2.0 = \frac{1}{N} \sum_{i=1}^{N} n_i = \begin{cases} 1 & 0.50 \leq \frac{\sigma_p}{\sigma_O} \leq 2.0 \\ 0 & \text{else} \end{cases}$$

where $P$ and $O$ are the predicted (CFD) and the observed (WT) values, and $\sigma_p$ and $\sigma_O$ are the standard deviations over a specific dataset.

The validation metrics were calculated on horizontal planes at 0.033 of $z/z_{ref}$ for all measuring positions A and L (overall 25 positions). However, due to presence of buildings and bridges at the considered level (i.e. at 0.033 of $z/z_{ref}$), the number of measurements (i.e. samples) was marginally reduced with respect to the aforementioned overall value (i.e. 25). The samples considered were finally 18, 20 and 17 for $\alpha = 240^\circ$, $\alpha = 270^\circ$ and $\alpha = 300^\circ$, respectively.

5.1. Statistical performance: wind speed at 0.033 $z/z_{ref}$

The results for 0.033 $z/z_{ref}$ are given in Table 4 and graphically displayed in Fig. 12. In general, the statistical performance for the mean wind speed ratio $U/u^*$ confirmed the considerations previously made in Section 4.2:

- a very good agreement between both CFD cases and the WT case for $\alpha = 240^\circ$;
- a slightly lower performance of both CFD cases with respect to the WT case for $\alpha = 270^\circ$ and $\alpha = 300^\circ$.

Table 1
Comparison of yaw $\phi(z)$ and pitch $\theta(z)$ angles for WT, set 1 and set 2 cases at positions A21–A51 for the inflow direction $\alpha = 240^\circ$ at 0.033 $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Positive values of $\phi(z)$ and $\theta(z)$ represent counterclockwise rotation around the z-axis and clockwise rotation around the y-axis, respectively.

<table>
<thead>
<tr>
<th>positions</th>
<th>WT case (f)</th>
<th>set 1 case (f)</th>
<th>set 2 case (f)</th>
<th>WT case (d)</th>
<th>set 1 case (d)</th>
<th>set 2 case (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A21</td>
<td>11.88°</td>
<td>2.00°</td>
<td>2.00°</td>
<td>0.08°</td>
<td>−2.18°</td>
<td>−2.16°</td>
</tr>
<tr>
<td>A22</td>
<td>2.86°</td>
<td>5.69°</td>
<td>5.99°</td>
<td>−1.57°</td>
<td>3.50°</td>
<td>2.61°</td>
</tr>
<tr>
<td>A23</td>
<td>24.83°</td>
<td>64.61°</td>
<td>64.69°</td>
<td>−5.07°</td>
<td>5.46°</td>
<td>6.99°</td>
</tr>
<tr>
<td>A31</td>
<td>36.86°</td>
<td>63.07°</td>
<td>63.87°</td>
<td>9.04°</td>
<td>−26.13°</td>
<td>−26.34°</td>
</tr>
<tr>
<td>A41</td>
<td>18.67°</td>
<td>79.27°</td>
<td>78.14°</td>
<td>−5.24°</td>
<td>3.12°</td>
<td>1.94°</td>
</tr>
<tr>
<td>A51</td>
<td>17.02°</td>
<td>80.19°</td>
<td>86.63°</td>
<td>−4.93°</td>
<td>30.69°</td>
<td>33.68°</td>
</tr>
<tr>
<td>A52</td>
<td>12.27°</td>
<td>71.90°</td>
<td>71.31°</td>
<td>0.22°</td>
<td>15.58°</td>
<td>15.87°</td>
</tr>
</tbody>
</table>

Table 2
Comparison of yaw $\phi(z)$ and pitch $\theta(z)$ angles for WT, set 1 and set 2 cases at positions A21–A51 for the inflow direction $\alpha = 270^\circ$ at 0.033 $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Positive values of $\phi(z)$ and $\theta(z)$ represent counterclockwise rotation around the z-axis and clockwise rotation around the y-axis, respectively.

<table>
<thead>
<tr>
<th>positions</th>
<th>WT case (f)</th>
<th>set 1 case (f)</th>
<th>set 2 case (f)</th>
<th>WT case (d)</th>
<th>set 1 case (d)</th>
<th>set 2 case (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A21</td>
<td>11.88°</td>
<td>2.00°</td>
<td>2.00°</td>
<td>0.08°</td>
<td>−2.18°</td>
<td>−2.16°</td>
</tr>
<tr>
<td>A22</td>
<td>2.86°</td>
<td>5.69°</td>
<td>5.99°</td>
<td>−1.57°</td>
<td>3.50°</td>
<td>2.61°</td>
</tr>
<tr>
<td>A23</td>
<td>24.83°</td>
<td>64.61°</td>
<td>64.69°</td>
<td>−5.07°</td>
<td>5.46°</td>
<td>6.99°</td>
</tr>
<tr>
<td>A31</td>
<td>36.86°</td>
<td>63.07°</td>
<td>63.87°</td>
<td>9.04°</td>
<td>−26.13°</td>
<td>−26.34°</td>
</tr>
<tr>
<td>A41</td>
<td>18.67°</td>
<td>79.27°</td>
<td>78.14°</td>
<td>−5.24°</td>
<td>3.12°</td>
<td>1.94°</td>
</tr>
<tr>
<td>A51</td>
<td>17.02°</td>
<td>80.19°</td>
<td>86.63°</td>
<td>−4.93°</td>
<td>30.69°</td>
<td>33.68°</td>
</tr>
<tr>
<td>A52</td>
<td>12.27°</td>
<td>71.90°</td>
<td>71.31°</td>
<td>0.22°</td>
<td>15.58°</td>
<td>15.87°</td>
</tr>
</tbody>
</table>
For the incoming wind direction $\alpha = 240^\circ$ the $FB$ values of the set 1 and set 2 cases showed nearly the same distribution around the diagonal, indicating a similar agreement with WT results. A better correlation ($R$) with WT results was observed for the set 1 case (77%) than for the set 2 case (71%). A gap of 6% was also found in terms of $FAC1.3$, with a value of 89% for the set 1 case and 83% for the set 2 case.

For $\alpha = 270^\circ$ $FB$, $NMSE$ and $FAC1.3$ showed almost the same performance of the set 1 and set 2 cases, while the correlation coefficient ($R$) indicated a slightly better agreement of the set 1 case with the WT case compared to the set 2 case.

For $\alpha = 300^\circ$ a slightly better correlation ($R$) with WT results was found for the set 1 case (59%) than for the set 2 case (52%). A gap of 6% was observed in terms of $FAC1.3$, with a value of 56% for the set 1 case and 50% for the set 2 case.

### 5.2. Statistical performance: turbulent kinetic energy at 0.033 $z/z_{ref}$

The same procedure described in Section 5.1 was applied to turbulent kinetic energy. The results for 0.033 $z/z_{ref}$ are shown in Table 5 and displayed in Fig. 13. However, in order to better appreciate the

---

**Table 5**

Comparison of yaw $\phi(z)$ and pitch $\theta(z)$ angles for WT, set 1 and set 2 cases at positions A21–A52 for the inflow direction $\alpha = 300^\circ$ at 0.033 of $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Positive values of $\phi(z)$ and $\theta(z)$ represent counterclockwise rotation around the $z$-axis and clockwise rotation around the $y$-axis, respectively.

<table>
<thead>
<tr>
<th>positions</th>
<th>WT case ($\phi(z)$)</th>
<th>set 1 case ($\phi(z)$)</th>
<th>set 2 case ($\phi(z)$)</th>
<th>WT case ($\theta(z)$)</th>
<th>set 1 case ($\theta(z)$)</th>
<th>set 2 case ($\theta(z)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A21</td>
<td>30.69°</td>
<td>30.07°</td>
<td>40.47°</td>
<td>-11.02°</td>
<td>-6.01°</td>
<td>-5.06°</td>
</tr>
<tr>
<td>A22</td>
<td>28.77°</td>
<td>23.65°</td>
<td>24.07°</td>
<td>-5.38°</td>
<td>-2.53°</td>
<td>-1.68°</td>
</tr>
<tr>
<td>A23</td>
<td>14.67°</td>
<td>31.07°</td>
<td>35.36°</td>
<td>-1.78°</td>
<td>-6.77°</td>
<td>-6.24°</td>
</tr>
<tr>
<td>A24</td>
<td>5.22°</td>
<td>85.95°</td>
<td>85.35°</td>
<td>-1.62°</td>
<td>59.67°</td>
<td>70.11°</td>
</tr>
<tr>
<td>A25</td>
<td>22.81°</td>
<td>30.79°</td>
<td>40.82°</td>
<td>1.21°</td>
<td>5.66°</td>
<td>3.36°</td>
</tr>
<tr>
<td>A26</td>
<td>-3.33°</td>
<td>-14.09°</td>
<td>-12.66°</td>
<td>-5.67°</td>
<td>27.49°</td>
<td>19.14°</td>
</tr>
<tr>
<td>A27</td>
<td>-5.56°</td>
<td>6.66°</td>
<td>10.31°</td>
<td>-5.18°</td>
<td>-32.65°</td>
<td>-31.74°</td>
</tr>
<tr>
<td>A28</td>
<td>1.06°</td>
<td>13.51°</td>
<td>44.14°</td>
<td>5.56°</td>
<td>-6.36°</td>
<td>-20.90°</td>
</tr>
<tr>
<td>A29</td>
<td>0.26°</td>
<td>3.11°</td>
<td>9.02°</td>
<td>1.42°</td>
<td>20.57°</td>
<td>9.67°</td>
</tr>
</tbody>
</table>
The performance difference between both CFD cases with respect to WT case, a fraction of data positions FAC2.0 instead of FAC1.3 was used.

In general, the statistical performance for the turbulent kinetic energy ratio \( \kappa/u^2 \) confirmed the trend of both CFD cases with respect to the WT case previously highlighted in Fig. 10:

- The results of both CFD cases showed a remarkable underestimation for the three reference wind directions compared to the WT case;
- CFD case 1 and 2 displayed a similar performance for the reference wind directions \( \alpha = 240^\circ \) and \( \alpha = 270^\circ \), but not for \( \alpha = 300^\circ \).

For \( \alpha = 240^\circ \), the FB and NMSE values of the set 1 (0.75 and 0.92) and set 2 (0.72 and 0.83) cases displayed nearly a similar underestimation with respect to WT data. The correlation (R) with WT results was almost zero for both CFD cases; however this is just because of some outliers for \( k_{WT}/u^2 \) greater than about 10 which correspond to the most sheltered positions, i.e. A41,2 and A51,2. Conversely, the metric FAC2.0 showed that 55% of numerical data, for both CFD cases, were within a deviation of 50%.

For \( \alpha = 270^\circ \), the FB values of the set 1 (0.81) and set 2 (0.78) cases showed almost the same performance already observed for \( \alpha = 240^\circ \). In contrast, the NMSE values of set 1 (1.20) and set 2 (1.14) cases indicated a higher dispersion of simulated data around the diagonal compared to the previous wind direction. In that respect, the FAC2.0 showed that a reduced number of samples were within a deviation of 50% for both CFD cases with respect to the case of \( \alpha = 240^\circ \). Again a very similar low correlation (R) with WT data was found between set 1 (0.26) and set 2 (0.25) cases.

For \( \alpha = 300^\circ \), all the metrics showed bigger differences between set 1 and set 2 cases, compared to the previous wind directions. The FB showed a better alignment of set 2 data (0.59) with respect to the ones of set 1 (0.66). A better performance of set 2 compared set 1 was also confirmed by the NMSE metric, which displayed a tighter dispersion of set 2 data (0.62) compared to set 1 data (0.80). The same trend was remarked again by the correlation (R), for which a gap of 17% was found between set 1 (0.38) and set 2 (0.55) cases. In contrast, the FAC2.0 displayed that 53% and 47% of simulated data, belonging to set 1 and set 2 respectively, were within a deviation of 50% compared to WT data.

5.3. Statistical performance: yaw and pitch angles at 0.033 \( z/z_{ref} \)

The same procedure described in Sections 5.1 and 5.2 was applied to yaw and pitch angles. However, only two metrics were used in the
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**Table 4**

Validation metrics for mean wind velocity \( U \) (FB = Fractional Bias, NMSE = Normalized Mean Square Error, R = correlation coefficient, FAC1.3 = Fraction of data within a factor of 1.3) for set 1 and set 2 cases, three inflow directions (\( \alpha = 240^\circ \), \( \alpha = 270^\circ \), \( \alpha = 300^\circ \)), and 25 measurement positions (A and L) at 0.033 of \( z/z_{ref} \) (i.e. at 0.02 m above the bottom). Also indicated (in second and third columns) are the number of samples (measurement positions) that are not occupied by the urban model and are therefore available for statistical analysis (note that this depends on the wind direction as positions L are fixed with respect to the WT section).

<table>
<thead>
<tr>
<th>( \alpha = 240^\circ ), ( z/z_{ref} = 0.033 )</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB</td>
<td>0.04</td>
<td>0.07</td>
<td>0</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.04</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>0.77</td>
<td>0.71</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.89</td>
<td>0.83</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>18</td>
<td>18</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \alpha = 270^\circ ), ( z/z_{ref} = 0.033 )</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB</td>
<td>0.11</td>
<td>0.10</td>
<td>0</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.11</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>0.66</td>
<td>0.63</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.56</td>
<td>0.56</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>20</td>
<td>20</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \alpha = 300^\circ ), ( z/z_{ref} = 0.033 )</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB</td>
<td>0.12</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>NMSE</td>
<td>0.18</td>
<td>0.20</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>0.59</td>
<td>0.52</td>
<td>1</td>
</tr>
<tr>
<td>FAC1.3</td>
<td>0.56</td>
<td>0.50</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>17</td>
<td>17</td>
<td>25</td>
</tr>
</tbody>
</table>

---

**Fig. 12.** Comparison of CFD (set 1 and set 2 cases) and WT data at the monitored positions A and L for three inflow directions: (a) \( \alpha = 240^\circ \), (b) \( \alpha = 270^\circ \), (c) \( \alpha = 300^\circ \) at 0.033 of \( z/z_{ref} \) (i.e. at 0.02 m above the bottom). Dashed black lines correspond to 10% and 30% errors, as indicated.
Table 5
Validation metrics for turbulent kinetic energy $k$ ($FB = \text{Fractional Bias}$, $NMSE = \text{Normalized Mean Square Error}$, $R = \text{correlation coefficient}$, $FAC1.3 = \text{Fraction of data within a factor of 1.3}$) for set 1 and set 2 cases, three inflow directions ($a = 240^\circ$, $a = 270^\circ$, $a = 300^\circ$), and 25 measurement positions (A and L) at $0.033$ of $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Also indicated (in second and third columns) are the number of samples (measurement positions) that are not occupied by the urban model and are therefore available for statistical analysis (note that this depends on the wind direction as positions L are fixed with respect to the WT section).

<table>
<thead>
<tr>
<th>$a = 240^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FB$</td>
<td>0.75</td>
<td>0.72</td>
<td>0</td>
</tr>
<tr>
<td>$NMSE$</td>
<td>0.92</td>
<td>0.93</td>
<td>0</td>
</tr>
<tr>
<td>$R$</td>
<td>0.03</td>
<td>0.04</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.55</td>
<td>0.55</td>
<td>1</td>
</tr>
<tr>
<td>Samples</td>
<td>18</td>
<td>18</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 270^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FB$</td>
<td>0.81</td>
<td>0.78</td>
<td>0</td>
</tr>
<tr>
<td>$NMSE$</td>
<td>1.20</td>
<td>1.14</td>
<td>0</td>
</tr>
<tr>
<td>$R$</td>
<td>0.26</td>
<td>0.25</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.50</td>
<td>0.50</td>
<td>1</td>
</tr>
<tr>
<td>Samples</td>
<td>20</td>
<td>20</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 300^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FB$</td>
<td>0.66</td>
<td>0.59</td>
<td>0</td>
</tr>
<tr>
<td>$NMSE$</td>
<td>0.80</td>
<td>0.62</td>
<td>0</td>
</tr>
<tr>
<td>$R$</td>
<td>0.38</td>
<td>0.55</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.53</td>
<td>0.47</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>17</td>
<td>17</td>
<td>25</td>
</tr>
</tbody>
</table>

Fig. 13. Comparison of CFD (set 1 and set 2 cases) and WT data at the monitored positions A and L for three inflow directions: (a) $a = 240^\circ$, (b) $a = 270^\circ$, (c) $a = 300^\circ$ at $0.033$ of $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Dashed black lines correspond to 30% and 50% errors, as indicated.

Table 6
Validation metrics for yaw angle $\phi(x)$ ($R = \text{correlation coefficient}$ and $FAC2.0 = \text{Fraction of data within a factor of 2.0}$) for set 1 and set 2 cases, three inflow directions ($a = 240^\circ$, $a = 270^\circ$, $a = 300^\circ$), and 25 measurement positions (A and L) at $0.033$ of $z/z_{ref}$ (i.e. at 0.02 m above the bottom). Also indicated (in second and third columns) are the number of samples (measurement positions) that are not occupied by the urban model and are therefore available for statistical analysis (note that this depends on the wind direction as positions L are fixed with respect to the WT section).

<table>
<thead>
<tr>
<th>$a = 240^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>0.85</td>
<td>0.84</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.89</td>
<td>0.83</td>
<td>1</td>
</tr>
<tr>
<td>Samples</td>
<td>18</td>
<td>18</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 270^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>0.58</td>
<td>0.59</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.45</td>
<td>0.45</td>
<td>1</td>
</tr>
<tr>
<td>Samples</td>
<td>20</td>
<td>20</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 300^\circ$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>0.31</td>
<td>0.30</td>
<td>1</td>
</tr>
<tr>
<td>$FAC2.0$</td>
<td>0.29</td>
<td>0.35</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>17</td>
<td>17</td>
<td>25</td>
</tr>
</tbody>
</table>
present section: correlation coefficient $R$ and a fraction of data positions $FAC2.0$. FB and NMSE could not be used since the yaw and pitch angles can assume both positive and negative values (Gousseau et al., 2013). The results for the three wind directions at a height of 0.033 $z/z_{ref}$ are given in Tables 6 and 7 and displayed in Figs. 14 and 15. As indicated in Section 4.4 the discrepancies between CFD and WT results in terms of yaw and pitch angles were generally quite large.

5.3.1. Yaw angle

For $a = 240°$ the correlation coefficient $R$ of the set 1 and set 2 cases showed quite a high value with WT results. A gap of 6% was found in terms of FAC2.0, with a value of 89% for the set 1 case and 83% for the set 2 case. A similar trend was found for the wind direction $a = 270°$, where both of metrics showed similar performance for both CFD cases. For $a = 300°$ a slightly tighter distribution around the diagonal was found for the set 1 case than for the set 2 case. A gap of 6% was found in terms of FAC2.0, with a value of 35% for the set 2 case and 29% for the set 1 case (Table 6 and Fig. 14).

5.3.2. Pitch angle

In agreement with results already discussed in Section 4.4, Table 7 and Fig. 15 confirmed an unsatisfactory agreement between CFD and WT results for all incoming wind directions considered. However, the set 1 case showed a slightly better agreement compared to the set 2 one in terms of FAC2.0, with gaps of 22%, 5% and 11% respectively found for the wind directions $240°$, $270°$ and $300°$, between set 1 and set 2 cases.

<table>
<thead>
<tr>
<th>$a = 240°$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$-0.26$</td>
<td>$0.15$</td>
<td>1</td>
</tr>
<tr>
<td>FAC2.0</td>
<td>0.39</td>
<td>0.17</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>18</td>
<td>18</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 270°$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$-0.12$</td>
<td>$-0.01$</td>
<td>1</td>
</tr>
<tr>
<td>FAC2.0</td>
<td>0.30</td>
<td>0.25</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>20</td>
<td>20</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a = 300°$, $z/z_{ref} = 0.033$</th>
<th>set 1 case vs WT case</th>
<th>set 2 case vs WT case</th>
<th>ideal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$0.33$</td>
<td>$-0.26$</td>
<td>1</td>
</tr>
<tr>
<td>FAC2.0</td>
<td>0.29</td>
<td>0.18</td>
<td>1</td>
</tr>
<tr>
<td>samples</td>
<td>17</td>
<td>17</td>
<td>25</td>
</tr>
</tbody>
</table>

6. Discussion and conclusions

In the present study, the impact of two sets of inflow conditions, termed set 1 and set 2, on wind flow modeling in an urban environment was investigated. A district of Livorno city (Italy), the so-called "Quartiere La Venezia", was selected as a case study and 3D steady-state RANS simulations were performed on a reduced-scale urban model (1:300) of this district, for three wind directions ($a = 240°$, $270°$ and $300°$). The results in terms of mean wind velocity ($U$), turbulent kinetic energy ($k$), yaw ($\phi$) and pitch ($\theta$) angles were compared with WT results obtained by testing the same reduced-scale urban model at the Department of Civil, Chemical and Environmental Engineering (DICCA) of the University of Genoa. Several limitations to this study should be noted:

- The study was carried out on a single urban district and only three reference wind directions were considered both for WT tests and CFD simulations.
- The geometry used for the CFD simulations was not perfectly coincident with the physical model employed in the WT tests.
- The number of measuring positions taken into account for the WT tests and CFD simulations was limited to 25.
- Due to the limitations of the WT equipment (i.e. the traverse system), mean wind velocities and velocity standard deviations were measured from 0.033 to 0.44 $z/z_{ref}$ (above the tunnel floor - by means of 15 measuring positions) and from 0.9 and 1.0 $z/z_{ref}$ (near the top wall - by means of 8 measuring positions).
- Due to the size of the computational domain the 3D steady-state
RANS approach was used, which is known to be somehow inaccurate especially in separation zones. This means that such simulations are not expected to perfectly match experimental data because of the numerical approach adopted. In that regard, the numerical results have to be considered just as a sensitivity analysis focused on evaluating which formulation, needed to define the inflow conditions, makes the numerical model more reliable for urban wind simulation.

- Although the WT is one of the more reliable techniques used to validate CFD results, experimental uncertainties should always be critically assessed, such as those related to the flow angles. The range of the angular acquisition is 90° and the uncertainty given by the supplier is $+/−0.5°$. However, in regions where high flow gradients occur – for example near buildings walls – position inaccuracy may locally give rise to a significantly larger uncertainty which may affect the performance evaluation of both CFD cases.

In spite of these assumptions and limitations, the main outcome of this study was to show that the choice of the inflow conditions (mean velocity, turbulent kinetic energy and turbulence dissipation rate profiles) does not strongly affect the quality of the results in the urban canopy layer (UCL), as the two different conditions of Tominaga et al. (2008) and Richards and Hoxey (1993) present similar performances in terms of mean wind velocity (i.e. horizontal speed and direction analysis) in terms of yaw and pitch angles) and turbulent kinetic energy values. In particular:

- The mean wind speed contours showed small differences between the set 1 and set 2 cases for all wind directions considered, especially at lower heights, and the mean wind speed profiles fit properly the WT measurements.
- Small differences were found between both CFD cases and the WT case in terms of yaw angle, confirmed also by validation metrics (R and $\text{SAC2.0}$).
- The turbulent kinetic energy profiles showed an unsatisfactory agreement between CFD and WT cases for all the analyzed wind directions in terms of absolute values, as they were systematically underpredicted. They were comparable in terms of shape, apart from the set 1 case for $\alpha = 300°$, which means that the urban texture of the numerical model forces the turbulence generation in the proper positions, while the turbulence model fails in predicting the correct amount of turbulence.

In general, the differences of $U$ and $k$ values between the set 1 and set 2 case are not significant as they are absolutely comparable. This result demonstrates primarily that the “large-scale forcing” imposed through the inflow conditions is not that relevant inside the UCL, so that it is probably useless to adopt more complex inflow conditions like the one suggested by Tominaga et al. (2008), at least in our case. However, it is worth noting that, while this is true for the turbulent kinetic energy $k(z)$ and turbulence dissipation rate $\varepsilon(z)$ profiles imposed at the inlet (very different in the Richards and Hoxey (1993) and Tominaga et al. (2008) formulations – see Figs. 5b,c and 6b,c), it is not clear from the present analysis the role of the mean wind speed profiles since they are very similar in both cases (see Figs. 5a and 6a). Also, it seems useless to consider the span-wise anisotropy of the flow in the WT, which is considered in the present study.

Moreover, it is well-known that the steady-state RANS approach has some difficulties in predicting mean and especially turbulent quantities in leeward zones, as behind buildings, at least for the commonly adopted turbulence models, as shown for instance in Yoshih et al. (2007). This is clearly demonstrated also in the present case by means of the statistical analysis reported in Section 5, where all the analyzed quantities show better performances for $\alpha = 240°$ and $\alpha = 270°$, while the statistical indexes overall worsen for $\alpha = 300°$, for which the largest sheltering effects occur as “Canale Rosciano” becomes almost orthogonal with respect to the incoming wind direction.

It is generally accepted, indeed, that no RANS turbulence model is universally valid. In that regard, verification and validation studies are required to assess the performance of any given turbulence model for a specific problem (e.g. Ferziger, 1990, 1993; Ferziger & Perić, 2002; Gosman, 1999; Shah & Ferziger, 1997). This is true also for more complex models as eddy viscosity models (e.g. Launder, Reece, & Rodi, 1975) or Reynolds stress models (RSM). However, no one of these two has shown a consistent superior performance with respect to the others for applications in building simulation (e.g. Ferziger, 1990; Murakami, 1997, 1998; Nielsen et al., 2007).

According to the main outcomes described above, the next steps of this systematic analysis about relevant parameters needed to optimize wind flow simulations in urban environment by the steady-RANS approach will focus on two different subjects. On the one hand, the role of the shape of the mean wind speed profile used as inflow condition has not been investigated here, since the two $U$ profiles adopted were very similar each other and superimposable to the WT measurements. Since it is not clear how this parameter can affect the CFD results, it would be worth to analyze this theme in the near future. On the other hand, the role of turbulence models on determining the characteristics of anisotropic flows (e.g. the ones occurring in the lee side of obstacles) is not dealt with in this paper, where conversely a modified $k-\varepsilon$ model (i.e. the realizable $k-\varepsilon$) has been adopted. In that regard, more sophisticated turbulence models could be tested systematically as a further development of this paper.
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