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\textbf{A B S T R A C T}

Current sampling techniques on graphs (i.e., network-structured data) mainly study static graphs and suppose that the whole graph is available at all times. However, a surge of graphs are becoming too large-scale and/or fully-dynamic (i.e., nodes and edges are added or deleted arbitrarily) to be handled with small memory footprint. Moreover, the intrinsic property (i.e., clustering structure) has been ignored and is not preserved well when the sampling performs. To solve these issues, we propose a Cluster-preserving Partially Induced Edge Sampling (CPIES) algorithm that dynamically keep up-to-date samples in an online fashion and preserve the inherent clustering structure in streaming graphs. The experiments on various synthetic and real-world graphs demonstrated that the proposed CPIES algorithm is capable of preserving the inherent clustering structure while sampling from the fully-dynamic streaming graphs, and performs better than other competing algorithms in cluster-related properties.
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\section{1. Introduction}

Graph, as a generic data structure, can be a good representation of complex relationships among entities of networks. For instance, in the World Wide Web, web pages can be represented by nodes and the hyperlinks between these pages are denoted by edges. With the advent of the era of big data, a large number of graphs are becoming large-scale and ever-increasing in nature. For example, in Twitter network average monthly active users have increased to 328 million in the 1st quarter of 2017, adding close to 9 million users than the preceding quarter, thus some of the properties (e.g., clustering structure) of the graph may have correspondingly changed over time. Hence, graph analysis on such data as a whole is becoming more and more impractical and time-consuming. Generally, there are mainly two reasons that make it difficult to study these graphs in their entirety. Firstly, the massive sizes of many graphs make them computationally expensive to analyze the whole graphs. Moreover, designing more efficient algorithms and/or leveraging computing power are not always easily available \cite{2,5,19}. Secondly, due to the limitations in data collection mechanism, contemporary graphs that are considered as complete graphs are not completely accessible and partially visible to the users \cite{7,11}. One approach to overcome these features of contemporary graph-structured data collections is sampling, i.e., to sample a representative subgraph and exploit its characteristics. It not only provides an efficient solution in big-graph analytics when the population
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is infeasible on account of the inaccessibility and massive-size, but also is an essential procedure for preserving and inferring the latent properties of the population.

A sampled graph is representative if it preserves selected properties of the original graph. In present studies, the simple or explicit characteristics/properties, such as degree, clustering-coefficient and shortest-path, are usually of interest to data scientists, but these properties cannot fully reflect intrinsic topological properties (e.g., clustering structure) of graphs. Also, in the current research, sampling algorithms [8,9,13,15,18,20] mostly study static graphs and suppose that the graphs can be retrieved as a whole through multiple passes. Nevertheless, contemporary graphs should be abstracted into fully-dynamic streaming graphs in which the edge additions and deletions occur arbitrarily at any time [26]. Analyzing such graphs has become of great importance to investigate the structural properties and evolution of graphs in various domains (e.g., detecting ransomware attacks and abnormal connections in social media). Therefore, online sampling from streaming graphs is preferred to sample representative subgraphs as new entities arrive in a form of stream, instead of static graph snapshots. Note that in many domains, graph mining is rapidly moving from analyzing static snapshots to ever-increasing streaming graphs [4]. Therefore there are two research challenges that should be resolved:

One is to develop an efficient and effective online sampling algorithm on fully-dynamic streaming graphs. In particular, the sampling method should be capable of processing the edge insertions and deletions in an incremental manner, where each edge should be processed only once and extremely fast using the limited memory.

The other is to produce representative samples from the unbounded, ever-increasing streaming graphs. The sample is a representative subgraph if it retains the original graph’s properties. Maiya et al. [19] argue that the representativeness should be consistent with the properties that need to be preserved. Most of sampling approaches only assess the extent to which the sampled subgraph is representative of explicit/simple topological properties (e.g., the degree distribution), but are not adequate for retaining the intrinsic property, i.e., clustering structure, which is prevailing in many real-world graphs under study today [1,10,33,35].

To tackle these challenges, we formulate the problem of sampling from fully-dynamic streaming graphs, and the main contribution can be summarised as follows:

- We propose a Cluster-preserving Partially Induced Edge Sampling (CPIES) algorithm to process fully-dynamic streaming graphs in which edge insertions and deletions are allowed. It employs: (i) the cluster-preserving node replacement strategy, (ii) the elimination method of isolated nodes, and (iii) the edge deletion operation. It makes samples capable of representing clustering structure at any time, and completely avoids isolated nodes in the sampled subgraph. Furthermore, it supports the edge deletion operations which is of crucial importance in a fully-dynamic streaming setting.
- We present a new two-stage inference method to infer nodes’ clustering affiliations in the original streaming graph (i.e., population). If the sample is a good cluster-preserving representative of the original population, the clustering structure of the sample should generalize well to the nodes that are not sampled. It provides a feasible solution to infer clustering affiliations of nodes in the population.
- Experiments are conducted to demonstrate that the proposed CPIES algorithm is capable of preserving the clustering structure while keeping an up-to-date sample of fully-dynamic streaming graphs. It is superior to competing sampling algorithms in most properties, especially in terms of clustering performance. Furthermore, the two-stage clustering inference (TCI) method in conjunction with CPIES provides a feasible solution to inference clustering affiliations of the population.

The paper is organized as follows. In Section 2 we overview the related work on graph sampling and formalize the problem statement in Section 3. The proposed CPIES and TCI algorithms are elaborated in Sections 4 and 5, respectively. The results of empirical study are discussed in Section 6. We summarize the work and outlook the future work in Section 7.

2. Background & related work

Graph sampling is of interest to researchers in a wide range of domains. Although each domain may investigate different type of graphs, the focus has been on designing representative sampling algorithms from the large population, and utilizing the subgraphs to simplify the downstream task (e.g., counting triangle [21], classification [1] and clustering [30]). The researches related to this work can be grouped into: (a) streaming graph sampling; (b) clustering structure in graphs.

2.1. Streaming graph sampling

Traditionally, graph sampling has been well-studied in respect of static graphs. It is supposed that the graphs have static structure and can fit into the memory, thus sampling algorithms can explore any node and the full neighborhood of each node at any step. Also, the temporal evolution property is ignored. However, the graphs encountered into real-world applications are massive-size and/or in a streaming fashion. Since such graphs are quite ubiquitous nowadays, an increasing number of studies focus on developing sampling algorithms that address the complexities of streaming model. There are mainly three aspects that streaming graph is diverse from static graphs: (i) the structure/characteristic cannot be completely measurable (e.g., only support a sequential access); (ii) the size of streaming graph is open-ended such that it cannot fit into the restricted memory; and (iii) accurate and efficient processing is of great importance [5,32]. Thus, efficient online
sampling methods on such streaming graphs should be devised to obtain representative subgraphs which reflect the properties of original streaming graphs perfectly.

Ahmed et al. [3] put forward a streaming graph sampling framework, namely Graph Sample and Hold (gSH), to handle insert-only streaming graphs. It supports to sample sequentially from streaming graphs by one pass under the limited memory footprint [5], converted the edge-based sampling, node-based sampling and breadth-first sampling of static graphs into those of streaming settings, and proposed a partially induced edge sampling (PIES) algorithm to handle streaming graphs. PIES inserts the first $n$ nodes into the node reservoir and then randomly replaces existing nodes afterwards by newly arrival ones. For each new edge, it will be added to the sampled graph if its two incident nodes are in the node reservoir. Once a sampled node is substituted, all its incident edges are dismissed accordingly from the sampled graph. The sampling procedure continues until the edge stream terminates. PIES focuses on uniformly sampling from streaming graphs using a single pass but has no guarantee on the sample quality in terms of preserving the clustering structure. Moreover, edge deletion requests are not supported in it, thus it cannot be applied to the fully-dynamic streaming setting, for instance when sampling is executed over a sliding window (i.e., out-dated edges should be erased from the end of sliding window). A graph priority sampling (GPS) proposed in [4] is a variant of reservoir sampling from streaming graphs. It proposed a general approach to sample weighted edges to achieve specific estimation goals of graph properties on the basis of additional variable. However, how to sample the clustering structure is still not resolved in this method.

Some other related work mainly focused on graph mining problems such as counting of triangles [21], estimation of pagerank [25], outlier detection [1], link prediction [23,36] on streaming graphs. Our objective is diverse from those previous work due to existing sampling techniques are inadequate for the essential property: inherent clustering structure. Thus the aim of this paper is to achieve sampling on fully-dynamic streaming graphs as well as to retain the inherent clustering structure.

2.2. Clustering structure in graphs

Blondel et al. [6] defined a cluster as a set of nodes which have close interactions with each other and sparse connection to nodes outside of the cluster. The clustering structure is intrinsic and prevalent property in real-world graphs, and usually corresponds to the nodes's latent properties such as affiliation, research interest and social role [34]. Though sampling focuses on representing the latent properties embedded in the original population, most sampling methods are not particularly devised to retain the clustering structure. In the scope of our knowledge, sampling methods have not been employed to retain the clustering structure in fully-dynamic streaming graphs. However, the present studies have demonstrated that contemporary social networks tend to exhibit explicit clustering structures [14,27] and increasing density over time [15,16].

The work in [15] defined several scale-down and back-in-time properties that the sample should represent, and evaluated a set of sampling techniques in preserving these properties of static graphs. Ebbes et al. [9] also assessed several sampling methods’ performances in preserving four primary properties (i.e., closeness-centrality, degree, clustering-coefficient and betweenness-centrality). However, the representativeness of the sample is evaluated by these explicit properties that cannot fully represent the topology structure. In [19] two sampling algorithms were proposed to sample representative subgraphs from the perspective of the clustering structure. Both methods are extended from the concept of expander graph. The subgraph with higher expansion rate should be more representative of the clustering structure, so newly sample nodes can be chosen into the sample either deterministically or probabilistically using two different strategies. However, their drawback is that they can only handle static graphs to retain the clustering structure.

3. Problem statement

In this work, our aim is to sample the clustering structure from fully-dynamic streaming graphs in which edge insertions and deletions are supported. The better the clustering structure is retained in the sample, the better the representativeness of samples is.

Firstly, we give the definition of fully-dynamic streaming graph. Formally, for any discrete time-stamp $t \geq 0$, a graph $G(t) = (V(t), E(t))$ can be treated as input which is presented as an edge-stream $E(t)$, where $V(t)$ is a finite set of nodes and $E(t) \subseteq V(t) \times V(t)$ is a set of edges by time $t$. Each edge $e(t)$ is in the form of $(u, v, t)$, where $u$ and $v$ are the two incident nodes of the edge and $t$ is the associated time-stamp. Initially when time-stamp $t = 0$, $V(t) = E(t) = \emptyset$. Subsequently for each discrete time-stamp $t$ ($t > 0$) a new update $e_t = (\bullet, (u, v, t))$ where $\bullet \in \{+,-\}$ is received from the edge streams. We update the graph $G(t) = (V(t), E(t))$ by time-stamp $t$ as follows:

$$E(t) = \begin{cases} E(t-1) \cup (u, v, t) & \text{if } \bullet = + \\ E(t-1) \setminus (u, v, t) & \text{if } \bullet = - \end{cases}$$

Note that the edges in the graph is undirected and the same edge can appear multiple times in the stream.

The task we focus on is to sample representative subgraphs from streaming graphs that should obtain a good quality of sampling. Formally, $\eta(\cdot)$ is denoted as any graph property/characteristic and it could be a single-valued statistic (e.g., average clustering-coefficient) or a multiple-valued distribution (e.g., k-core distribution) [3]. The goal is to guarantee that subgraph $G_s(t) = (V_s(t), E_s(t))$ is representative, which means that it should preserve selected graph properties of $G$, i.e.,
\( \eta(G(t)) \approx \eta(G_s(t)) \). In this work, we particularly take the inherent clustering structure into account. Apart from the requirement for the sampling representativeness, it is also requested to process the streaming graph by single-pass under the limited memory \( \chi \). The formal definition is as follows.

**Definition 1.** **Streaming graph sampling.** given the maximum memory size \( \chi \) and a streaming graph \( G(t) \), the goal of the sampling algorithm \( S \) is to generate a representative subgraph \( G_s(t) \) by sequentially sampling edges from \( E(t) \) such that:

• the memory required to store the subgraph \( G_s(t) \) (i.e., \( O(|G_s(t)|) \)) should satisfy the maximum memory size, i.e., \( O(|G_s(t)|) \leq \chi \).
• the edges are updated through a single pass;
• the graph properties, especially the clustering structure, should be representative and preserved well, i.e., \( \eta(G(t)) \approx \eta(G_s(t)) \).

What do we mean by “clustering structure is preserved” in fully-dynamic streaming graphs? First, the sampled counterpart should contain influential/hub nodes from most (or even all) clusters of the original streaming graphs (i.e., a stratified sample of clustering structure). Second, the nodes grouped together in the sampled counterpart should come from nodes that locate in the same cluster of the original streaming graph [19]. We give the formal definition as follows:

**Algorithm 1** Basic PIES algorithm.

**Input:**
- Streaming graph by time-stamp \( t \): \( G(t) = (V, E) \);
- Sample size: \( n \).

**Output:**
- Sampled subgraph by time-stamp \( t \): \( G_s(t) = (V_s, E_s) \).

1: \( V_s \leftarrow \emptyset , E_s \leftarrow \emptyset , t \leftarrow 0 \)
2: while the edge stream \( e_t \) arrives at \( t \) do
3: \( e_t = (u, v, t) \)
4: ### Initialization part
5: if \( |V_s| < n \) then
6: if \( u \notin V_s \) then
7: \( V_s \leftarrow V_s \cup \{u\} \)
8: end if
9: if \( v \notin V_s \) then
10: \( V_s \leftarrow V_s \cup \{v\} \)
11: end if
12: \( E_s \leftarrow E_s \cup \{e_t\} \)
13: \( m \leftarrow |E_s| \)
14: else
15: ### Updating part
16: \( p_e \leftarrow \frac{m}{t} \)
17: \( r \leftarrow \text{Random}(0, 1) \)
18: if \( r < p_e \) then
19: if \( u \notin V_s \) then
20: \( u' \leftarrow \text{Select_Replaced_Node}(V_s) \)
21: \( V_s \leftarrow V_s \cup \{u'\} \)
22: for each edge \( e' \) incident to \( u' \) in \( E_s \) do
23: \( E_s \leftarrow E_s \cup \{e'\} \)
24: end for
25: end if
26: if \( v \notin V_s \) then
27: \( v' \leftarrow \text{Select_Replaced_Node}(V_s) \)
28: \( V_s \leftarrow V_s \cup \{v'\} \)
29: for each edge \( e' \) incident to \( v' \) in \( E_s \) do
30: \( E_s \leftarrow E_s \cup \{e'\} \)
31: end for
32: end if
33: end if
34: if \( u, v \in V_s \) then
35: \( E_s \leftarrow E_s \cup \{e_t\} \)
36: end if
37: end if
38: \( t \leftarrow t + 1 \)
39: end while
40: Return: \( G_s(t) \)

**Definition 2.** Given a streaming graph \( G(t) \), a clustering algorithm \( P \), and a measurement of clustering similarity \( M[\bullet, \bullet] \), a subgraph \( G_s(t) \) is a cluster-preserving sample that satisfies the following two conditions at timestamp \( t \):

• \( G_s(t) \) maximizes the clustering similarity between the identified clusters \( \pi(G_s(t)) \) produced by \( P \) on \( G_s(t) \) and the clusters \( \pi(G(t)) \) produced by \( P \) on \( G(t) \), i.e., \( \max M(\pi(G(t)), \pi(G_s(t))) \).
• the intersection set between sampled node-set \( V_s(t) \) and each cluster of \( \pi(G(t)) \) is maximized, where \( \pi(G(t)) \) is the set of clusters that are produced by \( P \) on \( G(t) \).

Note that we sometimes drop \( t \) from the notation if it is clear from the context. Based on the above definitions, we present a novel cluster-preserving streaming sampling algorithm which is capable of preserving the clustering structure of the original streaming graph well.

4. Proposed sampling method

In this section, first of all, the state-of-the-art PIES (Partially Induced Edge Sampling) algorithm [5] is introduced. Secondly, the proposed CPIES algorithm is detailed introduced and it employs: (i) the cluster-preserving node replacement strategy, (ii) the elimination method of isolated nodes, and (iii) the edge deletion operation to handle the fully-dynamic streaming graph.
4.1. The basic PIES algorithm

Essentially, PIES [5] is a two-phase streaming graph sampling algorithm through a single pass: Initially, initial edges in the stream are added to the edge reservoir deterministically in order to accumulate the node reservoir $V_s$. When the size of $|V_s|$ is reached to $n$, the number of sampled edges in the edge reservoir $E_s$ is denoted by $m$. Then the sample's update comprises two phases to handle the new edge $e_t$ at time-stamp $t$:

- **Selection phase**: each new edge $e_t$ is assigned a sample probability of $p = \frac{t}{T}$ where $t$ is the time-stamp of $e_t$. If the new edge meets the probability, each incident node of $e_t$ is added into the node reservoir and the process goes to replacement phase. Otherwise, the new edge $e_t$ is not sampled. The rationale is inherit from reservoir sampling principle [28] which makes each edge in $E(t)$ at timestamp $t$ have the equal probability $\frac{t}{T}$ to be sampled.

- **Replacement phase**: if the new edge is chosen and no less than one associated node has not been sampled into $V_s$, the previously sampled nodes in the node reservoir $V_s$ are substituted according to a specific strategy (namely, Select Replaced Node) to keep the target capacity of $V_s$.

Subsequently, the new edge $e_t$ is included into the edge reservoir $E_s$ if its two associated nodes have been chosen into the node reservoir $V_s$ (i.e., partial edge induction). Through the investigation, we conclude that the node replacement strategy Select Replaced Node should vary according to different requirements and accept various node replacement strategies to select the node which needs to be replaced (namely, replaceable node) [5], propounds two replacement strategies for PIES. One is to uniformly select the replaceable node at random from the node reservoir $V_s$, whereas the other is to substitute the node kept in $V_s$ for the longest time without gaining more edges and has minimum degree which is denoted by PIES (Min). Obviously, the latter strategy contributes more to the quality of samples (e.g., less isolated nodes), but it is more costly and inefficient since it needs to maintain and traverse a list recording the recent update time of each node in $V_s$ when an edge arrives. Nevertheless, both of replacement strategies do not consider to retain the inherent structure as their main goal.

4.2. Cluster-preserving node replacement

As illustrated above, when sample size $n$ is reached, upcoming edges and their incident nodes should be probabilistically sampled and replace the sampled nodes from the node reservoir $V_s$. Although the replacement strategy of PIES (Min) may keep nodes with high degrees and also remove some of out-dated nodes, it is not sufficient to sample the clustering structure because: (i) hub nodes in small clusters usually have more influence than ordinary nodes in the same cluster, but have less degrees than some ordinary nodes in larger clusters. This strategy might drop these hub nodes in small clusters such that the clustering structure in the sample is not complete; (ii) with the new edges rolling on, the replaceable nodes in this strategy may not have new updates for a long time and keep losing influence on its cluster, but it still can be a hub node in its cluster before other nodes have enough power (e.g., high degree) to replace its central position in the streaming process. For instance, when an old leader of a political party is retiring and a new leader is becoming “rising star”. In this process, the new leader will probably become more and more central in the party, while the old one will keep losing his influence. However, the old leader should not be replaced until the new leader has more influence on the party.

Since current replacement strategies do not consider the clustering structure into account, we propose a new cluster-preserving replacement strategy to retain the hub nodes and replace a fraction of less-important nodes in the sample to preserve the inherent structure. The basic rationale is that the status of a node in a cluster is subject to its degree, and the hub node tends to possess higher degree than that of its neighbors. Therefore if a node to be substituted is of high degree, we deem it has higher chance to be the hub node of its cluster such that the sampling method should further confirm whether it should be selected as the replaceable node.

As described in Algorithm 2, $u'$ is the selected node uniformly at random, $N_v(u')$ is a set of neighbor nodes of $u'$ in $V_s$, and flag is a boolean variable used to record if the selected node $u'$ has higher degree than that of all its neighbors. The smallest degree of neighbor $N_v(u')$ of node $u'$ is denoted by min. First, we uniformly select the node $u'$ that could be replaceable at random. Second, our strategy is to check whether to substitute the node or its neighbour. The workflow is as follows: it compares the degree of node $u'$ with that of all its neighbors. If the node's degree is higher than all its neighbors', which indicates the node is probably still a hub node in the cluster, we should not replace the current selected node $u'$ but one of its neighbor with the lowest degree as replaceable node instead [22]. In this way, hub nodes of the sample should be maintained on the fly, therefore we preserve the inherent clustering structure of original streaming population.

Note that the new replacement strategy can be generalized into higher-order definition of hub nodes in the cluster. The proposed CPIES method considers the nodes which have more degrees (i.e., 1-hop neighbors) as hub nodes. However, we can extend the 1-hop neighbours to m-hop neighbors to determine the hub nodes and less-important nodes in the clusters. However, higher order m-hop ($m > 1$) extension suffers from two limitations: (1) from computational perspective it is more time-consuming since m-hop neighbour information for each node need to be calculated and retrieved; (2) from experimental perspective, it has the similar performance with CPIES. Due to the similar results, we would not report experimental results of high-order extension.
Algorithm 2 Proposed Select_Replaced_Node(V_i).

<table>
<thead>
<tr>
<th>Require:</th>
<th>Set of sampled nodes: V_i;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensure:</td>
<td>Selected node to be replaced: u''.</td>
</tr>
</tbody>
</table>

1. i ← discreteUniform[1, |V_i|]
2. u' ← V_i[i]
3. flag ← 1, u'' ← u', min ← |N_i(u')|
4. for all ne ∈ N_i(u') do
5. if |N_i(ne)| > |N_i(u')| then
6. flag ← 0
7. break
8. else
9. if |N_i(ne)| < min then
10. min ← |N_i(ne)|
11. u'' ← ne
12. end if
13. end if
14. end for
15. if flag = 0 then
16. u'' ← u'
17. end if
18. return u''

4.3. Isolated nodes elimination

We denote isolated nodes by those nodes kept in the node reservoir V_i with no edges attached. There are two reasons that isolated nodes exist in the sample in PIES.

1. In replacement phase, random selection of the replaceable node may make the newly added node become isolated. Here a concrete case is illustrated to show how such kind of isolated nodes is yielded.

   **Example 1.** we suppose that at the timestamp t the new edge e_t = (u, v, t) is arriving and need to be sampled into E_t when the node reservoir V_4 = [a_1, a_2, ..., a_n, u] (i.e., u belongs to V_4 but v does not). Since V_4 does not contain the node v, PIES need to choose a replaceable node for it randomly. However, node u has a probability p = 1/|V_4| to be picked to be the replaceable one and it will be erased from V_4 when node v is added. If u is chosen, u will be deleted and not belong to V_4 any more right after the node replacement, the new edge e_t will not be sampled such that v becomes an isolated node.

   Clearly, this situation happens from time to time since an incident node of new edge is selected as the one to be replaced. To resolve this problem, a stack structure, denoted by ForbiddenStack, is designed and we stipulate that each node located in ForbiddenStack cannot be chosen as the replaceable node. Therefore, for each new edge, its incident nodes should be pushed into ForbiddenStack. That is, they are prohibited to be selected as replaceable nodes. When the next edge arrives, nodes in ForbiddenStack should be popped up such that it would not impact the node replacement in the new update.

2. After the replaceable node needs to be replaced, some neighbour nodes only have a link with the replaceable node and they will become isolated nodes. The reason is that PIES eliminates associated edges of the replaceable node such that the neighbours which only have connection with the replaceable node will have no edge attached.

Our strategy is to check whether the neighbours’ degrees of the replaceable node fall to zero. If so, it means those neighbours become isolated nodes and need to be eliminated. Note that the strategy of PIES (Min) is helpful to get rid of such kind of nodes. However, the high cost to maintain and traverse a time list of each node in sample process makes it impractical for open-ended streaming graphs and not compatible with new replacement strategies. On the contrary, the proposed isolated nodes elimination is simple yet efficient and compatible well with new replacement strategies, which makes it more versatile and feasible in fully-dynamic streaming graphs.

4.4. Edge-deleting operation

Essentially, supporting the edge-deletion request is of great importance to handle fully-dynamic streaming graphs. For instance, obsolete edges should be eliminated from the sliding window in a timely manner if sampling is executed over a sliding window. However, it is not taken into consideration by PIES. Therefore, an efficient delete method is proposed to support edge-deletion requests. The description is depicted in Algorithm 3. Once an edge-deletion is demanded, the algorithm checks whether the corresponding edge exists in E_t. If so, we remove the edge from the edge reservoir directly.
Algorithm 3  Edge-deletion($e_t$, $G_t$).

Require:

  Edge to be deleted: $e_t = (-, (u, v, t))$;
  Sampled subgraph: $G_s = (V_s, E_s)$.

Ensure:

  Updated sampled subgraph: $G_s$.

1: if $e_t ∈ E_t$ then
2:   $E_s ← E_s − \{e_t\}$
3:   if $|N(u)| = 0$ then
4:     $V_s ← V_s − \{u\}$
5:   end if
6:   if $|N(v)| = 0$ then
7:     $V_s ← V_s − \{v\}$
8:   end if
9: end if
10: return $G_s$

Otherwise, we omit this request which means the corresponding edge has not been sampled before. Since an edge-deletion request implies that the edge's influence on graph's structure should be eliminated instantly, it makes sense that the edge-deletion requests should be met all the times. Furthermore, we examine the degrees of associated nodes in the deleted edge and remove them if their degree falls to zero after the edge-deletion operation [22].

4.5. Cluster-preserving partially induced edge sampling (CPIES)

According to these extensions, a cluster-preserving partially induced edge sampling algorithm (CPIES) is proposed to process the fully-dynamic streaming graph. The overall description is depicted in Algorithm 4.

The proposed CPIES is expected to keep hub nodes of each cluster into the sample and eliminate the isolated nodes which are meaningless for any topological property. Thus, it is capable of preserving the clustering structure in the samples considerably.

5. Inferring clustering affiliation from samples

Since graph sampling is a core part of population inference, we need to recover the clustering affiliation of nodes for all the unsampled nodes in the population. For this purpose, we propose a new two-stage clustering inference (TCI) method to label the un-sampled nodes. The rationale is that if the sampled graph is a cluster-preserving subgraph of the original population, the clustering structure on the sample should generalize well to the nodes that are not sampled. That is, using a subgraph $G_s$ at any time-stamp $t$, our target is to infer the clustering affiliation for each unsampled node $v$ where $v ∈ V − V_s$.

Since low-degree nodes are not vital for inherent clustering structure, the clustering inference method is composed of two stages: 1) initialization of clustering labels for unsampled nodes; 2) label propagation for the whole graph.

As Algorithm 5 shown, in the coarse screening stage, first we sort the unlabeled nodes in a descending order according to the ratio of their labeled neighbors such that the label information of samples are sufficiently utilized. Second for each unlabeled node from the sorted queue $U$, we assign clustering labels of the unlabeled node to the label of its maximum occurrence among the neighbours. Then we remove it from the unlabeled set $U$ and add the node into the labeled node-set $V_s$ until no more nodes in $V$ can be labeled. For the isolated nodes which are not connected to the sample, they are designated into its own single-node cluster.

In the fine adjustment stage, we utilize label propagation (LP) clustering algorithm [24] to optimize the clustering structure for the population at any time. LP algorithm iteratively simulates a process in which each node in the graph picks the most frequent label in its neighbourhood in each iteration. The process repeats until all the nodes reach a consensus. The advantages of this approach is that (i) it does not need a pre-defined objective function; (ii) its time complexity increases linearly with the size of the graph, i.e., $O(m + n)$; (iii) it has the ability to set the initial labels and also allows some labels to be fixed. Thus we set the labeling results of the coarse stage to the initial labels, and assign the clustering labels of the sampled nodes to fixed labels whose labeling should not change during the iteration. In this way, the TCI method is able to assign and infer the clustering labels to the population effectively and accurately.

6. Experimental evaluation

In this section, first, we briefly introduce the datasets we employed. Then we define a suite of graph properties and give the evaluation methodology. Finally, extensive experiments are conducted and some remarkable results are elaborated and discussed.
Algorithm 4  Cluster-Preserving PIES Algorithm.

Require:
  Streaming graph by time-stamp \( t \): \( G(t) = (V, E) \);
  Sample size: \( n \).

Ensure:
  Sampled subgraph by time-stamp \( t \): \( G_s(t) = (V_s, E_s) \).

1: \( V_s \leftarrow \emptyset \), \( E_s \leftarrow \emptyset \), \( t \leftarrow 0 \)
2: while the edge stream (symbol, \( e_t \)) arrives at \( t \) do
3: \( e_t = (u, v, t) \)
4:  
5:  
6:  
7:  
8:  
9:  
10:  
11:  
12:  
13:  
14:  
15:  
16:  
17:  
18:  
19:  
20:  
21:  
22:  
23:  
24:  
25:  
26:  
27:  
28:  
29:  
30:  
31:  
32:  
33:  
34:  
35:  
36:  
37:  
38:  
39:  
40:  
41:  
42:  
43:  
44:  
45:  
46:  
47:  
48:  
49:  
50:  
51: end while
Algorithm 5 Inferring Clustering Affiliation from Samples.

Require:
- Streaming graph by time-stamp $t$: $G(t) = (V, E)$;
- Sampled subgraph by time-stamp $t$: $G_s(t) = (V_s, E_s)$;
- Clustering labels of the sampled nodes $V_s$: $l_{V_s}$

Ensure:
- Clustering labels of $V(t)$ in $G(t)$: $l_V$.

1: Obtain the unsampled nodes: $U ← V − V_s$
2: ###{The coarse screening}
3: Sort the nodes of the node-set $U$ according to the fraction of the neighbours in $V_s$
4: while no more nodes in $U$ can be labeled do
5: for each node $u ∈ U$ that pops up from $U$ do
6: ###{Set its label to the maximum occurring label among the neighbours in $V_s$}
7: $l_V(u) ← \arg \max \{\text{Count}(l_{V_s}(ne))\}$ s.t. $ne ∈ N_s(u)$,
8: $U = U − u$
9: $V_s = V_s ∪ u$
10: end for
11: end while
12: if $u ∉ U$ is an isolated node then
13: $l_V(u) ← \text{single-node label}$
14: end if
15: ###{The fine adjustment}
16: Set the initial node labels: $\text{initial} = l_V$
17: Set the fixed labels whose labels should not change: $\text{fixed} = l_{V_s}$
18: $l_V ← \text{LabelPropagation}(G(t), \text{initial, fixed})$
19: return $l_V$

Table 1
The statistical information of streaming graphs. Corresponding snapshots are obtained by accumulating streaming graphs according to the specific time interval and the end streams’ statistics are given. Abbreviations are as follows: # snapshots: the number of snapshots; # simple edges: the number of non-loop and non-duplicate edges; # comps: number of connected components; CC: the average clustering-coefficient for all the nodes. Please note that “*” means it is unknown in synthetic graphs.

| $G$               | $|V|$   | $|E|$  | # simple edges | Time span | Interval | #snapshots | Statistics of the end streams |
|-------------------|--------|-------|----------------|-----------|----------|-------------|-------------------------------|
|                   |        |       |                | (Days)    | (Months) |            | #Comps | Diameter | Radius | Density | CC     |
| MS_1000           | 1000   | 4442  | 4442           |           |          |            | 1 | 6 | 5 | 0.00889 | 0.082 |
| EC_1000           | 1000   | 4304  | 4304           |           |          |            | 1 | 6 | 5 | 0.0092  | 0.086 |
| Enron-employee    | 151 (150) | 30,572 | 1611          | 1138      | 6        | 7           | 2 | 4 | 3 | 0.14400 | 0.5210 |
| Email-Eu-core     | 986    | 332,334 | 16,064       | 803       | 2        | 14          | 1 | 7 | 4 | 0.03308 | 0.4070 |
| CollageMsg        | 1893 (1893) | 59,835 | 13,835       | 193       | 1        | 7           | 4 | 8 | 4 | 0.00772 | 0.1097 |
| Reality           | 6809   | 52,050 | 7697          | 106       | 0.5      | 8           | 1 | 8 | 4 | 0.000332 | 0.0178 |
| Reply-Slashdot    | 51,068 | 280,443 | 117,340    | 371       | 2        | 7           | 1 | 17 | 9 | 0.00009 | 0.0201 |
| Fackbook-wall     | 46,952 (43,953) | 876,933 | 182,384      | 1560      | 4        | 14          | 842 | 18 | 9 | 0.000019 | 0.1149 |

6.1. Experimental setup

The experiments are carried out on a Linux server running CentOS. Each run employs a single core with 2.40 GHz CPU and at most 32 GB main memory. The proposed CPIES and competing methods (i.e., PIES, PIES (Min), StreamES, StreamNS) are all implemented by C++. For each sample rate $p$, five trials are run in each experiment and multiple metrics for each designated snapshot are obtained in benchmark graphs.

6.2. Datasets

Synthetic and real-world graphs from a variety of domains are used to verify the effectiveness of the proposed CPIES algorithm. A brief summary of these graphs is shown in Table 1.

1 The source codes and default parameters of the implementations of all algorithms can be found at https://github.com/feilong0309/Streaming_graph_sampling.
6.2.1. Synthetic graphs
We adapt the dynamic network benchmark [12] to generate a set of step graphs with embedded clustering structures. The shifting between step graphs are manipulated by the injection of a user-specified number of evolving events, e.g., merging/splitting or birth/death. These step graphs share similar characteristics and have the ground-truth embedded in them. To produce the streaming edges, we record the generation orders of edges as their timestamps and rearrange the edges randomly in each trial. We ensure that all methods use the same sequential order in such a way that the quantitative comparison can be given along with edge updates.

In our implementation we generate two synthetic graphs for two different event types, including merging/splitting and expansion/contraction, over five time steps. Meanwhile, at each subsequent timestep, a number of instances of corresponding events occur. Edge updates are streamed in the system according to their sequential order and all the metrics are calculated at the specific five snapshots in which the ground-truth is known. The step graphs share a number of parameters according to [12] to simulate real-world graphs: the number of nodes: \( N = 1000 \), the maximum degree: \( \text{max} D = 16 \), the average degree: \( D = 10 \), the average ratio of external degree to total degree for each node: \( \mu = 0.2 \), and the minimum and maximum cluster size: \( \text{max} C = 40 \), \( \text{min} C = 60 \), respectively. Subsequently, two synthetic benchmarks are generated as follows:

- **Merging/splitting (MS) benchmark**: the instances where merging and splitting events are embedded in the stream. Initially, we obtain the initial clusters. In the subsequent snapshots, 2 instances of cluster splittings occur, together with 2 instances of existing clusters are merged.
- **Expansion/contraction (EC) benchmark**: we create rapid cluster expansion and contraction in each step graph where 2 selected clusters randomly contract or expand by 25% of the previous size. In terms of cluster-expansion, the nodes of new clusters are chosen at random from other clusters.

6.2.2. Real-world graphs
Real-world graphs are chosen from different domains (e.g., scholar citations, social media, web-crawling). To normalize the timescales in different graphs, we use a sequence of integers as associated timestamps. They can be downloaded from the Stanford Large Network Dataset Collection [17], and brief descriptions are listed as follows:

- **Enron-employee**: It covers email communication from 1999 to 2003 within 151 Enron employees. Nodes represent core employees and edges are email communications among them. Note that this graph might contain self-loop edges.
- **Email-Eu-core**: It is generated from a large European research institution. The e-mails only represent communication among core members in the institution. The edge \((u, v, t)\) denotes that user \( u \) has an email communication with user \( v \) at time-stamp \( t \).
- **CollegeMsg**: It consists of an anonymous social network’s messages at a US University. Users could seek for others and then start conversations. The edge connection means that users have a private message between them.
- **Facebook-wall**: It originates from the wall posts among users on Facebook around New Orleans. An edge \((u, v, t)\) implies that user \( u \) posted on facebook wall of user \( v \) at time \( t \).
- **Reply-Slashdot**: Nodes are users of the Slashdot website. Edges are the responses among users and attached with time-stamps of the responses.
- **Reality**: It consists of mobile phone call events among a group of users at MIT. A user is represented by the node and voice mail or a phone call is indicated by an edge between them.

6.3. Evaluation measures

6.3.1. Basic properties & measurements

**Basic properties.** They can be roughly divided into two categories: point-statistic (i.e. single-valued statistic) and distribution (i.e., multi-valued statistic). Obviously, a wide range of graph properties is of importance to investigate how is the behaviour of sampling on the population. Table 2 summarizes graph properties we employed. Besides, we formally give the definition of various distributions as follows:

1. **Degree distribution**: degree centrality \( \deg(u) \) indicates the number of neighbour nodes adjacent to the node \( u \), thus the degree distribution is defined as follows:
   \[
   \forall d > 0, \quad p(\deg(u) = d) = \frac{|\{u \in V | \deg(u) = d\}|}{|V|}.
   \]
   It is used to describe the distribution of nodes with different degree over the graph, and it is an essential property to analyze the node importance in graphs.

2. **Shortest-path distribution**: it is defined as the ratio of node-pairs \((u, v) \in V\) whose shortest-path \(\text{dist}(u, v)\) is equal to \( s \). Formally, it can be defined as follows:
   \[
   \forall s > 0 \& s \neq \infty, \quad p(\text{dist}(u, v) = s) = \frac{|\{(u, v) \in V | \text{dist}(u, v) = s\}|}{|V|^2}.
   \]
   It reflects the distance distribution of each pair of nodes over all the distances. Note that the shortest-path is only calculated in the connected component, thus the maximum component should be considered when needed.
Table 2
Graph statistics.

<table>
<thead>
<tr>
<th>Types</th>
<th>Statistics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point-statistics</td>
<td># of edges</td>
<td>Number of edges in the graph</td>
</tr>
<tr>
<td></td>
<td># of clusters</td>
<td>Number of clusters in the graph</td>
</tr>
<tr>
<td></td>
<td>Diameter</td>
<td>The greatest distance among nodes in the graph</td>
</tr>
<tr>
<td></td>
<td>Radius</td>
<td>The minimum eccentricity of nodes in the graph</td>
</tr>
<tr>
<td></td>
<td>Density</td>
<td>The proportion of the actual number of edges to all possible edges</td>
</tr>
<tr>
<td></td>
<td>Average CC</td>
<td>The mean value of the clustering-coefficient for all nodes</td>
</tr>
<tr>
<td>Distributions</td>
<td>Degree</td>
<td>Degree distribution of nodes</td>
</tr>
<tr>
<td></td>
<td>Shortest-path</td>
<td>Shortest-path distribution of each pair of nodes</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>Clustering-coefficient distribution for all nodes</td>
</tr>
<tr>
<td></td>
<td>K-core</td>
<td>K-core decomposition's distribution</td>
</tr>
</tbody>
</table>

(3) Clustering-coefficient distribution: the clustering-coefficient is defined as the ratio of the actual number of edges between the node’s neighbors to the maximum possible number of edges between them. Therefore, clustering-coefficient distribution of the whole graph denotes the proportion of nodes whose clustering-coefficient \( cc(v) \) is equal to \( c \) \((c \geq 0)\). Formally, we define it as follow:

\[
\forall c > 0, \quad p(cc(u) = c) = \frac{|\{u \in V | cc(u) = c\}|}{|V|}.
\]

In general, the larger the clustering coefficient is, the more interconnections each node has. In real-world graphs, nodes tend to establish tightly-knit clusters by relatively dense connections. Therefore it is an effective metric to measure the degree to which nodes are inclined to cluster together.

(4) K-core distribution: the induced subgraph with minimum degree \( k \) is denoted by k-core of \( G \). That is, given a subgraph \( G_k = (V_k, E_k) \) where \( E_k = \{e_{u,v} \in E \mid u, v \in V_k\} \). \( G_k \) is a k-core subgraph with minimum degree \( k \) if it satisfies that \( \forall v \in V_k \) s.t. \( deg(V_k(v)) \geq k \).

Thus, the k-core distribution is considered as the proportion of nodes which involve in k-core decomposition. It is crucial to analyze vulnerability of the network since it exhibits the clustering structure and connectivity of the graph.

Measurements of basic property. A good sample should be representative in a sense that graph properties of interest can be preserved with high quality guarantee. Thus, the distance measurement between the property in \( G \) and the one in \( G_k \) (i.e., \( dist(G), \eta(G_k) \)) is widely used to evaluate sample representativeness quantitatively, and sampling algorithms that minimize the distance are considered superior. Here, \( \eta(\cdot) \) represents the distribution of a specific network property (e.g., degree distribution). The distribution reflects how the graph structure is distributed across nodes and edges. In this study, we employ two distributional distance measures, i.e., Jensen-Shannon (JS) and Kolmogorov-Smirnov (KS) divergence, to measure the discrepancy between the distribution of original population and that of the sample. Smaller value of divergence indicates better fitness between two distribution functions.

(1) Kolmogorov–Smirnov (KS) divergence: it is employed to compute the divergence between the distributions of two Cumulative Distribution Functions (CDFs). \( F_H \) and \( F_K \) represent the CDFs of the population and sample, respectively. Let \( x \) denote the random variable, it is the maximal perpendicular distance between the two CDFs, i.e.,

\[
KS(H, K) = \max_x |F_H(x) - F_K(x)|.
\]

(2) Jensen-Shannon (JS) divergence: it is a measure of how one probability distribution diverges from an expected probability distribution. It inherits from Kullback-Leibler (KL) divergence (namely, relative entropy) and is robust with isolated nodes and histogram bins. It can be calculated as follows:

\[
JS(H, K) = 1/2 \sum_i (h_i \log_2 \left( \frac{h_i}{m_i} \right) + k_i \log_2 \left( \frac{k_i}{m_i} \right)).
\]

where \( m_i = \frac{(h_i + k_i)}{2} \), \( H \) and \( K \) are probability density function (PDF) distributions of the population and the sample. \( h_i \) and \( k_i \) are the relative frequencies attached to \( H \) and \( K \), respectively.

In our experiments, we sample 20% of total number of nodes from each graph by using multiple sampling methods. Afterwards, we use KS and JS divergences to measure the differences of PDF/CDF distributions between the sample and the population. Here, the nodes’ degree, shortest-path, clustering-coefficient and k-core distributions are considered. Note that both \( H \) and \( K \) distributions in our cases are discrete distributions, not continuous distributions, so there is no parameter that needs to be given beforehand.
6.3.2. Quality measures of clustering structure

The basic properties mentioned above and the corresponding measures of representativeness are inadequate for the essential property: clustering structure. Therefore, our evaluation methodology on how to evaluate the clustering structure quantitatively is described in this subsection.

Methodology. Firstly, clusters of each snapshot in the original graph stream are produced to serve as ground-truth in which any credible clustering algorithm can be employed. Note that to obtain method-independent results, two credible clustering algorithms (i.e., Blondel [6] and BigClam [29]) are employed to produce the ground-truth clusters. Secondly, the same clustering algorithm is executed on the subgraph yielded by each sampling technique. In this way, the clustering structure is obtained in the sampled subgraph. Thirdly, the clustering quality of the subgraph is evaluated by multiple metrics such that we can validate the effectiveness of them.

Measurements of clustering. Briefly, we describe several clustering quality metrics to evaluate how representative the sampled counterpart is with regard to the clustering structure. Since precision and recall are considered to be two important aspects of clustering quality, each aspect should be dealt with individually without losing both’s importance. For this reason, foremost, we adopt δ-precision and δ-recall [31,34] to evaluate the sampling quality between the population’s clustering structure and that of the sampled subgraph. δ is a predefined purity threshold and it controls the matching degree between clusters of sampled counterpart and those of original graph. If the matching degree is not less than δ, two clusters are identified as a right match. Higher value of δ-recall implies the ground-truth clusters of G are more successfully covered by the obtained clusters of G, which higher value of δ-precision indicates that the obtained clusters of G is more precisely representative of the ground-truth clusters of G [34].

Second, multiple classic metrics, i.e., NMI [10], ARI [10], and accuracy for number of clusters (ANC) [29], are extensively adopted for the graph clustering evaluation. Thus they are also utilized to evaluate the clustering results of the sampled graphs. However, these metrics are only devised to estimate the clustering quality on the whole graph, not particularly the sampled counterpart. For comparison purposes, we exploit them on the subgraph G(Vs) (i.e., the same node-set in the sample).

6.4. Experimental results

6.4.1. Overall performance

In the first experiment, we sample 20% percent of total number of nodes appearing in the stream. To evaluate the quality of the sample. Multiple snapshots are taken at different time-stamps according to their stream lengths. Various quality metrics are calculated for each designated snapshot and the mean values are taken for all the snapshots to evaluate the overall performance. We record these quality metrics and the sampling time of each algorithm for synthetic graphs in Table 3 and real-world graphs in Table 4. Here experimental results using Blondel clustering are presented and other results using BigClam algorithm [29] exhibit similar behaviors. The experimental results are as follows:

- Generally, for the clustering metrics (i.e., δ-precision, δ-recall, NMI and ARS), CPIES outperforms other sampling algorithms in most cases. Unlike PIES method, it is also good at preserving the inherent clustering structure in the dense, tightly-knit graphs (e.g., Enron-employee and Email-Eu-core). The reason is that CPIES is biased towards the hub nodes with high degrees, and they are good representatives of the underlying clustering structure. For PIES algorithm, the random replacement strategy causes that the replaceable nodes may be the hub nodes of clusters. It could damage the clustering structure and make the sample less of important nodes and their important links. Since StreamNS and StreamES sample the nodes/edges uniformly regardless of network’s inherent structure, their sample qualities depend on the structures of graphs to a large extent. Besides, we derived that sampling methods which contain the induced edge step (i.e., PIES, PIES (Min) and StreamNS) exhibit better results than StreamES (under-sample of edges) in most cases since they accommodate more edges that are associated to the sampled nodes.

- In terms of KS-divergence and JS-divergence of selected distributions, generally for degree distribution, we observe that:
  (i) StreamNS performs slightly better than CPIES and PIES. StreamES heavily underestimates the degree distribution and performs the worst; (ii) for clustering-coefficient and k-core distributions, CPIES outperforms other samplings and PIES comes in the second rank. StreamNS is apt to capture the distribution of degree but underestimates the distribution of k-core distributions and clustering-coefficient; (iii) for the shortest-path distribution, they do not make much differences except for StreamES which produces samples containing multiple small connected components.

- It is interesting to observe that most distribution divergences for all samplings deteriorate when the graph becomes tightly-knit clustered and more dense. It means that the tightly-knit clustered graphs are more difficult to preserve the topological structure than the sparse ones. From the clustering metrics (e.g., NMI), we can see that CPIES performs better than other samplings on those graphs which means CPIES is also suitable to sample dense and tightly-clustered streaming graph.

- We can observe that the CPIES algorithm performs almost as well as the PIES algorithm in terms of the execution time. The StreamES method is the fastest algorithm while StreamNS ranks the second. It is because that StreamES does not invoke an induced edge step and it costs less time than other algorithms. However, StreamES does not induce extra edges through partial edge induction such that it greatly underestimates the number of edges in the graphs.
Table 3: The qualities of various sampling strategies on synthetic graphs ($p = 20\%$). All the clusters are produced by Blondel clustering on both original graph and the sampled counterpart and bold values indicate the best results for corresponding metrics. Please note that for divergence of distributions, smaller value indicates better fitness between two distributions while for clustering qualities, larger value means that the clustering structure is preserved better. Moreover, the maximum value of $\delta$-recall is equal to the sample rate $p$.

<table>
<thead>
<tr>
<th></th>
<th>(a) MS</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
<th>(b) EC</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution</td>
<td>JS_degree</td>
<td>0.962</td>
<td>0.961</td>
<td>0.984</td>
<td>1.000</td>
<td><strong>0.956</strong></td>
<td></td>
<td>JS_degree</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>1.000</td>
<td><strong>0.965</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>KS_degree</td>
<td>0.985</td>
<td>0.985</td>
<td>0.994</td>
<td>1.000</td>
<td><strong>0.972</strong></td>
<td></td>
<td>KS_degree</td>
<td>0.987</td>
<td>0.987</td>
<td>0.987</td>
<td><strong>0.986</strong></td>
<td>1.000</td>
<td>0.987</td>
</tr>
<tr>
<td></td>
<td>JS_CC</td>
<td><strong>0.628</strong></td>
<td>0.638</td>
<td>0.655</td>
<td>0.671</td>
<td>0.648</td>
<td></td>
<td>JS_CC</td>
<td><strong>0.701</strong></td>
<td>0.707</td>
<td>0.708</td>
<td>0.735</td>
<td>0.735</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>KS_CC</td>
<td>0.673</td>
<td>0.734</td>
<td>0.727</td>
<td>0.843</td>
<td>0.722</td>
<td></td>
<td>KS_CC</td>
<td><strong>0.723</strong></td>
<td>0.759</td>
<td>0.741</td>
<td>0.886</td>
<td>0.750</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JS_path</td>
<td>0.558</td>
<td>0.533</td>
<td>0.621</td>
<td>0.593</td>
<td><strong>0.520</strong></td>
<td></td>
<td>JS_path</td>
<td>0.569</td>
<td><strong>0.553</strong></td>
<td>0.613</td>
<td>0.581</td>
<td>0.572</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KS_path</td>
<td>0.718</td>
<td><strong>0.666</strong></td>
<td>0.773</td>
<td>0.740</td>
<td>0.682</td>
<td></td>
<td>KS_path</td>
<td>0.718</td>
<td>0.693</td>
<td>0.767</td>
<td><strong>0.629</strong></td>
<td>0.719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JS_kcores</td>
<td><strong>0.471</strong></td>
<td>0.478</td>
<td>0.486</td>
<td>0.655</td>
<td>0.471</td>
<td></td>
<td>JS_kcores</td>
<td><strong>0.469</strong></td>
<td>0.487</td>
<td>0.471</td>
<td>0.641</td>
<td>0.489</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KS_kcores</td>
<td><strong>0.669</strong></td>
<td>0.678</td>
<td>0.681</td>
<td>0.833</td>
<td>0.670</td>
<td></td>
<td>KS_kcores</td>
<td>0.673</td>
<td>0.685</td>
<td>0.667</td>
<td><strong>0.626</strong></td>
<td>0.681</td>
<td></td>
</tr>
<tr>
<td>Clustering metrics</td>
<td>1.0-precision</td>
<td><strong>0.532</strong></td>
<td>0.517</td>
<td>0.388</td>
<td>0.457</td>
<td>0.432</td>
<td>1.0-precision</td>
<td><strong>0.505</strong></td>
<td>0.462</td>
<td>0.426</td>
<td>0.458</td>
<td>0.459</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0-recall</td>
<td>0.041</td>
<td>0.039</td>
<td>0.035</td>
<td>0.040</td>
<td>0.032</td>
<td>1.0-recall</td>
<td>0.047</td>
<td>0.031</td>
<td>0.034</td>
<td>0.031</td>
<td>0.029</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5-precision</td>
<td><strong>0.762</strong></td>
<td>0.728</td>
<td>0.686</td>
<td>0.699</td>
<td>0.718</td>
<td>0.5-precision</td>
<td>0.708</td>
<td>0.665</td>
<td>0.701</td>
<td><strong>0.719</strong></td>
<td>0.702</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5-recall</td>
<td><strong>0.088</strong></td>
<td>0.088</td>
<td>0.084</td>
<td>0.050</td>
<td>0.082</td>
<td>0.5-recall</td>
<td><strong>0.097</strong></td>
<td>0.087</td>
<td>0.092</td>
<td>0.048</td>
<td>0.092</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0-precision</td>
<td><strong>0.794</strong></td>
<td>0.764</td>
<td>0.734</td>
<td>0.699</td>
<td>0.783</td>
<td>0.0-precision</td>
<td>0.744</td>
<td>0.712</td>
<td><strong>0.750</strong></td>
<td>0.719</td>
<td>0.723</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0-recall</td>
<td><strong>0.120</strong></td>
<td>0.117</td>
<td>0.117</td>
<td>0.050</td>
<td>0.118</td>
<td>0.0-recall</td>
<td><strong>0.131</strong></td>
<td>0.120</td>
<td>0.115</td>
<td>0.048</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANC</td>
<td><strong>0.622</strong></td>
<td>0.576</td>
<td><strong>0.836</strong></td>
<td>0.211</td>
<td>0.792</td>
<td>ANC</td>
<td><strong>0.784</strong></td>
<td>0.645</td>
<td>0.635</td>
<td>0.212</td>
<td>0.659</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td><strong>0.742</strong></td>
<td>0.698</td>
<td>0.697</td>
<td>0.683</td>
<td>0.723</td>
<td>NMI</td>
<td><strong>0.779</strong></td>
<td>0.707</td>
<td>0.740</td>
<td>0.742</td>
<td>0.708</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_CC</td>
<td><strong>0.391</strong></td>
<td>0.341</td>
<td>0.376</td>
<td>0.129</td>
<td>0.322</td>
<td>S_CC</td>
<td><strong>0.393</strong></td>
<td>0.390</td>
<td>0.470</td>
<td>0.139</td>
<td>0.393</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample statistics</td>
<td>S_#edges</td>
<td>209</td>
<td>198</td>
<td>176</td>
<td>110</td>
<td>205</td>
<td>S_#edges</td>
<td>216</td>
<td>209</td>
<td>181</td>
<td>112</td>
<td>220</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_#nodes</td>
<td>200</td>
<td>200</td>
<td>170</td>
<td>200</td>
<td>200</td>
<td>S_#nodes</td>
<td>200</td>
<td>200</td>
<td>166</td>
<td>200</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_modularity</td>
<td>0.736</td>
<td>0.732</td>
<td>0.775</td>
<td>0.165</td>
<td>0.702</td>
<td>S_modularity</td>
<td>0.759</td>
<td>0.750</td>
<td>0.791</td>
<td>0.229</td>
<td>0.752</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_density</td>
<td>0.033</td>
<td>0.034</td>
<td>0.021</td>
<td>0.440</td>
<td>0.032</td>
<td>S_density</td>
<td>0.024</td>
<td>0.028</td>
<td>0.018</td>
<td>0.384</td>
<td>0.0252</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_CC</td>
<td>0.070</td>
<td>0.043</td>
<td>0.049</td>
<td>0.000</td>
<td>0.056</td>
<td>S_CC</td>
<td>0.054</td>
<td>0.052</td>
<td>0.064</td>
<td>0.000</td>
<td>0.053</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S_#clusters</td>
<td>34</td>
<td>36</td>
<td>23</td>
<td>90</td>
<td>35</td>
<td>S_#clusters</td>
<td>35</td>
<td>39</td>
<td>25</td>
<td>87</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample time</td>
<td>0.38</td>
<td>0.39</td>
<td>0.09</td>
<td>0.13</td>
<td>2.42</td>
<td></td>
<td>Sample time</td>
<td>0.42</td>
<td>0.41</td>
<td>0.07</td>
<td>0.11</td>
<td>2.63</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The various sampling strategies on real-world graphs (p = 20%). All the clusters are produced by Blondel clustering on both original graph and the sampled counterpart and bold values indicate the best results for corresponding metrics. Please note that for divergence of distributions, smaller value indicates better fitness between two distributions while for clustering qualities, larger value means that the clustering structure is preserved better. Moreover, the maximum value of δ-recall is equal to the sample rate p.

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JS_degree</td>
<td>0.421</td>
<td>0.428</td>
<td><strong>0.416</strong></td>
<td>0.583</td>
<td>0.436</td>
<td>JS_degree</td>
<td><strong>0.289</strong></td>
<td>0.357</td>
<td>0.366</td>
<td>0.639</td>
<td>0.330</td>
<td></td>
</tr>
<tr>
<td>KS_degree</td>
<td>0.512</td>
<td>0.523</td>
<td><strong>0.509</strong></td>
<td>0.688</td>
<td>0.517</td>
<td>KS_degree</td>
<td><strong>0.463</strong></td>
<td>0.553</td>
<td>0.561</td>
<td>0.811</td>
<td>0.516</td>
<td></td>
</tr>
<tr>
<td>JS_CC</td>
<td>0.424</td>
<td>0.457</td>
<td>0.446</td>
<td>0.601</td>
<td>0.487</td>
<td>JS_CC</td>
<td><strong>0.465</strong></td>
<td>0.488</td>
<td>0.485</td>
<td>0.718</td>
<td>0.475</td>
<td></td>
</tr>
<tr>
<td>KS_CC</td>
<td>0.301</td>
<td>0.337</td>
<td>0.316</td>
<td>0.698</td>
<td>0.386</td>
<td>KS_CC</td>
<td><strong>0.185</strong></td>
<td>0.357</td>
<td>0.339</td>
<td>0.875</td>
<td>0.308</td>
<td></td>
</tr>
<tr>
<td>JS_path</td>
<td>0.341</td>
<td>0.302</td>
<td><strong>0.065</strong></td>
<td>0.206</td>
<td>0.127</td>
<td>JS_path</td>
<td><strong>0.225</strong></td>
<td>0.235</td>
<td>0.250</td>
<td>0.143</td>
<td>0.171</td>
<td></td>
</tr>
<tr>
<td>KS_path</td>
<td>0.261</td>
<td>0.204</td>
<td><strong>0.179</strong></td>
<td>0.371</td>
<td>0.232</td>
<td>KS_path</td>
<td><strong>0.164</strong></td>
<td>0.468</td>
<td>0.484</td>
<td>0.233</td>
<td>0.385</td>
<td></td>
</tr>
<tr>
<td>JS_kcores</td>
<td>0.240</td>
<td>0.244</td>
<td>0.309</td>
<td>0.504</td>
<td>0.251</td>
<td>JS_kcores</td>
<td><strong>0.410</strong></td>
<td>0.497</td>
<td>0.507</td>
<td>0.776</td>
<td>0.459</td>
<td></td>
</tr>
<tr>
<td>KS_kcores</td>
<td><strong>0.374</strong></td>
<td>0.379</td>
<td>0.458</td>
<td>0.647</td>
<td>0.374</td>
<td>KS_kcores</td>
<td><strong>0.603</strong></td>
<td>0.690</td>
<td>0.699</td>
<td>0.904</td>
<td>0.651</td>
<td></td>
</tr>
</tbody>
</table>

Clustering metrics
- 1.0-precision: 0.683, 0.662, 0.547, **0.704**, 0.684
- 1.0-recall: 0.114, 0.110, 0.085, **0.118**
- 0.5-precision: **0.517**
- 0.5-recall: 0.203, 0.195, 0.184, **0.211**
- 0.0-precision: **0.278**
- 0.0-recall: 0.358, 0.354, 0.350, **0.363**

Sample statistics
- S_edges: 40, 38, 32, **19**, 37
- S_nnodes: 28, 28, 23, 28, **28**
- S_modularity: 0.404, 0.396, 0.382, 0.205, 0.323
- S_density: 0.216, 0.186, 0.172, 0.422, 0.219
- S_CC: 0.355, 0.329, 0.280, 0.038, 0.271
- S_clusters: 6, 6, 5, 12, **7**
- Sample time: 1.19, 0.99, 0.32, 0.01, **10.18**

(c) CollegeMsg

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JS_degree</td>
<td>0.163</td>
<td>0.125</td>
<td>0.135</td>
<td>0.363</td>
<td><strong>0.185</strong></td>
<td>JS_degree</td>
<td><strong>0.100</strong></td>
<td>0.021</td>
<td>0.014</td>
<td>0.072</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>KS_degree</td>
<td>0.324</td>
<td>0.255</td>
<td>0.257</td>
<td>0.573</td>
<td><strong>0.174</strong></td>
<td>KS_degree</td>
<td><strong>0.050</strong></td>
<td>0.078</td>
<td>0.058</td>
<td>0.153</td>
<td>0.077</td>
<td></td>
</tr>
<tr>
<td>JS_CC</td>
<td>0.248</td>
<td>0.203</td>
<td>0.207</td>
<td>0.397</td>
<td><strong>0.174</strong></td>
<td>JS_CC</td>
<td><strong>0.013</strong></td>
<td>0.027</td>
<td>0.017</td>
<td>0.108</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>KS_CC</td>
<td>0.414</td>
<td>0.323</td>
<td><strong>0.278</strong></td>
<td>0.600</td>
<td>0.215</td>
<td>KS_CC</td>
<td><strong>0.052</strong></td>
<td>0.084</td>
<td>0.057</td>
<td>0.198</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>JS_path</td>
<td>0.175</td>
<td>0.079</td>
<td>0.052</td>
<td>0.267</td>
<td><strong>0.034</strong></td>
<td>JS_path</td>
<td><strong>0.017</strong></td>
<td>0.050</td>
<td>0.027</td>
<td>0.258</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>KS_path</td>
<td>0.390</td>
<td>0.267</td>
<td>0.217</td>
<td>0.345</td>
<td><strong>0.143</strong></td>
<td>KS_path</td>
<td><strong>0.064</strong></td>
<td>0.133</td>
<td>0.094</td>
<td>0.323</td>
<td>0.130</td>
<td></td>
</tr>
<tr>
<td>JS_kcores</td>
<td>0.404</td>
<td>0.348</td>
<td>0.335</td>
<td>0.650</td>
<td><strong>0.261</strong></td>
<td>JS_kcores</td>
<td><strong>0.020</strong></td>
<td>0.059</td>
<td>0.042</td>
<td>0.138</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>KS_kcores</td>
<td>0.596</td>
<td>0.538</td>
<td>0.516</td>
<td>0.826</td>
<td><strong>0.429</strong></td>
<td>KS_kcores</td>
<td><strong>0.059</strong></td>
<td>0.125</td>
<td>0.099</td>
<td>0.219</td>
<td>0.123</td>
<td></td>
</tr>
</tbody>
</table>

Clustering metrics
- 1.0-precision: **0.397**
- 1.0-recall: **0.054**
- 0.5-precision: **0.455**
- 0.5-recall: **0.060**
- 0.0-precision: **0.571**
- 0.0-recall: **0.093**
- ANC: 0.437, 0.789, **0.913**

(d) Facebook-wall

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
<th>Measurements</th>
<th>CPIES</th>
<th>PIES</th>
<th>StreamNS</th>
<th>StreamES</th>
<th>PIES(Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JS_degree</td>
<td>0.397</td>
<td>0.149</td>
<td>0.120</td>
<td>0.307</td>
<td><strong>0.192</strong></td>
<td>JS_degree</td>
<td><strong>0.397</strong></td>
<td>0.940</td>
<td>0.955</td>
<td>0.903</td>
<td>0.941</td>
<td></td>
</tr>
<tr>
<td>KS_degree</td>
<td>0.105</td>
<td>0.002</td>
<td>0.002</td>
<td>0.012</td>
<td>0.011</td>
<td>KS_degree</td>
<td><strong>0.170</strong></td>
<td>0.158</td>
<td>0.169</td>
<td>0.145</td>
<td>0.158</td>
<td></td>
</tr>
<tr>
<td>JS_CC</td>
<td>0.455</td>
<td>0.222</td>
<td>0.210</td>
<td><strong>0.478</strong></td>
<td>0.281</td>
<td>JS_CC</td>
<td><strong>0.284</strong></td>
<td>0.485</td>
<td>0.573</td>
<td>0.935</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>KS_CC</td>
<td>0.172</td>
<td>0.159</td>
<td>0.171</td>
<td>0.467</td>
<td>0.480</td>
<td>KS_CC</td>
<td><strong>0.172</strong></td>
<td>0.159</td>
<td>0.171</td>
<td>0.467</td>
<td>0.480</td>
<td></td>
</tr>
<tr>
<td>JS_path</td>
<td>0.096</td>
<td>0.063</td>
<td>0.078</td>
<td>0.940</td>
<td><strong>0.903</strong></td>
<td>JS_path</td>
<td><strong>0.096</strong></td>
<td>0.063</td>
<td>0.078</td>
<td>0.940</td>
<td>0.903</td>
<td></td>
</tr>
<tr>
<td>KS_path</td>
<td>0.162</td>
<td>0.170</td>
<td>0.172</td>
<td>0.146</td>
<td>0.161</td>
<td>KS_path</td>
<td><strong>0.162</strong></td>
<td>0.170</td>
<td>0.172</td>
<td>0.146</td>
<td>0.161</td>
<td></td>
</tr>
</tbody>
</table>

 ANC: 0.951, 0.928, **0.856**

(continued on next page)
<table>
<thead>
<tr>
<th></th>
<th>Enron-employee</th>
<th>Email-Eu-email</th>
<th>Slashdot Distributions</th>
<th>Reality Distributions</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPIES</td>
<td>PIES</td>
<td>StreamNS</td>
<td>StreamES</td>
<td></td>
</tr>
<tr>
<td>NMI</td>
<td>0.235</td>
<td>0.172</td>
<td>0.205</td>
<td>0.205</td>
<td></td>
</tr>
<tr>
<td>ARS</td>
<td>0.043</td>
<td>0.043</td>
<td>0.055</td>
<td>0.017</td>
<td>0.049</td>
</tr>
<tr>
<td>Sample statistics</td>
<td>S_#edges</td>
<td>690</td>
<td>918</td>
<td>691</td>
<td>283</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1217</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13,238</td>
<td>10,842</td>
</tr>
<tr>
<td>S_#nodes</td>
<td>379</td>
<td>379</td>
<td>295</td>
<td>379</td>
<td>379</td>
</tr>
<tr>
<td>S_modularity</td>
<td>0.515</td>
<td>0.441</td>
<td>0.435</td>
<td>0.545</td>
<td>0.360</td>
</tr>
<tr>
<td>S_density</td>
<td>0.012</td>
<td>0.013</td>
<td>0.016</td>
<td>0.111</td>
<td>0.018</td>
</tr>
<tr>
<td>S_CC</td>
<td>0.040</td>
<td>0.048</td>
<td>0.076</td>
<td>0.000</td>
<td>0.066</td>
</tr>
<tr>
<td>S_#clusters</td>
<td>31</td>
<td>17</td>
<td>14</td>
<td>104</td>
<td>16</td>
</tr>
<tr>
<td>Sample time</td>
<td>3.62</td>
<td>3.58</td>
<td>1.02</td>
<td>0.24</td>
<td>28.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>289</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>399.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>396.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>480.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPIES</td>
<td>PIES</td>
<td>StreamNS</td>
<td>StreamES</td>
<td></td>
</tr>
<tr>
<td>NMI</td>
<td>0.781</td>
<td>0.759</td>
<td>0.779</td>
<td>0.742</td>
<td>0.763</td>
</tr>
<tr>
<td>ARS</td>
<td>0.699</td>
<td>0.666</td>
<td>0.686</td>
<td>0.597</td>
<td>0.669</td>
</tr>
<tr>
<td>Sample statistics</td>
<td>S_#edges</td>
<td>13,238</td>
<td>10,842</td>
<td>11,001</td>
<td>7610</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10,867</td>
<td></td>
</tr>
<tr>
<td>S_#nodes</td>
<td>5635</td>
<td>5635</td>
<td>516</td>
<td>56,357</td>
<td>56,357</td>
</tr>
<tr>
<td>S_modularity</td>
<td>0.616</td>
<td>0.631</td>
<td>0.623</td>
<td>0.690</td>
<td>0.632</td>
</tr>
<tr>
<td>S_density</td>
<td>0.093</td>
<td>0.095</td>
<td>0.095</td>
<td>0.095</td>
<td>0.095</td>
</tr>
<tr>
<td>S_CC</td>
<td>0.078</td>
<td>0.070</td>
<td>0.075</td>
<td>0.038</td>
<td>0.070</td>
</tr>
<tr>
<td>S_#clusters</td>
<td>364</td>
<td>352</td>
<td>281</td>
<td>667</td>
<td>356</td>
</tr>
<tr>
<td>Sample time</td>
<td>399.14</td>
<td>396.37</td>
<td>10.48</td>
<td>2.77</td>
<td>480.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Note that isolated nodes analysis is carried out for both CPIES and PIES. Since the basic PIES requires to substitute nodes randomly, it is not surprise that its sampled subgraph incorporates isolated nodes (i.e., their degree is equal to zero). Once the new edge is sampled, randomly selected nodes are replaced by the new edge’s incident nodes. This random strategy could substitute nodes with high degree whereas isolated nodes are kept. The proposed CPIES, however, avoids isolated nodes completely and makes the sampling quality significantly improved.

6.4.2. Evaluation on designated snapshots of graphs

In the second experiment, we further show the performances of various sampling algorithms on designated snapshots of streaming graphs, and conduct the experiments on both Enron-employee and Email-Eu-core networks. Figs. 1 and 2 show the JS-divergences of selected distributions and clustering quality metrics at designated snapshots in the streams. We can draw the following conclusions:

- The figures follow the same trends as the effects on most of real-world graphs. CPIES performs better than PIES, StreamNS and StreamES in most of snapshots on both real graphs. It illustrates that CPIES sampling can consistently maintain clustering representative samples at different snapshot moments.
- The results demonstrate that CPIES performs well when the graph is dense and tightly-clustered. With the arrival of new edges, it always maintains the hub nodes and discards the peripheral nodes of clusters in the stream. Thus it is capable of preserving the clustering structure well and capturing the evolution of clusters.

6.4.3. Impacts of sampling rates

In the third experiment, the impact of the sample rate $p$ is carried out and the sample rate $p$ ranges between 0.20 and 0.80 with the interval of 0.20. 5 trials are run for each sampling algorithm and the mean value of each metric are calculated. The results on Enron-employee, Reality and CollegeMsg are shown in Figs. 3–5, respectively.

We mainly can observe that: (i) performances of all the sampling algorithms are improved as the sample rate increases; (ii) for clustering quality metrics, CPIES is capable of consistently obtaining good sampling qualities with different sampling rates. Also, StreamES does not invoke an induced edge step, so the number of edges is heavily underestimated and it cannot retain the clustering structure well.

6.4.4. Distributions for final streams (at 20% sample rate)

In the fourth experiment, we plot the complementary cumulative distribution functions (CCDF) of four distributions (i.e., degree, shortest-path, clustering-coefficient and k-core distribution) for these real-world graphs in Figs. 6–10. The sample
Fig. 2. Quality comparison of different sampling algorithms on the email-EU-core network in multiple snapshots ($p = 0.2$).

Fig. 3. The impact of varying sample rate $p$ on the quality metrics on the Enron-employee networks with Blondel clustering.
Fig. 4. The impact of varying sample rate $p$ on the quality metrics on the Reality networks with Blondel clustering.

Fig. 5. The impact of varying sample rate $p$ on the quality metrics on the CollegeMsg network with Blondel clustering.
rate here is 20% and other sampling rates show similar behaviors. All the distributions are constructed by using the end stream (i.e., 100% length of the stream). Here principal findings from these distributions are summed up.

Degree distribution: In general, we can observe that all the sampling algorithms under-estimate the degree of the nodes. However, we note that the proposed CPIES algorithm is more biased towards high degree nodes of different clusters and eliminates nodes with low degrees. StreamNS is not biased to wards high degree nodes and its distribution is well matched and has the similar trend (slope) as the original degree distribution. StreamES algorithm performs the worst and causes a large amount of low-degree nodes in its sample, thus the slope of degree distribution is a sharp decline.

Clustering-coefficient distribution: We can observe that CPIES performs better than PIES which is lack of the hub nodes of clustering structures. This behavior is more distinguishable in more dense and clustered network such as Email-Eu-core.
networks. StreamNS performs better than StreamES which produces unclustered samples. StreamES gives too sparse samples which contain no local clustering-coefficient under small sampling size.

**Shortest path distribution:** CPIES is able to preserve the shortest-path distribution as good as PIES algorithms for most graphs. It can be observed that most of the sampling algorithms overestimate the shortest-path except for StreamES. It is because StreamES under-samples the edges and have multiple connected components. The shortest-path is only calculated in the maximum component such that StreamES has shorter paths than other sampling algorithms.

**K-core distribution:** CPIES is superior to the competing methods for tightly-clustered graphs (e.g., Enron-employee). For less-clustered graphs, CPIES performs almost as good as PIES (Min). It is because CPIES is bias toward high-degree nodes which results in maintaining the k-core structure well.

Overall, CPIES is the closest to preserving the cluster-related distributions (i.e., clustering-coefficient and k-core) compared to other sampling methods. This is due to the fact that CPIES samples representative nodes with a larger probability than StreamNS and PIES. StreamES does not induce extra edges through partial edge induction such that it greatly underestimates the number of edges in the graphs.

6.4.5. **Inferring clustering affiliations for the population**

In previous sections, we evaluated how representative the sample is according to the original population. Here we utilize CPIES algorithm to produce samples at the sample rate 20% and then employ the two-stage inference method to infer clustering affiliation for the un-sampled nodes of the population. The clustering inference results from 20% samples of population graphs are shown in Fig. 11. We can derive that the proposed CPIES approach combined with the two-stage inference performs well on inferring the clustering affiliation for real-world graphs. These results further validate that CPIES sampling produces samples which are representatives of inherent clustering structure and the two-stage inference method provides a feasible solution to infer clustering labels of the population graphs. The described results are of value to the community as a basis for understanding the merits of the approach.

6.5. **Summary of experimental evaluation**

To evaluate our proposed algorithm’s performance, five groups of extensive experiments were conducted on both synthetic and real-world graphs. The experiments were conducted to evaluate the sample’s representativeness of basic properties and the inherent clustering structure, respectively. We can briefly summarize remarkable findings in each experiment.
In the first experiment, we described the overall performances of the proposed CPIES algorithm and competing algorithms. From these experiments, we observed that CPIES obtained better results in preserving the clustering structure compared with other algorithms. The reason is that CPIES is inclined to sample nodes with high-degree and exclude the isolated nodes, thus it produces sampled subgraphs which preserve topological properties more accurately.

In the second experiment, we investigated how the sample qualities of subgraphs produced by various sampling methods fluctuate on designated snapshots of streaming graphs. The results indicated that CPIES algorithm can consistently maintain clustering representative samples at different lengths of the stream.

In the third experiment, we analyzed the impact of the sample rate on the quality of the sample. Performances of all the sampling algorithms are improved as the sample rate increases. Moreover, we also observed that CPIES algorithm can obtain good clustering representative samples just at the sampling rate of 20%.

In the fourth experiment, we drew complementary cumulative distribution functions of four basic distributions. We found that CPIES is the closest to preserve two cluster-related distributions (i.e., clustering-coefficient and k-core) in most cases. This is due to the fact that CPIES method samples representative nodes in each cluster with a larger probability compared to PIES. In contrast, PIES contains lower percentage of high degree nodes, and has a large number of isolated nodes and disjoint connected components in the sample.

Finally, in the last experiment, we employed the two-stage inference method to infer clustering affiliations for the unsampled nodes of the population. These results showed that the two-stage clustering inference method in conjunction with CPIES sampling provides a feasible solution to infer clustering labels of the population.

7. Conclusion

In this paper, a novel cluster-preserving sampling PIES algorithm was proposed to keep an up-to-date sample while preserving the clustering structure of the fully-dynamic streaming graph. It is capable of retaining clusters' hub nodes and eliminating isolated nodes, which makes the population graph's clustering structure preserved in the sample. The isolated nodes elimination mechanism is simple yet efficient and compatible well with most node replacement strategies, which makes it more versatile and feasible. Also, CPIES can handle the edge-deletion requests which is of crucial importance in a fully-dynamic streaming setting. Furthermore, we also propose a new two-stage clustering inference approach to infer the un-sampled nodes in the population.

The experiments on various benchmarks and real-world graphs demonstrated that the proposed CPIES algorithm is capable of preserving the inherent clustering structure while sampling from the fully-dynamic streaming graphs, and performs better than other competing algorithms in cluster-related properties. Moreover, the proposed CPIES combined with TCI method provides a feasible solution to inference clustering affiliations of the population.

Our future work is to investigate more evaluation metrics to quantitatively evaluate the sample’s quality. Such evaluation metrics will guide our further understanding of enhanced sampling approaches.
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