Introducing Enumerative Sphere Shaping for Optical Communication Systems with Short Blocklengths
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Abstract—Probabilistic shaping based on constant composition distribution matching (CCDM) has received considerable attention as a way to increase the capacity of fiber optical communication systems. CCDM suffers from significant rate loss at short blocklengths and requires long blocklengths to achieve high shaping gains, which makes its implementation very challenging. In this paper, we propose to use enumerative sphere shaping (ESS) and investigate its performance for the nonlinear fiber optical channel. ESS has lower rate loss than CCDM at the same shaping rate, which makes it a suitable candidate to be implemented in real-time high-speed optical systems. In this paper, we first show that finite blocklength ESS and CCDM exhibit higher effective signal-to-noise ratio than their infinite blocklength counterparts. These results show that for the nonlinear fiber optical channel, large blocklengths should be avoided. We then show that for a 400 Gb/s dual-polarization 64-QAM WDM transmission system, ESS with short blocklengths outperforms both uniform signaling and CCDM. Gains in terms of both mutual information and bit-error rate are presented. ESS with a blocklength of 200 is shown to provide an extension reach of about 200 km in comparison with CCDM with the same blocklength. The obtained reach increase of ESS with a blocklength of 200 over uniform signaling is approximately 450 km (approximately 19%).

Index Terms—Constant composition distribution matching, enumerative sphere shaping, fiber nonlinearity, optical communication systems, probabilistic shaping.

I. INTRODUCTION

OPTICAL communication systems have evolved to ensure the growth of Internet traffic, which has exponentially increased in recent years due to multiple modern bandwidth-hungry applications. Fiber optical systems are approaching their capacity limits and an optimal exploitation of the installed network resources is highly desirable to keep up with the traffic demands [1]. In this context, several approaches have been investigated in the literature to increase the spectral efficiency. One of the most popular techniques is fiber nonlinearity mitigation, which can be implemented using different approaches [2], [3]. The main drawback of fiber nonlinearity compensation is its high complexity, which makes its real-time implementation very challenging. Another way to increase the spectral efficiency is by employing sophisticated forward error correcting (FEC) combined with high-order modulation formats, a combination known as coded modulation [4], [5]. Coded modulation can be taken one step further via constellation shaping, a technique that dates back to the early 1990s [6]–[8].

Constellation shaping has recently received a lot of attention in the fiber optical communications community. Two types of constellation shaping have been proposed: geometric shaping [9]–[13], and probabilistic shaping [14]–[23] (but also hybrid approaches). While probabilistic shaping consists of using uniformly spaced constellation points with different probabilities, geometric shaping uses nonuniformly spaced constellation points with same probabilities. In the additive white Gaussian noise (AWGN) channel, both techniques can provide gains up to 1.53 dB. This so-called “ultimate shaping gain” is achieved at infinite blocklengths (for probabilistic shaping) or infinitely dense constellations (for geometrical shaping). The ultimate shaping gain can in principle be exceeded for the nonlinear fiber optical channel, as shown in [24]. Probabilistic shaping has been shown to give larger gains in comparison with geometric shaping, especially when bit-metric decoding is used [4, Ch. 4], [25].

Probabilistic shaping has been widely investigated in the context of optical communication systems not only because of its shaping gain but also because it provides rate adaptivity for systems with fixed FEC [19]. Distribution matching (DM) is considered as a key technique for the implementation of the shaping and deshaping of probabilistically shaped sequences. So far, constant composition DM (CCDM) with long blocklengths is the preferred alternative to achieve the Maxwell-Boltzmann (MB) distribution, which maximizes the shaping gain in AWGN channel. However, it has been observed in [16] that CCDM-based probabilistic shaping has lower tolerance to the fiber nonlinearity in comparison with uniform distribution. Nevertheless, the combination of shaping gain and nonlinear penalty results in an overall increase of performance with respect to uniform signaling [16]. The total gain, however, is lower than for the AWGN channel due to the nonlinear penalty. CCDM with long blocklengths is also very difficult to implement in high-speed communications because it is based on sequential arithmetic coding. A way to decrease the blocklength by reducing the rate loss, known as multiset-partition DM, has been recently presented in [23].
In this paper, we propose to use enumerative sphere shaping (ESS) [26]–[32] as an alternative for CCDM. ESS was introduced in the context of wireless communication systems to improve the system capacity [27]. ESS achieves the Maxwell-Boltzmann (MB) distribution at infinite shaping blocklength and performs better than CCDM at short blocklengths [29], [32].

In this paper, we compare the performance of ESS and CCDM through numerical simulations. To the best of our knowledge, this is the first time such comparison is made in the context of the nonlinear fiber optical channel. Both shaping approaches improve the performance in comparison with uniform signaling at long blocklengths. At short blocklengths, ESS is shown to outperform CCDM due to its lower rate loss. In addition, we show that short blocklengths ESS and also CCDM provide higher effective signal-to-noise ratio (SNR) than uniform 64-QAM. This is in contrast to the long blocklengths case, where probabilistic shaping causes an effective SNR reduction.

The key observation in this paper is that short blocklengths ESS should be the preferred alternative for shaping in the nonlinear fiber optical channel. This is due to a balance between linear and nonlinear gains, low rate loss, and high effective SNR. Mutual information (MI) results confirm that the best performance is obtained for short blocklengths ESS. The MI of short blocklength ESS is shown to be higher than long blocklengths ESS, short and long blocklengths CCDM, and uniform signaling. For a 400 Gb/s dual-polarization 64-QAM WDM transmission system, the effective SNR and MI gains are translated to considerable transmission reach increases. For ESS with a blocklength of 200, gains of about 100 km, 200 km, and 450 km are reported in comparison with CCDM with blocklength of 3600, CCDM with blocklength of 200 and uniform, resp. End-to-end results including shaping and FEC are also presented in this paper.

The remainder of the paper is organized as follow. The system model and signaling schemes are discussed in Sec. II. The working principles of CCDM and ESS techniques are reviewed in Sec. III. The simulation setup, performance metrics, and numerical results are presented in Secs. V and VI. Conclusions are drawn in Sec. VII.

II. SYSTEM MODEL AND SIGNALING SCHEMES

In this work, we consider the probabilistic amplitude shaping (PAS) scheme as an alternative to uniform signaling schemes. We assume transmission using polarization multiplexed (PM) square QAM constellations. The four-dimensional signal space (PM-QAM signals) is generated by the Cartesian product of four identical $2^m$-ary pulse amplitude modulation (PAM) constellations using the same binary labeling. Without loss of generality, we consider the underlying $2^m$-PAM constellation. The alphabet (constellation) has the form $X = \{±1, ±3, \cdots, ±2^m - 1\}$ where $m \geq 2$. These alphabets can be factorized as $X = S \times A$, where $S = \{-1, +1\}$ and $A = \{1, 3, \cdots, 2^m - 1\}$. We refer to $S$ and $A$ the sign and amplitude alphabets, respectively, where $|S| = 2$ and $|A| = 2^m - 1$.

One requirement of the PAS scheme is that the binary label of the PAM constellation can be separated into two parts: a sign bit and $m - 1$ amplitude bits. In this paper we consider the binary reflected Gray coded (BRGC) [35], which due to its recursive construction [36, Sec. IV] satisfies this condition. The BRGC is also known to be asymptotically the best binary labeling in terms of maximizing the generalized mutual information (GMI) [37, Sec. IV].

A. Uniform Signaling

In uniform signaling, a $k$-bit uniform information sequence $\mathbf{u} = (u_1, u_2, \ldots, u_k)$ is encoded by a rate $R_c = k/n_c$ FEC code. The $n_c$-bit coded sequence $\mathbf{c} = (c_1, c_2, \ldots, c_{n_c})$ is then divided into length-$m$ binary vectors $\mathbf{b} = (b_1, b_2, \ldots, b_m)$, each of which is mapped to a channel input $x$ via the BRGC. The sequence of symbols transmitted through the channel is $x = (x_1, x_2, \ldots, x_N)$, where $N$ is the number of transmitted symbols. The information rate of this scheme is $R = k/N = mR_c$ [bits/1D-sym], or equivalently, $2mR_c$ [bits/2D-sym]. This scheme is shown in Fig. 1 (a).

B. Nonuniform Signaling

The PAS architecture shown in Fig. 1 (b) is a reverse concatenation structure, where the shaping operation precedes FEC encoding. First, an amplitude shaping block transforms the uniform information sequence $\mathbf{u}$ into a shaped amplitude sequence $\mathbf{a} = (a_1, a_2, \ldots, a_N)$, where $a_n \in A$ with $n = 1, 2, \ldots, N$. The sequences $\mathbf{a}$ are chosen to satisfy a predefined condition. The rate of this shaper, referred to as the shaping rate, is $R_s = k/N$ [bits/amp]. This conversion is an invertible mapping which can be realized by various shaping approaches (e.g., CCDM or ESS). Next, the amplitudes $\mathbf{a}$ are mapped into bits using the last $m - 1$ bits of the BRGC. This is shown in Fig. 1 (b) as amplitude-to-bit conversion, which generates $N(m - 1)$ nonuniform bits.

In the simplest form of the PAS architecture, the $N(m - 1)$ nonuniform bits are fed to a rate $R_c = (m - 1)/m$ systematic FEC encoder, which generates $Nm$ code bits and $N$ parity bits. As shown in Fig. 1 (b), this can be accomplished using a parity-check matrix $P$ of dimensions $(m - 1)N \times N$. The $N$ parity bits are mapped to the first bit of the $2^m$-PAM mapper, and thus, they select the signs (they are mapped to $S$). These are called sign bits. The $N(m - 1)$ nonuniform bits are used as bits 2 to $m$ the $2^m$-PAM mapper, and thus, they are referred to as the shaping bits. Finally, the sequence $x \in S^N \times A^N$ is transmitted over the channel. The information rate of this scheme is $R = R_s = k/N$ [bits/1D-sym].

The simplest form of the PAS scheme in Fig. 1 (b) assumes a FEC rate of $R_c = (m - 1)/m$. Lower FEC rates can be used if the bit-level shaping schemes in [33], [38] are considered. Higher FEC code rates ($R_c > (m - 1)/m$) can be used via a straightforward modification of the PAS architecture. This is shown in Fig. 1 (c). The FEC rate in this case is assumed to be $R_c = (m - 1 + \gamma)/m$, where $0 < \gamma < 1$ represents additional information bits. As shown in Fig. 1 (c), the information sequence is of length $k + \gamma N$. In the lower branch, $k$ bits
are shaped in the same way as in Fig. 1 (b). In the upper branch, \(\gamma N\) information bits are used together with \((m - 1)N\) shaped bits to generate \((1 - \gamma)N\) parity bits. These \((1 - \gamma)N\) parity bits are multiplexed with the uniform \(\gamma N\) bits to create the vector \(c_1\) of \(N\) sign bits.

In the modified architecture in Fig. 1 (c), the parity-check matrix \(P\) is of dimensions \((m - 1 + \gamma)N \times N\). The information rate of this scheme is \(R = (k + \gamma N)/N = R_s + \gamma\) [bits/1-D-sym]. Note that the case \(\gamma = 0\) corresponds to the scheme in Fig. 1 (b), while \(\gamma = 1\) corresponds to uncoded transmission.

**Example 1:** Consider the uniform signaling scheme which combines a rate \(R_e = 3/4\) FEC code with 8-PAM \((m = 3)\). The transmission rate this scheme is \(R = R_c m = 2.25\) [bits/1D-sym]. To achieve the same rate with a shaped 8-PAM constellation, we need to somehow compensate for the decrease in rate caused by shaping. Thus, we use a higher rate FEC code, more precisely \(R_c = 4/5\), which leads to \(\gamma = 0.4\). Combining this code with a shaping rate \(R_s = 1.85\) bits/amp shaper, we obtain the same rate, i.e., \(R = R_s + \gamma = 2.25\) [bits/1D-sym].

### III. Amplitude Shaping: Constant Composition and Sphere Coding

A nonuniform channel input distribution can be obtained by changing the bounding geometry of the multidimensional signal space. Consider for example the transmission of \(N\) amplitudes \(a = (a_1, a_2, \ldots, a_N)\), where each amplitude is taken from a set \(A\). If no coding is applied, the transmitted codewords are all the \(|A|^N\) \(N\)-dimensional vectors from the set \(A^N\). If FEC is applied, some sequences are never transmitted, and thus, the codewords belong to a subset of \(A^N\). Probabilistic shaping can be interpreted as the process of selecting the subset of *allowed* sequences from \(A^N\). In what follows, we describe two approaches to do this: constant composition and sphere coding.

#### A. Constant Composition Coding

CCCDM consists in generating probabilistically shaped sequences, with a given probability distribution, from uniformly distributed bits. It is inspired by arithmetic coding for data compression, in which the sequences are represented by intervals [14]. The performance of CCDM in terms of shaping gain is optimum at infinite blocklengths \(N \to \infty\). In this regime, any desired distribution can be achieved, including the MB distribution, which is optimal for the AWGN channel. However, CCDM suffers from high rate loss at short blocklength [23], [29].

CCCDM only allows sequences \(A^\circ \subset A^N\) that satisfy a particular composition. A sequence \(a\) is valid only if out of the \(N\) amplitudes, the sequence contains exactly \(n_1\) amplitudes one, \(n_2\) amplitudes three, \(n_3\) amplitudes five, etc. The composition is therefore \((n_1, n_2, \ldots, n_{2m-1})\). By definition, all the sequences generated by CCDM have the same per-codeword energy \(E^\circ\), which depends on the targeted composition.

**Example 2 (Geometry of Constant Composition Coding):** The geometrical interpretation of CCDM is therefore sequences on an \(N\)-dimensional sphere of radius \(\sqrt{E^\circ}\). This is schematically shown in Fig. 2 (a), where a 2D projection is presented. The fact that CCDM does not fully cover the sphere comes from the fact that not all sequences on the shell of the \(N\)-dimensional sphere of radius \(\sqrt{E^\circ}\) satisfy the composition constraint.
B. Sphere Coding

Sphere coding is the process of constraining the codewords to be selected from within an $N$-sphere. In this case, the induced distribution in one real dimension converges to a MB distribution as $N \to \infty$ (or to a Gaussian distribution if the set $\mathcal{A}$ has a continuous support).

The idea of sphere shaping is to utilize the set of bounded-energy (i.e., spherically-constrained) amplitude sequences

$$\mathcal{A}^* = \left\{a_1, a_2, \ldots, a_N \mid \sum_{n=1}^{N} a_n^2 \leq E^*\right\} \subset \mathcal{A}^N,$$

where $E^*$ is a real constant. The value of $E^*$ determines the "amount of shaping": the smaller the value of $E^*$, the more shaped the signal will be. Note that if the alphabet $\mathcal{A}$ is discrete, the energy levels will be quantized.

Example 3 (Geometry of Sphere Coding): The set $\mathcal{A}^*$ in (1) consists of all amplitude sequences having an energy no greater than $\sqrt{E^*}$. Geometrically, this corresponds to all points inside or on the surface of an $n$-sphere of radius $\sqrt{E^*}$ are employed. This is shown schematically in Fig. 2 (b). This figure shows schematically that sphere coding can transmit more sequences (i.e., $|\mathcal{A}^*| > |\mathcal{A}^n|$). Furthermore, the energy of the inner shells in $\mathcal{A}^*$ is smaller, and thus, the spheres in Fig. 2 (b) are smaller than those in Fig. 2 (a) (energy can be saved via sphere shaping).

Due to the sphere hardening, all sequences will concentrate near the surface of the $N$-sphere as $N \to \infty$ which means that CCDM and sphere shaping are asymptotically equivalent for large $N$. However, for finite blocklengths, there is a rate loss of CCDM with respect to sphere shaping. The rate loss is defined as [29]

$$R_L \triangleq H(P_A) - \frac{k}{N} = H(P_A) - R_n \text{[bits/amp]},$$

where $P_A$ is the targeted probability distribution and $H(P_A)$ is the entropy in bits/amp.

Example 4 (Rate Losses): The rate losses of CCDM and ESS are shown in Fig. 3. At a rate loss of 0.02 bits/amp, ESS reduces the shaping blocklength by about 70% when used instead of CCDM. Similar results for an entropy of 1.75 bits/amp were presented in [32, Fig. 2].

C. Enumerative Sphere Shaping

To efficiently index amplitude sequences bounded by a maximum energy constraint, i.e., sphere constraint, the enumerative approach was introduced in [27]. Enumerative sphere shaping (ESS) starts from the assumption that these sequences can be ordered lexicographically. To create this ordering, a bounded-energy amplitude trellis is constructed, as shown in the following example.

Example 5 (ESS Trellis): Fig. 4 shows a bounded-energy amplitude trellis with $N = 4$, $\mathcal{A} = \{1, 3, 5, 7\}$ and $E^* = 60$. Each state shows the number of unique paths advancing from that state to one of the states in the final state (red numbers), and the accumulated energy of the paths arriving to that state (black numbers).
A key number for the enumerative shaping and deshaping algorithms is $T_n^e$ which is the number of total paths advancing from a state of energy $e$ in stage $n$ to one of the final states. $T_0^0$ is therefore the total number of sequences represented in the trellis, i.e., $T_0^0 = |A|^*$, which is 82 in Example 5, see Fig. 4. The rate of the shaper that indexes sequences from $A^*$ can then be expressed as

$$R_n = \frac{\log_2 T_n^0}{n} \text{ [bits/amp]}.$$  

(3)

The values of $T_n^e$ (shown with red in Fig. 4), can be calculated in a recursive manner as

$$T_n^e \triangleq \sum_{a \in A} T_{n+1}^{e + a^2},$$

where the states in the last stage are initialized with ones, hence

$$T_N^e = \begin{cases} 1, & \text{if } e = N, N + 8, N + 16, \ldots, E^* \} \\ 0, & \text{otherwise}. \end{cases}$$  

(5)

Finding the index $i$ of a sequence $a = (a_1, a_2, \ldots, a_N)$ is equivalent to count the number of sequences which are lexicographically smaller than $a$. This can be implemented by considering the path in the trellis corresponding to $a$. At first, we count the number of sequences which start with an amplitude $a < a_1$ have a smaller index than $a$. Thus we sum the corresponding $T_1^{a^2}$ values and arrive at the state of energy $a_1^2$ in the first stage. At this point, all sequences which start with $a_1$ and continue with an amplitude $a < a_2$ have a smaller index than $a$. Thus we add the corresponding $T_2^{a_2^2 + a^2}$ values to our accumulating sum and arrive at the state of energy $a_1^2 + a_2^2$ in the second stage. Repeating this procedure recursively, we arrive at the state of energy $\sum a_i^2$ at final stage, and the accumulated sum is the index $i(a)$ of our sequence $a$. This leads to Cover’s indexing formula, see [34],

$$i(a) = \sum_{n=1}^{N} \sum_{b \in A, b < a_n} T_n^{b^2 + \sum_{m=1}^{n-1} a_m^2}.$$  

(6)

The following example demonstrates (6) based on the trellis in Fig. 4.

**Example 6 (ESS Indexing):** Consider the sequence $a = (5, 3, 1, 3)$, which is represented by a path passing through energy levels $e = (0, 25, 34, 35, 44)$ in stages $n = 0, 1, 2, 3, 4$, respectively. This path is shown with dashed lines in Fig. 4. At first, we count the number of sequences which start either with a 1 or a 3 since all these will have a smaller index than $a$. Thus we add the numbers $T_1^3 = 35$ and $T_1^3 = 26$ to get 61, and arrive at the node of energy $a_1^2 = 25$ in the first stage. Then we need to add the number of sequences which start with $(5, 1)$ since all these will have a smaller index than $a$. Therefore we add $T_2^{20} = 8$ to our accumulating sum to get 69. Our sequence have a 1 in the third position which makes it lexicographically the first, given that the first two elements are fixed. Thus we add nothing in this stage. Finally, we need to account for the sequence $(5, 3, 1, 1)$ since it is the only sequence which has its first three components identical to $a$ and has a smaller index. Thus we add $T_4^{36} = 1$ to find the total index which is 70.

The indexing algorithm (shaping) and its inverse (deshaping) can be implemented in a recursive way as $N$-step operations, see Algorithms 1 and 2 in [32].

### IV. SIMULATION SETUP AND PERFORMANCE METRICS

#### A. Simulation Setup

The performance of the ESS algorithm, which is implemented following [30], is compared to state-of-the-art CCDM-based probabilistic shaping and uniform signaling through numerical simulations. Single-polarization single-channel and dual-polarization wavelength-division multiplexing (WDM) long-haul transmission configurations are considered.

The simulation parameters for the WDM transmission are given by Table I. The net bit rate per WDM channel is 405 Gb/s. 64-QAM (8-PAM per real dimension) is used as modulation formats for both shaped and uniform signaling. We consider low-density parity check (LDPC) codes with coding rates $R_c = 3/4$ and $R_c = 4/5$, as described in Example 1. This ensures two transmission scenarios (uniform and shaped) with same net bit rate.

The transmission link consists of multi-span standard single mode fiber (SSMF) with an attenuation coefficient $\alpha = 0.2 \text{ dB} \cdot \text{km}^{-1}$, a dispersion parameter $D = 17 \text{ ps} \cdot \text{nm}^{-1} \cdot \text{km}^{-1}$, and a nonlinear coefficient $\gamma = 1.3 \text{ W}^{-1} \cdot \text{km}^{-1}$. An erbium-doped fiber amplifier (EDFA) with a 5 dB noise figure and 16 dB gain is used to periodically amplify the signal after each span of $L = 80$ km.

Each real-dimension of the nonuniform signaling simulation setup is shown in Fig. 5. Firstly the information bits $u$ are shaped using ESS or CCDM. The shaping and LDPC blocks operate as explained in Sec. II (see Fig. 1). After PAM mapping, the signal is oversampled with 16 samples/symbol and passed through a root-raised cosine (RRC) filter, with roll-off factor $\rho = 0.1$, for spectrum shaping.

At the receiver side, after channel selection and downsampling the signal to 2 samples/symbol, chromatic dispersion compensation is performed. After that, an RRC matched filter is applied before downsampling to 1 sample/symbol. Phase rotation is ideally compensated. At this stage, the effective SNR and MI are estimated (see next section). Then, the log-likelihood ratios (LLRs) $\lambda_1, \lambda_2, \ldots, \lambda_m$ are calculated for the

<table>
<thead>
<tr>
<th>Table I: WDM simulation parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of WDM channels</td>
</tr>
<tr>
<td>Number of polarizations</td>
</tr>
<tr>
<td>Symbol rate</td>
</tr>
<tr>
<td>Channel spacing</td>
</tr>
<tr>
<td>Modulation</td>
</tr>
<tr>
<td>RRC roll off $\rho$</td>
</tr>
<tr>
<td>Span length $L$</td>
</tr>
<tr>
<td>EDFA noise figure</td>
</tr>
<tr>
<td>Number of LDPC blocks</td>
</tr>
</tbody>
</table>
In the nonlinear channel case (solid lines in Fig. 7), we evaluate the MI as a function of the block-length \( N \) for both the linear and nonlinear channels. We first show the performance for the nonlinear fiber channel at optimal input power. Then, we fix the SNR for the linear channel so that the MI performance for uniform signaling in linear and nonlinear channels are the same. In this case, in addition to the comparison of ESS, CCDM and uniform signaling in the nonlinear channel, we can also compare the gain/penalty of shaped schemes due to the fiber nonlinearity. As shown in Fig. 7, for the linear channel case (dashed lines), ESS outperforms CCDM at short blocklengths due to its low rate loss. Then, at long blocklength \((N = 3600)\) in which the rate losses became negligible, ESS and CCDM converges to their maximum MI and exhibits similar performances.

In the nonlinear channel case (solid lines in Fig. 7), we observe that in comparison with the linear channel, ESS and CCDM at \(N = 3600\) exhibit similar performances and show a gain of about 0.03 bits/2D-sym and 0.19 bits/2D-sym in comparison with ESS at \(N = 200\) and uniform, respectively at 14 dB SNR. Increasing the blocklength in the linear channel improves the performance and reduces the gap with the AWGN capacity. For high SNR regime (SNR > 18 dB), uniform signaling gives better performance than shaped constellations.

In Fig. 7, we evaluate the MI as a function of the block-length \( N \) for both the linear and nonlinear channels. We first show the performance for the nonlinear fiber channel at optimal input power. Then, we fix the SNR for the linear channel so that the MI performance for uniform signaling in linear and nonlinear channels are the same. In this case, in addition to the comparison of ESS, CCDM and uniform signaling in the nonlinear channel, we can also compare the gain/penalty of shaped schemes due to the fiber nonlinearity. As shown in Fig. 7, for the linear channel case (dashed lines), ESS outperforms CCDM at short blocklengths due to its low rate loss. Then, at long blocklength \((N = 3600)\) in which the rate losses became negligible, ESS and CCDM converges to their maximum MI and exhibits similar performances.

In the nonlinear channel case (solid lines in Fig. 7), we observe that in comparison with the linear channel, ESS and
CCDM reach their maximum performance in terms of MI at $N = 480$ and $N = 1200$, respectively. In addition, the ESS performance at $N = 480$ increases by 0.05 bits/2D-sym in comparison with linear channel performance. ESS still outperforms CCDM at short blocklength and the gain is 0.1 bits/2D-sym at $N = 200$. At long blocklengths, the performances of ESS and CCDM are slightly decreased unlike the linear channel transmission case. These results can be explained by the effective SNR performance, which measures the nonlinear tolerance of the different constellations.

In Fig. 8, we plot the effective SNR versus the shaping blocklength $N$ for nonlinear fiber channel at optimal input power. We observe that short blocklengths ESS and CCDM have better performance in terms of the effective SNR, and consequently higher nonlinear tolerance, than long blocklengths case. The gain for ESS at $N = 100$ is about 0.27 dB in comparison with ESS at $N = 3600$. ESS and CCDM at the same blocklength exhibit similar performance in terms of effective SNR, and their performances are inversely proportional to the blocklength.

An important observation from Fig. 8 is the fact that ESS and CCDM at short blocklengths give better SNR performance with respect to uniform signaling. Then, this performance gain is decreased for longer blocklengths. For blocklengths $N > 2000$, uniform signaling gives better performance than CCDM, which coincides with the state of the art results [16]. The same behavior is observed with ESS. Our results therefore show that short-blocklength ESS (which exhibits the best performance) and CCDM, provide a combination of linear shaping gain and nonlinear tolerance gain in comparison with uniform. Long-blocklength ESS and CCDM provide higher linear shaping gain but at the same time, they are affected by a nonlinear penalty. The overall gain is lower than the short blocklength shaping schemes, and this, finite short-blocklength shaping is the best alternative.

VI. SIMULATION RESULTS: DUAL-POLARIZATION WDM TRANSMISSION

In the following, we focus on the dual-polarization WDM configuration for which the simulation parameters are shown in Table I. We compare ESS and CCDM at a blocklength of $N = 200$, as well as CCDM with long blocklength ($N = 3600$), and uniform signaling.

In Fig. 9, the MI is plotted as a function of input power. At optimal input power 0 dBm, ESS at $N = 200$ shows a gain of about 0.1 bits/4D-sym, 0.19 bits/4D-sym and 0.48 bits/4D-sym in comparison with CCDM at $N = 3600$, CCDM at $N = 200$, and uniform signaling, respectively. In the linear regime at low input powers, CCDM at $N = 3600$ exhibits the highest linear shaping gain because it has the lowest rate loss. ESS at $N = 200$ shows similar MI performance to CCDM at
Fig. 10: SNR vs. input power for different blocklengths. Short blocklengths ESS and CCDM exhibit higher nonlinear tolerance than uniform signaling and long blocklength CCDM.

by using ESS and CCDM with respect to the uniform signaling baseline. In Fig. 11, we plot MI versus transmission reach at optimal input power. At the net bit rate of 400 Gb/s, it is observed that ESS at $N = 200$ outperforms CCDM at $N = 3600$, CCDM at $N = 200$, and uniform signaling in terms of the transmission reach. The gains are about 100 km, 200 km and 450 km, respectively. This gain, in comparison with CCDM at $N = 200$, is due to the linear shaping gain at short blocklength that ESS offers (see Figs. 8–10). For the uniform signaling case, ESS at $N = 200$ provides a combination of linear shaping gain and nonlinear tolerance. Long blocklength CCDM with $N = 3600$ exhibits lower performance in terms of transmission reach than ESS at $N = 200$ due to the nonlinear penalty. CCDM at $N = 200$ shows lower performance than CCDM at $N = 3600$. This means that the large rate loss that CCDM at $N = 200$ presents in comparison with $N = 3600$, compensates the nonlinear gain provided by the use of short blocklength.

The transmission reach is also plotted as a function of the BER post-LDPC, as given in Fig. 12. Noise loading is used to obtain data in the lower BER regime (indicated by square markers). The performance improvement of ESS at $N = 200$ in terms of MI are confirmed by the BER post-LDPC results.

VII. CONCLUSIONS

We have proposed to use enumerative sphere shaping to increase to capacity of fiber optical communication systems. In the context of 200 Gb/s 64-QAM single-polarization single channel and 400 Gb/s 64-QAM dual-polarization WDM systems, we have shown that ESS improves the performance for short blocklengths in comparison with CCDM, due to its low rate loss. Short blocklengths ESS was shown to provide the best performance in terms of mutual information and transmission reach. Short blocklengths ESS also exhibit better effective SNR performance than uniform signaling and long blocklengths ESS and CCDM. It combines both linear shaping
gain and nonlinear tolerance, and has lower complexity than long blocklengths ESS and CCDM, which make it a promising candidate to be implemented in real-time systems. An experimental validation of ESS shaping and an investigation of the effective SNR improvement allowed by using short blocklength shaping is left for further investigation.
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