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Summary
Understanding People through Games

Video games are a mainstream form of entertainment sustained by a global creative industry. They support the spread of different ideas, cultural beliefs, political and ethical stances while being consumed and entertaining billions of persons around the world. It is only in the last few years that the scientific world has come to realize how games are changing the entertainment landscape and impacting individuals, enterprise, social constructs and culture.

Collecting and analysing player in-game behaviour data is a new promising method generating high interest, by improving player experience and developing representative models of players. This work focuses on in-game behaviour directly applied to the research fields of Player Modelling and Games User Research to evaluate and improve current practices, and increase the utility value of games.

In the first controlled experiments, three different video games were designed to model different aspects of the player, each with their own challenge: Need for Cognition is a dichotomic trait (high vs. low), Self-esteem is a reflective trait and not linked to an individual’s abilities, and the player’s ethical alignment is multi-dimensional. Those experiments successfully demonstrated the feasibility of purposely design games to profile players, and also allowed to propose a method for designing such games.

Moreover, such studies identified the necessity of scalable solutions to support the evaluation of player experiences and the development of player models. Henceforth, we proposed the GURaaS platform designed to improve the relationship between game developers and researchers by supporting the collection of player in-game behaviour and embed research instruments in games. The two follow up studies examined benefits and drawbacks of GURaaS. In the first study, we identified current gaps in the game companies’ product development cycle, and review how they could be addressed by GURaaS. In the second study, we were able to measure the impact to the experience when players were interrupted by embedded research instruments.

Overall this work contributes by demonstrating the potential of developing games to profile players, and assess the feasibility of using such games as research instruments.
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Chapter 1

Introduction

Video games have had a profound impact on the world’s culture.

It is undeniable that video game consumption is prevalent on a global scale, spreading different ideas, cultural beliefs, political and ethical stances while being consumed by billions [13, 32, 42, 52].

The number of players is growing; as such, it is not surprising that video games represent the fastest growing segment of the entertainment industry, with a total of 2.6 billion gamers and $121.7 billion USD spent in 2017. Moreover, the demographics of players are also changing; not only are they evenly distributed across several age groups, but they have also become more gender neutral (45% of the US gamers are female). Furthermore, 55% of gamers say that video games help connect them with their friends [11].

Video games are defining their own culture [3, 40] and influencing existing art, for instance, by pushing new graphical designs and art styles from pixel and voxel art to digital 3D animations or by influencing musicians, whereby orchestras are composing and playing music from games [14]. People are not only just playing games, they also are finding entertaining to watch others play games and are willing to pay to see them do so. Being a professional video-game player is a real job, and eSports [5, 15] are an international phenomenon, attracting thousands to watch players perform/play live.

Games are also expanding their reach. They are becoming essential in the social construct of parenthood: 70% of parents believe video games have a positive influence on their children’s lives, and 46% state that video games help their family spend time together [11]. There are games that have become well known because they contribute to education or pursue socially-desirable aims such as community development, sustainability or even the development of scientific knowledge. Recently, serious games have captivated players and contributed actively to specific goals. There are many examples of such games, including “Play to Cure: Genes in Space”, which looks into analysing genetic data for cancer research [17] and yet another game that concentrates on the identification of malaria parasites [24]. The main advantage of these games is that through
careful design of the game elements and clear instructions, they keep players entertained and engaged while contributing to a research goal and quickly and cheaply crowdsource specialized tasks which would otherwise be performed by trained professionals.

There are also many examples of serious games assisting stakeholders from government agencies and large industry sectors in important strategic decisions, e.g., for exploring participatory citizenship and city planning [36] or international cooperation and stakeholder engagement for maritime spatial planning [26].

**Definition**

Within the scope of this thesis, serious games, also known as applied games or games with a purpose, are games with enjoyable and/or engaging elements, but their primary goal is not related to entertainment but instead to, for example, educate, train, test and/or contribute directly to society [2, 27, 43].

**Background and motivation**

The history of the video game industry is relatively short, with the first widely publicly available video game appearing less than 50 years ago, and, although it is an exciting, creative new business area full of profitable opportunities, it is also prone to failure and far from stable. At the moment, there are several large shifts in the industry: large emerging markets in Asia, a general shift to mobile games, uncertainty regarding the role of augmented and virtual reality, the presence of new, online digital stores focusing on downloadable content (reducing the role of the traditional publishers), different independent financing schemes (e.g., crowdsourcing, angel investors), free-to-play games and micro-transactions, and an ever-growing availability of online resources, including knowledge, assets, freelancers and tools.

It is my belief that the video-game landscape is far from defined and only now are we realizing how games are changing the entertainment landscape and impacting individuals, social constructs (families, friendship, and so forth), industry and culture. There is still a lot of exploration and research to be done at a social, cultural, didactic and psychological levels regarding how video games are impacting society. To be able to conduct such research, we need to better understand the dynamics between the player and the games. Clarifying those dynamics is my main motivation; specifically, I want to understand how games can be used as an instrument to study players.

Although there are (serious) games capable of aligning entertainment with specific research goals, they are focused mainly on task-oriented outcomes, i.e., they contribute through engaging players in performing impactful activities, thus falling more into the field of computer-supported cooperative work and social computing. But, what if we want to design a game that focuses on studying the player? How can games be used to profile players’ characters, traits, experiences and social behaviour?

**User Models**

In today’s media landscape, there are large numbers of online consumer products, ranging from search engines, social networks and streaming services to online shopping Recommender Systems which are developing a profound research and knowledge base around User Models [18, 34]. The overall objective of a Recommender System is to identify items (e.g., products, websites, applications, movies, songs, and so on) for which users have a high affinity, i.e., to find items that the users are interested in. Since they are able to generate rich user profiles from consumer behaviour [16, 29, 46], services are actively using these systems to provide better experiences and generate more profit.

There are clear differences between such services and games; in general, when playing a video game, the involvement and frequency of player interactions are much higher, and every interaction within a video game can be logged and analysed. Telemetry and analytics of game metrics have become common practice in the industry, with large game companies tracking players actively to drive business analyses, such as sales figures or the expected number of players. Multiple researchers are having an important impact on the industry through the development of specific methodologies with which to measure, represent and interpret different game metrics [10].

**Definition**

Within the scope of this thesis, Game Metrics are interpretable and collectable measurements of player interactions within the context of a game [50]. Generally, game metrics include player usage information (e.g., acquisition, retention, location, platform, playing time, frequency or expenditure), and in-game player behaviour (e.g., success rate, frequency or sequence of actions, item selection, accuracy, skill set).

Game companies are using such metrics to support the product development process, namely, in the areas of game authoring and content creation, by allowing designers to understand and perfect the player experience. In addition, they use it to drive business analyses, such as sales figures or the expected number of players. Multiple researchers are having an important impact on the industry through the development of specific methodologies with which to measure, represent and interpret different game metrics [10].

It is my conviction that evaluating in-game behaviour has great potential and is in line with my goal and motivation. My work in this research field contributes directly to existing literature and can help clarify the potential of using game metrics to understand and model intrinsic characteristics of players, namely, by using Player Modelling.
Chapter 1: Introduction

Research Question 1
To what extent is it possible to purposely design a game which would be able to infer or predict a specific player trait?

In my opinion, the contribution to the field of answering such a question would be an increase in the utility value of games [12], i.e., allow game developers to design personalized game experiences based on players' specific traits. For example, the player experience could be improved by procedurally generated levels [23] focused mainly on exploration for players that avoid harmful situations [8].

Procedural content generation [55] is software through which (media) content is created/generated using parametric algorithms. Some games companies are using procedural content generation to aid their development pipeline to create better, bigger or more believable content, and even, embed such algorithms into their games exposing directly their players content generation without any further design input.

Now a days, it is possible to develop games with procedural content generation features which contemplates parameters linked with specific player models, like player preferences and traits. This would allow to adapt and tailor the game elements and experiences to the players' needs and interests. It is my belief that Experience-Driven Procedural Content Generation [56] will become increasingly more important for games to close the affective loop [57].

Furthermore, the utility could also be increased by allowing serious games to be purposely designed to profile players for other fields, including Psychology, Human Resources, Medical Diagnostics, or Human-Computer Interaction (HCI). An example would be to develop a game able to monitor regularly the self-esteem [35] of players with signs of depression.

This line of exploration led me to wonder if I could augment the link between games and research even further by considering what it would take for entertainment games to be used as a support mean to conduct player-focused research.

If games would allow researchers to target specific target audiences and embed research instruments, then researchers could not only understand games and experiences better, but this activity would also increase gaming's contribution to society.

Exploring such areas is obviously a complex topic, and there are multiple cases of such undertakings that would satisfy this premise. One, companies are using their own games to conduct research on the improving player experience or to define marketing strategies. Two, entertainment games have and are being used in research by many researchers that use known commercial games to conduct their own experiments [9, 30, 41, 45]. Nevertheless, the concept goes beyond that by allowing any interested third-party researchers to embed their research instruments directly within existing games.

Considering this possibility leads to numerous other possible research questions: the technical feasibility of such concept, influences on the player experience, player perceptions, industry acceptance, social responsibility, research validity, ethical...
and player privacy perspectives, just to name a few topics. Player experience was elected as a conducting line with which to evaluate how entertainment-focused games can be used as a player research platform.

**Player Experience**

Concerned with the effects of embedding research instruments into games on the player experience, I looked directly into the HCI side of games. This led me to the parallel research field of User Experience in Games and thoughts as to how it could be linked with Player Modelling.

**Definition**

Within the scope of this thesis, User Experience in Games, or Games User Research (GUR) is a research field concerned with any aspect that may influence the experience and perception of video games [61]. Which includes the development of tools and techniques to measure and evaluate players’ perceptions and experiences [4, 28, 37].

By definition, Player Modelling and User Experience in Games are closely related research fields, and it is possible to find multiple studies that cross over between them [30, 39, 49]. Both focus on gathering game metrics and deriving representative player models. The main differences are:

- User Experience in Games focuses mainly on the HCI side of games, while Player Modelling representations may be used for other purposes, such as driving Artificial Intelligence (AI) agents or generating procedural content.
- Despite the similarities of the tools and methodologies of both fields, the goal of Player Modelling is to construct representative player models of affect, cognition and behaviour, while Player Experience goal is to measure and understand the effects of the interaction between players and games.

GUR goes beyond playtesting game it directly looks into physiological measures for game evaluation, allowing designers to measure, analyse and evaluate if the game is providing the intended experience [62]. With the advancement of research in the areas of recommender system, data analytics, biometrical sensors, and mix-methods are thriving in the new domain of GUR.

The mixed methods [63] are especially relevant to validate approaches, for example the collection of spe-cific game metrics, with self-reported questionnaires [64-66], or a multiple biometrical sensing like heart rate, electro-dermic, electroencephalogram activity [67-69]. Finding those correlations are extremely important, allowing to create automatic metrics from game metrics. Using data analytics information is allowing companies to develop better games, closer to the players and responding directly to their needs [70].

Within the scope of this thesis, I am particularly interested in looking directly into in-game behaviour from the vantage points of both fields, GUR and Player Modelling. In an attempt to explore the commonalities in the current practices, methodologies and tools of the two fields, I was faced with a surprising lack of information on the topic. Although game companies seem actively collecting millions of game metrics, they are focusing mainly on usage data and less on player in-game behaviour. In short, despite companies having a clear purpose, their processes and tools for player experience evaluation are ill-defined.

**Research Question 2**

*What is the current role of player experience evaluation within game companies?*

There are different off-the-shelf software packages which can be used to log, survey and annotate different data sets, and the overhead of maintaining and combining several data pools is creating unnecessary entropy; however, industry opinion suggests that the existing tools are weak and do not support the work of game designers or researchers [6, 10]. If we are able to evaluate the current role of player experience evaluation, then we will be able to better understand the limitations of the existing software and support game companies and educational institutes in defining common processes and tools related to player experience evaluation. This will strengthen and mature methodologies, which will then be reflected in product quality and production costs, and give a focused direction to improving off-the-shelf software for player evaluation purposes.

To validate my research, I went through the process of collecting and evaluating players’ in-game behaviours, and this required a robust definition of a system which supports data collection and the analysis of player in-game behaviour. This process required both academic analysis of existing systems and a practical implementation of the proposed improvements to evaluate their effectiveness. This led me to formulate the following question:

**Research Question 3:**

*How can we operationalize a tool which would allow games to support player-focused research?*

Answering this question will support directly both to academic and industry professionals in three distinct areas. First, the definition of an architecture and design principles of a tool which would be able to collect and evaluate in-game behaviour. Secondly, doing so would also allow us to evaluate the technical feasibility of such a platform and tackle other problems like how can game companies expose game data safely to researchers, or how would researchers be able to collect large amounts of data.

Lastly, it would demonstrate that supporting player-focused research through games is not only possible but also a line of research worth exploring, with the potential for developers and researchers to gain better understandings of the users as well as their links to games and the entertainment industry, in general.
Methodology and Approach

To answer the aforementioned research questions, my methodology is based on the MacKay and Fayard HCI Triangulation Framework [25]. The framework proposes a combination of science and design to support the study of interactions between participants and developed artefacts. Specifically, I approached the process by defining a set of design, empirical, theoretical activities, as illustrated in Figure 1-1.

My research relied heavily on a consistent theoretical work from Psychology and Artificial Intelligence because it relates directly to modelling human traits. However, when it came to investigating player experience evaluation, I crossed into the field of HCI.

It is my expectation that my body of work contributes to multiple research fields by creating a bridge between them while increasing the value of games, supporting the industry by perfecting and maturing their processes, and, finally, improving games by enhancing the player experience.

Contents of the Thesis

This work is organized as a collection of peer reviewed articles, most of them published or accepted with the exception of the chapter 6, which was submitted but on the time of printing this book, the conference review was still out.

The collection reflects the work that I developed over time, and in this section details in more depth the different studies that were developed, and provide a conducting line and the link between the different presented chapters.

Study 1: Need for Cognition

In this study, I approach the first research question by conducting a controlled experiment in which I requested that a group of participants play Nanobots, a purposely-designed game capable of profiling the Need for Cognition (NfC) [7]. NfC is a simple, linear and stable psychological trait linked with reasoning. Due to its characteristics and that there has been no previous attempt to model it with games, NfC was an ideal trait to start with. The case study methodology, process and results can be found in Chapter 2.

Study 2: Self-Esteem

Also in Chapter 2, a second controlled experiment is described, which was conducted in a manner similar to that of the previous study but focused on Self-Esteem (SE) [35]. SE is a well-known and clear candidate for serious applications within the medical field. For this purpose, we designed and developed a new platform game – Runner.

Study 3: Ethical Norms

Since both NfC and SE are linearly-scaled psychological traits, I wanted to expand to a multidimensional trait. Further searching led me to Normative Ethics [33] and conducting a third controlled experiment still related to the first Research Question.

Chapter 3 documents comprehensively how a space-branching narrative was designed, developed and analysed using machine learning to be able to profile players’ ethical alignments in multiple dimensions, namely, Contractualism, Utilitarianism and Moral Equity.

GURaaS Platform Design

During the development of the second controlled experiment, I noticed the need to separate the data collection and analysis system from the games being developed. Driven by the third Research Question, and lacking a proper off-the-shelf tool which satisfied my needs, I applied the design science method to...
develop the Games User Research as a Service (GURaaS) platform, documented in detail in Chapter 4.

In that chapter, the major technical components to support data retrieval from games and player in-game behaviour on a large scale is documented. In addition, it introduces a novel idea of providing control to the internal or external researchers in order that they might focus on specific target audiences and customize research instruments directly within games.

The GURaaS platform was then used in multiple follow up studies, namely Studies 3, 4 and 5.

**Study 4: Player Experience Evaluation Industry Practices**

The second Research Question is tackled directly in Chapter 5, where the results of a semi-structured interview with game industry professionals from 11 different companies are presented. In an attempt to reach a global group, we interviewed companies from around the globe while targeting different game platforms (ranging from arcade virtual reality to mobile-based games) in different sizes, i.e., from small and independent developers to large multi-national companies.

The interviews had two distinct goals: first, to understand the current industry practices with regards to player experience evaluation, in terms of the tools and methods used. We explored deeply not only the results obtained but also what the motivations and limitations of their player experience evaluation practices were, including laws and privacy policies. Second, in the second half of the interview, the core concepts of GURaaS (detailed in Chapter 4) were introduced to the participants and then the revision of the features and concepts were discussed in order to understand the applicability of such a service in the game industry.

**Study 5: Player Experience Interruption**

From the several relevant outcomes obtained from Study 4 (Company Interviews), there was one that generated some buzz, namely the fact that researchers could introduce questionnaires in key moments of the game to players. Multiple participants questioned the impact of introducing questionnaires into the player experience.

Noticing the lack of documented information on how advertisements and questionnaire-based interruptions impact the player experience, I conducted a controlled experiment to measure the impact of the different types of interruptions. This process is described in Chapter 6.

To achieve my goal for this study, I repurposed the Runner platformer developed for study 2 and measured the differences between three different conditions: no interruptions, advertisement interruptions and questionnaire-based interruptions.

**Summary**

In this thesis, I present a set of linked studies related to in-game behaviour and tie the research fields of Player Modelling and GUR together to answer the following questions:

- To what extent is it possible to purposely design a game which would be able to infer or predict a specific player trait?
- What is the current role of player experience evaluation within game companies?
- How can we operationalize a tool which would allow games to support player-focused research?

In the last chapter, we highlight the most important findings from each of the previous chapters as well as summarily answering the research questions, and discuss their limitations, and contributions.
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Chapter 2

Profiling Personality Traits with Games

Abstract

Trying to understand a player’s characteristics with regards to a computer game is a major line of research known as player modeling. The purpose of player modeling is typically the adaptation of the game itself. We present two studies that extend player modeling into player profiling by trying to identify abstract personality traits such as the need for cognition and self-esteem through a player’s in-game behavior. We present evidence that game mechanics that can be broadly adopted by several game genres, such as hints and a player’s self-evaluation at the end of a level, correlate with the aforementioned personality traits. We conclude by presenting future directions for research regarding this topic, discuss the direct applications for the games industry, and explore how games can be developed as profiling tools with applications to other contexts.
Introduction

Personality refers to individual differences in characteristic patterns of thinking, feeling, and behaving [36]. Traditionally, psychologists have sought to explain such individual differences in terms of stable dispositional characteristics. The concept of traits is used in personality psychology to describe such dispositional characteristics as hostility, independence, self-esteem, helpfulness, and dominance, just to name a few [1].

For years psychological research has looked at predicting human behavior and attitudes on the basis of personality traits [1]. Assessing personality traits of individuals is best known for its direct application in clinical research for diagnosing and treating personality disorders [62]. The social and economic impact of such disorders are increasingly relevant, since the prevalence of subjects with borderline personality disorders is estimated to be between 15% and 25%, noting that there is a considerable lack of empirical research [40]. Key to diagnosing and treating such disorders is a reliable and efficient way of measuring personality traits.

However, personality assessment is very widely applicable outside clinical psychology as it can have applications in a variety of areas including education [73], management [10], direct marketing [52], media preferences [75] and persuasive communication [32]. Given this wide application of the concept of personality traits and their measurement, it is particularly interesting to find effective ways to measure.

Measuring Personality Traits

Self-report Based Measurements of Personality traits

There are multiple methods to measure personality traits. These can use stimulus, context, and situations to detect and measure attitude, behavioral and cognition manifestations; still most rely on self-reported verbal or written responses to questionnaire items [1]. Probably the best known questionnaire is the Revised NEO Personality Inventory (NEO-PI-R) [18], a 240-question, self-reported tool, which is considered the golden standard for measuring the Big-Five Personality Traits (neuroticism, extroversion, openness to experience, agreeableness, and conscientiousness) and demonstrates predictive validity in several domains. Because requesting participants to answer 240 questions is very time consuming (30-40 minutes), alternative questionnaires were developed and evaluated, such as the Ten-Item Personality Inventory (TIPI). These alternatives are typically shorter inventories and take less time to administer to participants, but are known to be less reliable [26].

In addition, there is a sense of unease that accompanies the use of such self-reported measuring tools, since responses may be systematically distorted by self-presentation bias or the reactivity phenomenon, especially if the personality traits have strong social links or desirability that favor the participant. Several techniques have been developed and used to reduce or overcome these problems, like disguising the purpose of the inquiry or incorporating control items to evaluate the quality of the responses [1].

Implicit Measurements of Personality Traits

In recent years, new approaches to overcome self-representation biases have been uncovered, namely implicit measurements using priming of automatic responses to stimuli like words or pictures [28]. For example, a subject is asked to read out loud a word next to a picture. If both picture and word are positive (a “kitten” image and an “optimal” word), recognition and speed of pronunciation should be improved. On the other hand, if the image is replaced by a negative stimuli (e.g., “snake”), the new image will interfere with recognition and classification and affect the individual response time by a measurable amount. These new methods are known as Implicit Association Tests, and, on the one hand, they have demonstrated promising results [15], but, on the other hand, they have also drawn criticism, such as that they may not assess a person’s true trait, i.e., they may merely reflect learned associations that reflect cultural and social biases and not the individual’s own attitudes [11,34].

Analyzing user interactions to infer personality traits has been explored before in the domain of social networking systems. For example, it has been shown that linguistic features in a primarily text based medium (Twitter) [25] and visual features in an image and text based medium (Facebook) [15] seems that it could lead to a consistent decrease of the prediction errors for each personality trait.

Player Profiling

Implicit measures of personality and attitudes of users are typically applied in an experimental setting. In recent years, the rising popularity and availability of games has uncovered the ability to observe individual behaviors in the context of playing a game, an approach that is generally called player modelling [63].

Currently game developers apply player modelling primarily in order to adjust the game to the abilities and preferences of specific players [80]. This paper examines whether or not and how this technique of logging and analyzing player behavior can be systematically applied to modelling personality traits implicitly. Every single player interaction within a computer-game manifests player intent and behavior and the wealth of those interactions can be potentially catalogued and analyzed.

Gameplay Metric

A player’s sequence of movements, response times, avatar selection, customization, and even in-game purchases are all indicative examples of player interactions that are currently being logged and mined by game companies in order to strengthen their core business and design processes.
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Definition

The term “Gameplay Metric” is defined as data-driven information that is collected within games and is in interpretable measures of in-game interactions by the players [21,72].

Such data supports predictive business considerations, such as expected sales or expected number of players, which are both valuable for commercial purposes in a very competitive market like the entertainment industry. The best and most documented case of the depth of the information that is being obtained is linked with former Eidos Interactive (now Square Enix\(^1\)), which published a series studies on player profiling, including how they used supervised learning algorithms to predict when a player will stop playing the game “Tomb Raider: Underworld” [43].

In addition to the application of game metrics for business purposes, it is becoming increasingly valuable to also track in-game player behavior to support game design, authoring, and content creation [20,43]. Simple metric, such as in-game position, frequency of used items, accuracy, and skill set, allow game designers to know more about the players, their behavior, proficiency, and experience. Games User Research [47] is a growing research area that focuses on the specific methodologies used to measure and interpret player behavior [42,49].

In short, Player Modeling is a research area that uses players’ in-game behavior to produce models that represent players’ behavior [80] with the primary goal of explaining, predicting, or mimicking player play style, and using it either to enhance gameplay [4,70] or to improve business models of games [43,69].

From Player Modeling to Player Profiling

For some years already, there has been an effort to develop player profiles using player models, i.e., instead of creating models that represent the players’ playing style, these models aim to represent players’ personalities. Past examples of personality profiling in this area include the Big-Five Personality Traits [38,39,81], the six dimensional HEXACO [78], and a person’s moral alignments [22]. [19] present a comprehensive design framework for mapping in game behaviors to personality traits; this has not yet been validated empirically. Although there already is a body of work investigating personality traits and their links to gameplay, there are still numerous salient traits that have not been considered.

\(^1\) http://www.square-enix.com

Games as a Personality Profiling Tool

Game environments offer ample opportunity for players to exhibit behavior within a controlled environment, while making it straightforward to record their actions. Several arguments can be made in favor of using games as a suitable platform for implicit psychologic measurements.

These are:

- Players can concentrate on measurement tasks more regularly and for longer periods, provided these are engaging and fun.
- The reactivity phenomenon, i.e., the fact that participants alter their behavior because they are aware that they are being observed, can be contained as players focus on the game play as a primary activity and can even be unaware of being observed (assuming this is ethically justifiable).
- Games provide the opportunity and flexibility to combine implicit and explicit measures.

Using a computer game as a profiling tool can have multiple applications such as a diagnostic tool with the explicit purpose of screening players, or a support tool for remote interventions and preventive care. Such a screening self-assessment tool is a realistic prospect given the high penetration of games [2]. We find that games can have an important role in preventive healthcare, where regular screening becomes particularly important for diagnosing and managing chronic diseases.

Future studies can also explore the temporal dimension of preventive care. We strongly believe that diagnosing through games is a cost-effective tool for healthcare organizations to use to target risk groups, engage patients in understanding the disease, and keep a communication channel open with practitioners while monitoring their health. Although these possibilities remain a long way ahead, our contribution takes the first steps in that direction by showing the feasibility of profiling personality traits through games. Future studies need to expand the evidence on the reliability of this measurement and its application in such screening and intervention contexts.

Below, we combine and extend the presentation of two studies originally reported in [58] and [54], which demonstrate how games and game mechanics can be purposefully designed and developed to profile specific personality traits, which here are Need for Cognition and Self-Esteem. Our presentation aims to show that game behavior can help predict these personality traits. Also, we demonstrate how a game can be systematically and purposefully developed to infer a specific personality trait by exploring the induced behavioral change by the trait within the game context. Finally, we discuss how specific player personalities are manifested in games by describing consequences, implications, and considerations in terms of game design.
Modelling Player’s Need for Cognition: Study 1

Need for Cognition (NfC) is a simple and stable personality trait, and it has been applied across multiple situations, but it is best known for its use in marketing to predict the effectiveness of persuasion strategies, e.g., it has been linked to how individuals perceive information and the influence of contextualizing and framing effects [65].

Definition

NFC is a stable personality trait associated with the extent to which an individual is inclined to engage in cognitive activities [13]. High NfC defines individuals who are more inclined to mental problem solving and assessment of situations with a higher degree of elaboration. On the other hand, people with lower NfC are prone to less elaboration and follow more heuristic and empirical strategies [33].

Knowing an individual’s NfC can be useful for a variety of purposes beyond marketing, most notably for providing tailored health communications to persuade individuals to engage in healthier behaviors. In the study presented in [67], it discusses how NfC influences users acceptance and compliance on smoking-cessation messages. It was found that individuals with lower NFC had greater intention to quit after reading a gain-framed message (i.e., what an individual would gain if they quit smoking), but a similar framing didn’t affect people with higher NfC. Another study [76] involving 602 women evaluated the impact of tailoring persuasive health communications in favor of screening mammography; their results suggest that messages tailored to an individual’s NfC are better at motivating them to participate in mammography preventive screening.

In the sections that follow, we report on a study that examines whether or not the score of such a traditional measure can be predicted by game metrics. Our study, similarly to the two above mentioned studies use the 18 item questionnaire [13].

The original NFC scale questionnaire [12] uses 34 items, but, subsequent research has proposed a shorter 18-item questionnaire [13] which is became the norm for measuring NFC scale of individuals. Although other researchers have investigated NFC relation to other social-personality measures (such as self-esteem, openness to experience) [8], or its inter-individual variations [14], or even investigated how to better administer the questionnaire itself [82], since 1982 those two questionnaires [12,13] have the only way to measure NFC scale. Thus, this would be the first attempt to have an implicit test of the construct, and it would be the first attempt to do that within a game context.

Design of a Game to Model NFC

We set out to design and develop a game that would allow differences in behavior between people with high and low NFC to manifest themselves naturally during game play. A key design decision in this process was that the game should not favor players with high or low need for cognition; were this not the case, players would quickly adopt the behavior that helps them win the game. Rather, the game was intended to provide a venue where the player's disposition (or relative lack thereof) towards mental elaboration would be possible to observe in terms of their spontaneous choice behavior exhibited during game play.

During our initial game design process, we focused on understanding the behavior and attitude alterations caused by NFC. Using an informal, small focus group (6 persons) with different NFC scales, we pretested some behavioral alteration theories, namely acceptance of information contextualization, framing effects, and reduction in cognition effort. The last mechanic showed consistent outcomes, allowing us to develop a paper prototype with some promising results, which matured into the design for a full game. In the end, we develop a two-player, turn-based game, where players control the movement of a set of units (Figure 2-1).

Figure 2-1: Left - Nanobots is a game designed to study players’ Need for Cognition. The screenshot shows a typical player turn. Right - Need for Cognition scale questionnaire embedded into the Nanobots game is displayed before a game starts.
Each player has a team and starts with three units. The overall objective is to eliminate the units of the opposing team. In a typical turn, the player can only move one out of the three available units. Each unit can only move up to two tiles and has three main properties: shield, energy (health), and attack power (displayed in the upper-right corner). Small vertical progress bars at the right of each unit represent energy. The key game mechanic is the unit movement; with every turn, each player has to decide which unit to move and where to move it. The game becomes challenging since, on average, a player can choose from 50 possible moves every turn, and, for every possible action, a player needs to consider their opponent's counter moves.

A secondary mechanic was purposely introduced to shortcut/reduce the cognitive load by introducing a hint system that supports the player by suggesting a reasonably good move. Hints are displayed directly on the board by lighting up tiles, indicating which unit should move and where to (yellow tiles in the left image in Figure 2-1). Hints can be requested explicitly by pressing the light-bulb button or implicitly if a timer times out. The timer is displayed via a progress bar. The time was fixed based on the average time a player takes to play; during the first testing phase, we found that a player took approximately 6 seconds, on average, so we set the timer to 4 seconds.

Hints were purposefully shown under the average play time, since we theorize that some players could be influenced by the hints, depending on their NfC scale, because they provide a cognitive load reduction during the decision process. It is also important to note that the hint mechanic suggests a beneficial movement, but not the optimal one; if the optimal movement were offered, playing the game would be contrived since hint followers would always win.

The game is strategic by nature, and any wrong move may cause the player to lose the game. Although players' performances may depend upon their intelligence, this should not be reflected in their NfC, since all information and cognition required is simple and clearly visible on the board.

**Explanation of the Design of the Game Mechanics**

Some NfC literature [13,64] clarifies how an individual's actions tend to differ depending on their NfC scale. The core behavioral biases that we focused on were the tendency of low NfC individual be more prone to accepting information without questioning it, and that high-NfC personalities tend to pursue understanding and consider thinking fun.

In that sense, our game mechanic requirements were a systematic and recurring mechanic that would facilitate good, but sub-optimal, mental shortcuts, which we believed could influence low- NfC players to make the suggested moves, while high-NfC players would pursue alternatives more frequently. After surveying different mechanics present in games, we found that the hint system fitted the requirements. We believe that other game mechanics that provide mental shortcuts could provide similar results.

**Technical Implementation**

We used the Unity game engine to develop our game with the support of a game company, and published it on the Google Play Store. Using the Unity Web Plugin system, the game was also made available on a website. The game included a telemetry library that allowed us to remotely collect all gameplay metrics explained below. Each player was solely identified by a unique ID, and all other data that could have identified the player in real life was discarded.

**User Study**

A quasi-experimental study was carried out to validate the main assumption underlying the game, namely that NfC can be predicted by player behavior. Remote users could download and play the game in their own environment as their game behavior and relevant game metrics were logged. They were asked to play several rounds of the game against a fair and well-balanced Artificial Intelligence (AI) adversary. Our analysis aimed to establish the extent to which NfC can be predicted by game metrics.

Before each game round, players were asked to answer three questions from the NfC questionnaire [13], requiring participants to play multiple rounds to fully complete the questionnaire, and we compared the results of those questionnaires with the purposely designed game mechanics.

**Process.**

A typical participant followed the following steps:

1. Received an invitation to play a web-based game or at the Google Play Store;
2. Start the game;
3. Filled in the NfC Scale Questionnaire;
4. Started playing the first round (starting with a tutorial);
5. Completed the first round;
6. Played the next round;
7. Closed the game.

**Participants**

All recruited players were explicitly informed that by participating they would be consenting to the collection of psychometric data for research purposes and assured that all logged data was anonymous. The purpose of the data collection was not fully revealed, suggesting that the data collection was for improving the AI adversary.
We uploaded the game online and on the Google Play Store as a free-to-play game. Participants were partly recruited through convenience sampling (mail campaign) and partly through crowdsourcing in order to recruit sufficient participants. A total of 188 participants took part in the study, but data from only 97 participants was retained, ensuring that all players included in the analysis had played at least 6 games (rounds) and had fully answered the NfC questionnaire [13].

**Measures**

The following game metrics were tracked anonymously across all games played and all players:

- **In-game Metric 1 (M1)** – Number of Wins. The metric recorded how many rounds a player won or lost out of all played games.

- **In-game Metric 2 (M2)** – Game Time. This metric saved the time each player took to complete a game.

- **In-game Metric 3 (M3)** – Number of Turns. As a last performance metric of player behavior, we also measured how many in-game actions were taken during a game round.

We did not expect to notice any difference in these three metrics between players with high and low NFC scores.

- **In-game Metric 4 (M4)** – Hints Pressed. This game metric measured the total number of hints a player explicitly requested during the six initial games. Hints provided a natural extension to the basic game mechanic as a support for less experienced players. At the same time, whether or not the player will rely on the hint could arguably relate to the player’s NfC, as explained previously. We hypothesized that players with lower NfC would take more shortcuts during the decision-making process by requesting more hints. Since there was no downside to requesting or using hints, this metric served the purpose of measuring the explicit intent of a player requesting a reduction in the cognitive process.

- **In-game Metric 5 (M5)** – Hints Followed. As explained above, hints were displayed, even if the player did not explicitly request them, after 4 seconds. The intention was to influence players in their decision-making process by providing a suggestion, and, therefore, attempted to persuade the player to make a specific move. Note that, compared with the previous metric (M2), hints followed are a posterior metric and only measure if the player is influenced by hints. We expected that players with lower NfC would be more influenced by the play that is suggested because it reduced the cognitive load. This game metric logged the frequency of a player following a suggested move.

**Hypotheses**

There are two main hypotheses that we can summarize as:

First, the game is not biased towards Need for Cognition (H1). The main game mechanic is based on strategic thinking and not directly related to NfC. All the information is clearly presented to the player and should, therefore, not present any data correlations between NfC and M1, M2 and M3.

Second, players with higher NfC should use hints less frequently (H2). At least one of the hint mechanics, M4 (the explicit request of hints) or M5 (hints followed,) should demonstrate a negative correlation with players’ NfC, i.e., the higher the NfC of the player, the less hints they should use.

**Results**

We classified the participants according to their NfC scores and analyzed the results of the rounds 3 to 6, excluding round 1 and 2 from the analysis to avoid confounding learning effects. Rounds 1 and 2 were included in the initial summary, merely for completion and transparency.

Figure 2-2: Average game losses for high- and low-NfC players, including the standard deviation error.

Figure 2-2 shows the average game scores of low- and high-NfC players, and, excluding game 1 (tutorial); there is no noticeable difference between high- and low-NfC players.
Figure 2-3: Average game time for high- and low-NfC players, including the standard deviation error.

The average game time is depicted in Figure 2-3, and it shows a substantial decrease in time spent playing a round after the first round for both high- and low-NfC players.

Figure 2-4: Average number of turns for high- and low-NfC players, including the standard deviation error.

We also examined the average number of turns for both high and low NfC (see Figure 2-4), and across all games no significant difference was found. Results of all three metrics seemed to remain relatively stable in games 3 to 6, supporting that the game was sufficiently understood and no cofounding variables seem to be perceptible.

A similar examination was performed for both hints explicitly requested and followed, with the results shown in Figure 2-5 and Figure 2-6. An immediately visible result (Figure 2-6) is that a large number of players did not explicitly request hints; the average number of explicitly requested hints is very low. Nonetheless, it seems that, on average, low-NfC players request at least one hint, while high-NfC players request approximately zero. With such low numbers, it is hard to draw conclusions with regards to explicit hint requests.

Figure 2-5: Average explicitly requested hints by high and low NfC players, including the standard deviation error.

Figure 2-6: Average number hints followed by high and low NfC players, including the standard deviation error.

On the other hand, hints followed (Figure 2-6) are clearly manifested in the game round with significant differences between high and low NfC. As suspected, it seems that players with high NfC use fewer hints than those with low NfC.
Correlation Analysis

The results of Spearman’s correlation analysis, as depicted in Table 2-1, shows similar results: all game metrics related to game bias (M1, M2, and M3) did not show any correlation, as expected, and M5 shows a moderate correlation between player NfC and the number of hints followed, confirming what we suspected. The only variable that did not confirm a hypothesis was M4. It was clear in Figure 2-5 that the average number of explicitly requested hints was very low for all players. This suggests that there may be a game design problem.

<table>
<thead>
<tr>
<th>NfC &amp; In-Game Metrics</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M1) Win/Lose Ratio</td>
<td>97</td>
<td>0.028</td>
<td>0.787</td>
</tr>
<tr>
<td>(M2) Game Round Time</td>
<td>97</td>
<td>-0.016</td>
<td>0.878</td>
</tr>
<tr>
<td>(M3) Number of Turns</td>
<td>97</td>
<td>0.056</td>
<td>0.588</td>
</tr>
<tr>
<td>(M4) Hints Explicit Requested</td>
<td>97</td>
<td>-0.149</td>
<td>0.115</td>
</tr>
<tr>
<td>(M5) Hints Followed *</td>
<td>97</td>
<td>-0.223</td>
<td>0.028</td>
</tr>
</tbody>
</table>

* Significant result

Table 2-1: Spearman’s correlation results between NfC and “Nanobots” in-game variables

Regression Analysis

To conclude the data analysis, we performed simple linear regressions with NfC as the dependent variable and M1-M5 as the independent variables. The results are presented in Table 2-2 and show that the linear regression results in a moderate correlation and significant prediction of NfC by both M4 and M5, with a reasonable error margin. As expected M1, M2, and M3 were unable to predict NfC.

<table>
<thead>
<tr>
<th>NfC &amp; In-Game Metrics</th>
<th>(N)</th>
<th>(m)</th>
<th>(b)</th>
<th>(r)</th>
<th>(p)</th>
<th>(stderr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M1) Win/Lose Ratio</td>
<td>97</td>
<td>0.003</td>
<td>1.935</td>
<td>0.033</td>
<td>0.748</td>
<td>0.008</td>
</tr>
<tr>
<td>(M2) Game Round Time</td>
<td>97</td>
<td>-0.049</td>
<td>617.557</td>
<td>-0.003</td>
<td>0.976</td>
<td>1.597</td>
</tr>
<tr>
<td>(M3) Number of Turns</td>
<td>97</td>
<td>0.068</td>
<td>98.393</td>
<td>0.037</td>
<td>0.718</td>
<td>0.187</td>
</tr>
<tr>
<td>(M4) Hints Explicit Requested*</td>
<td>97</td>
<td>-0.080</td>
<td>2.015</td>
<td>-0.220</td>
<td>0.030</td>
<td>0.037</td>
</tr>
<tr>
<td>(M5) Hints Followed *</td>
<td>97</td>
<td>-0.127</td>
<td>5.902</td>
<td>-0.341</td>
<td>0.001</td>
<td>0.036</td>
</tr>
</tbody>
</table>

*Significant result

Table 2-2: Linear regression results between NfC and in-game variables.

Discussion

We confirmed both of our hypotheses. In all performance-related game metrics (M1, M2, and M3), we didn’t find any relation with NfC, making the developed game unbiased towards NfC scale, confirming H1.

In addition, we showed that NfC influences the use of hints, although that was not manifested in the correlation of NfC with the explicit request for hints (M4). We conjecture that the design of always showing the hint after 4 seconds may have conditioned the player to simply wait for the suggestion to appear. This was not revealed in our initial design tests and, therefore, influenced the Spearman’s correlation, but both the game-round analysis and linear regression show the expected differences.

This complication in the hint mechanic introduces an ambiguity in our results, as we cannot distinguish instances where the player wished for a hint and got it automatically from instances where the player did not wish to have a hint. Explicitly requesting hints addresses the player’s need for advice or support, whereas following hints or not addresses whether or not the player is actually influenced by the hint. We are planning to investigate this difference in future research.

Nevertheless, the H2 is confirmed by the negative correlation between followed hints (M5) and NfC, supporting an alternative and unobtrusive method of measuring NfC – a general and salient user trait – with a specific and commonly used game mechanic. The approach presented here offers several advantages with regards to ensuring a pleasurable and unobtrusive profiling of users.

Such profiling can improve players’ experiences in several ways. For example, we would recommend that in strategy games, such as our Nanobots game, high-NfC players should receive additional (visually and conceptually related) cognitive tasks – e.g., puzzles – to solve before going to a next level, while low-NfC players should not. In other game types, such as adventure games, high-NfC players should get more riddles to solve compared to low-NfC players; or, in exploration games (e.g., RPGs or puzzle-platforms), low-NfC players should receive an influential figure (e.g., priest or political leader) to impact their engagement and exploration with the game.

Further, when considering other game aspects, such as content purchases, high-NfC players should receive in-depth information and low visual complexity as this would be favorable for them; whereas, low-NfC players should be given more visually complex stimuli. Naturally, the aforementioned recommendations need to be researched in terms of whether or not they would actually contribute to players’ experiences.
Modelling player’s Self-esteem: Study 2

Self-esteem reflects an individual’s opinion and evaluation of his or her personal worth [7]. It is a common personality trait used to support the diagnosis of several psychological medical conditions such as depression [66], eating disorders [60], and narcissistic personality [74], among others.

Definition
Self-esteem, or, more precisely, Global Self-Esteem, is often defined as “the affective evaluation of one’s worth, value or importance” [7]. It can be seen as the attitude towards an object, primarily focusing on the positive or negative disposition of this object and the associated emotional reactions, where the object and the holder of the attitude are the same [41].

It is important to emphasize that self-esteem is an opinion about the self; a person with high self-esteem does not have to be arrogant, conceited, or excessively prideful. High self-esteem does not automatically imply superiority, nor does low self-esteem automatically imply inferiority. However, these feelings do occur more often amongst people with high or low self-esteem, respectively.

Though self-esteem is the most common term used to refer to the described concept, many others have been used, including, but not limited to, self-concept, ego, self-worth, and self-image. Some terms are used interchangeably with self-esteem, while others denote a more specific or slightly different concept. Furthermore, self-esteem is a subjective individual trait and is not linked with someone’s abilities or proficiency while performing a certain activity [7].

Self-esteem is a stable personality trait used and influences transitory states of mind, such as mood or anxiety. Stable personality traits are strong influences over transient mind states, but the opposite is not true [45,71].

Severe low self-esteem is one of the most common mental health problems that can affect women during the perinatal and postnatal period, with a point prevalence of up to 19% [29]. Known as perinatal and postnatal depression, this disorder directly accounts for the majority of costs attributed to perinatal mental disorders. In the UK alone, the average cost of each case of perinatal depression has been estimated at €105.000,00 [6].

Differences in self-esteem also demonstrated impacts in multiple other areas, like organizational psychology when looking at the relation to job satisfaction [24], and its impact on educational achievement [51].

Motivation
Traditionally, practitioners have used questionnaires to measure self-esteem [57]. The emergence of serious games as an area of investigation has opened up the possibility of using games to profile players. Stable personality traits can be recognized as these manifest themselves in players’ in-game behavior [3,27]. One major potential advantage of such an approach is that games can act as an unobtrusive instrument that is already embedded in everyday activities.

Arguably, profiling through observing behavior can potentially be more reliable than self-reporting through questionnaires, which can be subject to social desirability biases. Finally, going beyond measurement, games have the potential of being utilized for treatment purposes. However, there has been yet no earlier attempt to measure self-esteem by analyzing in game behavior.

Explicitly Measuring self-esteem
Evaluating self-esteem is almost exclusively done with self-test methods. Self-test methods usually measure explicit self-esteem, i.e., the conscious evaluation of the self. Because of the conscious evaluation, explicit self-esteem measurements may be influenced by the person being evaluated. Filters include social-desirability, self-deception, and personality, among others. The Rosenberg Self-Esteem Scale (RSES) is the most-widely used scale for measuring self-esteem in the social sciences [57].

The subconscious evaluation of self-esteem is known as “implicit self-esteem,” which has been defined as “an automatic, overlearned, and nonconscious evaluation of the self that guides spontaneous reactions to self-relevant stimuli” [9]. Due to it being a ‘natural’ response, implicit self-esteem is best measured by keeping the participant unaware of what is being evaluated or how this is being done.

Both explicit and implicit aspects are useful in their own right, but, by examining the differences between the two, information can be gained about a person’s filters, which neither the explicit nor the implicit aspect provides on its own.

Implicit Measurement of Self-Esteem
There are no well-established methods to measure implicit self-esteem. The most frequently cited measures are:

- The Self-Esteem Implicit Association Test [28], which uses an individual’s automatic association between mental representations of concepts in memory, and
- The Name-Letter Effect [50], which uses an individual’s tendency to favor the letters in their name over the other letters of the alphabet.

However, these measures have recently received substantial criticism, which go so far as to state that they do not measure self-esteem at all since there is no strong or consistent support for the validity of either of those measures [11]. Further research is therefore needed to establish a method of testing implicit self-esteem.
Measuring of Self-Esteem Using a Game

We could not find previous work that attempted to establish a link between the personality trait in question and in-game behavior. For the particular case of self-esteem, the growing interest in games [2], offers an opportunity to investigate alternative ways for its measurement. The measurement details of self-esteem go beyond the scope of this paper. For further information on the type of measurements of this construct we would refer the reader to [56].

Study Research Plan

With this study, we contribute to the literature by investigating how games and in-game behavior relate to a player’s self-esteem. More specifically, our research questions are:

- How does a player’s self-esteem influence game performance?
- How does a player’s self-esteem relate to in-game behavior?
- Which game mechanics are suitable for inferring a player’s self-esteem?

We discuss how our findings may influence today’s game design practices and how our work opens the possibility for game developers to introduce games that explore a player’s self-esteem.

To answer the research question “How does a player’s self-esteem relate to in-game behavior?”, we conducted a study in which specific game mechanics and gameplay metrics were compared to the results of the RSES. We performed the study in two phases: the first phase with 98 participants, and the second with 85 participants.

According to the literature [45,71], since self-esteem is a stable personality trait it is not expected to be influenced by other transient states of mind, such as mood or anxiety. This reduces the influence of the conditions the subjects perform the experiment in and makes online administration viable.

Participants

In the first phase of the experiment, we tried to reach a large number of participants by using social media and personal contacts, which resulted in a total of 98 participants. Due to the nature of our social media network, most participants were rather young, with an average age of 22 years old (SD= 3.31), and very familiar with computers and games.

In the second phase, we wanted to reach a more diverse group, so we used a crowdsourcing service (Prolific.ac) to recruit participants and provided a small monetary reward (€5,00) for completing the experiment. The average age this time was somewhat higher (M=26, SD= 5.74), and the participants were less familiar with games.

Procedure

A typical participant followed the following steps:

1. Received an invitation to play an online game;
2. Opened a URL to start the game;
3. Filled in the RSES (Figure 2-7);
4. Completed a profile questionnaire (age, gender, computer and game experience);
5. Started playing the first level (starting with a tutorial);
6. Completed the first level (multiple attempts might have been required);
7. Evaluated own level performance;
8. Played the next level and so on until all levels were completed;
9. Closed the game.

Figure 2-7: The Rosenberg Self-Esteem Scale, which was embedded within our game.

Game Design Elements

Similar to the first study, we developed a purpose-specific game, titled ‘Runner.’ Runner is a barren, 2D platformer with a negligible narrative. The simple look and feel was an explicit choice that was made to avoid strong influences like plots, character self-representation, or empathy, keeping the game abstract.
For the same reason, we purposely did not add an avatar to the game. The player was represented by a centered red rectangle (Figure 2-8 & Figure 2-9).

The goal of the game is to reach the end of a level as fast as possible. The only actions the player can take are moving left, right, jumping, and grabbing (also known as wall jumping). The game is controlled with the keyboard keys W, A, and D, or the arrow keys and Space, which are common for platformer games. Due to the game genre, it is expected that a regular player will need multiple attempts to complete a certain level.

The game has two tutorial levels in which the controls are explained, and the player can practice basic game mechanics. After the tutorials, the game has eight levels of increasing difficulty. All data collected from the tutorial levels were ignored in our analysis to limit spurious effects observed during learning.

In addition to the minimalist look, we intentionally designed a set of mechanics, which we believe might relate with self-esteem and describe next.

**In-game Metric 1 (M1) – Path Choices**

In each level, the player has to choose one of two different paths. These paths are different routes to the end of the level and normally appear once each level. The paths are explicitly marked as “Easy” and “Hard” (logged as paths 0 and 1, respectively), but there are no penalties imposed for choosing either path presented (see Figure 2-8).

Our hypothesis was that players with lower self-esteem would pick the easy paths more often than the players with higher self-esteem would, i.e., players with lower self-esteem would use the less complex paths more frequently, while personalities that are more self-confident would attempt the harder paths more often.

For this mechanic, the following information was logged per level:

- M1.1 Frequency – Frequency of choosing the hard path, considering all attempts.
- M1.2 1st Attempt – The path that the player took the first time a level is played.
- M1.3 Complete – The path the player took when he/she successfully completed a level.

**In-game Metric 2 (M2) – Player Pace**

Levels include timeout zones: yellow areas (depicted in Figure 2-9) in which the timer (score) is paused, allowing players to have a “non-stress” zone.

Our hypothesis is that players with higher self-esteem would remain in the timeout zones for shorter periods than players with lower self-esteem. Once again, we expected that less self-confident participants would take longer to re-evaluate and plan ahead and, therefore, spend, on average, more time in the timeout zones. In this mechanic, we logged per level:

- M2.1 Total Time – Total time spent by a player in the timeout zones.
- M2.2 1st Attempt – Time spent in the timeout zone in the first attempt of a level.

**In-game Metric 3 (M3) – Performance Self-Evaluation**

When players successfully complete a level, they are asked to rate and compare themselves to others. It is important to highlight that, at this point, no score information has been provided to the player.

Nevertheless, while playing a level, a timer could be seen at the top center of the screen (Figure 2-8 and Figure 2-9). The timer displays how many seconds have elapsed since the beginning of that attempt.
While obtained results are expected to depend on the player’s performance, we hypothesized that the self-evaluation would be affected by the player’s self-esteem. We chose three questions that we expected might be influenced by players’ self-esteem (see Figure 2-9):

- **M3.1 Relative** – “Do you think your time was above or below average?” – Player self-evaluation comparing performance to the concept of an average player; the answer was purposely designed to be bipolar.

- **M3.2 Absolute** – “How would you rate your performance in this level?” – Player self-evaluation of performance on a ten-point scale.

- **M3.3 Reported errors** – “Please mark places where you feel you made mistakes.” – A mini-map version of the level is presented to the players, and they are requested to explicitly indicate areas where they thought they made mistakes. In that way, we could measure the number of mistakes, while at the same time have more detailed information on the places within the game where they thought they made errors.

**Explanation of the Design of the Game Mechanics**

Different literature pointed to different behavioral influences based on self-esteem:

First, we found the work of [30], which expanded on how self-esteem influences decision-making and risk assessment. Hence, we decided that we should include a game mechanic for which the requirement was to allow the player to evaluate two or more choices with different perceptions of risk and skill requirements.

Second, other works explain that self-esteem influences rhythm and pace, as measured in the Implicit Association Test [18]. Based on this literature, we defined the requirements for our second game metric, reviewing player stride and exploring player pace variations.

Third, the more traditional definition of self-esteem [7] is purely based on an individual reflective measurement. This meant that our third metric should review evaluative and reflective player behavior.

Summarizing, based on listed self-esteem behavior biases, we defined the requirements, then designed, developed, and integrated them within the game mechanics to assess if they would manifest behavior differences between high and low self-esteem.

**Technical Overview**

The game was developed in a popular game engine (Unity), exported to HTML5 format, and made available online. The game includes a telemetry library, which logged the in-game variables identified above.

The individual player data was sent to and stored in our self-developed online analytics platform. We assigned each player a unique identifier. This unique identifier served two main purposes: firstly, it identified the player, and, secondly, it ensured anonymity, since no other identification was requested or stored in our database.

The in-game analytical platform was developed to serve multiple projects. Its main goal was to log and centralize all the information in a relational database for posterior analysis. The collected data was then analyzed with statistical software, and the results are presented in the next section.

**Research Hypotheses**

To answer the research question, we tested the following hypotheses:

**Player Self-Esteem Does Not Influence Performance (H1)**

The literature explains that self-esteem is not linked to a person’s individual ability [7], and we wanted to test this with the game we developed. We evaluated H1 by calculating the correlation between the measured game scores and the results of the RSES. The performance indicators that were measured were:

- **P1** – Score of the level, i.e., time taken on the first successful attempt to reach the end of the level.

- **P2** – Total time, i.e., the total time a player spent in a level, including all failed attempts.

- **P3** – Number of attempts, i.e., the number of attempts required to complete the level.

Due the fact that levels have different lengths, degrees of difficulty, and challenges, it is necessary to calculate a Uniform Performance measure which can be normalized and, thus, be comparable across multiple levels. We defined this measure as:

\[
UP_L(p) = \frac{P_L(p) - \overline{P_L}}{\text{stdev}(P_L)}
\]

where p represents the player, and PL represents one of the performance indicators for all players in a specific level. The result is negated because of the way the score works, i.e., the longer a player takes, the worse the score; scores are inverted so that positive values represent above-average performances.

For example, if a specific player p0 took 56 seconds to complete level l, and the average time players took for the level was 81 seconds with a standard deviation of 43.8 seconds, then the performance score for player p0 is 0.57. If, for the same level, another player p1 took 93 seconds, this would net the player a score of -0.27.
**Player Self-Esteem Influenced In-Game Behavior (H2)**

We developed two in-game mechanics (M1 and M2) to test if the players’ pace and decisions are influenced by self-esteem. Those mechanics are directly associated with the players’ belief in self-capabilities and are testing whether or not the player’s in-game behavior is affected by self-esteem.

Spearman’s rank correlation is used to test whether or not self-reported RSES values correlate with logged players’ data regarding their path choices (M1) and/or timeout zones (M2).

We consider self-evaluation (M3) to be a game mechanic since it is related to the game and the player’s performance, but it does not measure players’ in-game behavior. Therefore, it was not evaluated for this particular hypothesis. The game mechanic was to keep it simple and direct, but there are ways to increase integration with the game, for example, by linking it with reward systems.

**Figure 2-10: Player self-evaluation performance form presented after each level (M3 – first iteration).**

**Player Self-Esteem Can Be Inferred By Game Mechanics (H3)**

Similar to the previous hypothesis, if strong correlations can be found between player self-esteem and in-game decision (M1) and/or pace (M2), then it will be possible to confirm this hypothesis. In addition, we will also test the correlation between M3 and RSES for this hypothesis since the player’s self-evaluation could be affected by the player’s self-esteem.

While each question (M3.1, M3.2 and M3.3) will be tested for correlation with self-esteem, we do not expect to find correlations because the performance directly influences the self-evaluation proposed by M3 since that is the focus of the questions.

Therefore, we propose the following equation for calculating the Self-Evaluation Bias:

\[
SEB_L(p) = U_P(p) - 2 \cdot |M3.X_L(p)| - 1
\]

Self-Evaluation Bias is a scale that explains how much bias a player has in relation to the actual score. Since the range of Uniform Performance is between -1 and 1, where 0 represents an average player, we converted the M3.X answers into the same scale and subtracted both, leaving us with the difference between the actual performance and the player’s self-evaluation. This Self-Evaluation Bias translates into (Table 2-3):

<table>
<thead>
<tr>
<th>Self-Evaluation Bias</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>(SEB_L(p) &lt; 0)</td>
<td>Modest evaluation</td>
</tr>
<tr>
<td>(SEB_L(p) \approx 0)</td>
<td>Fair evaluation</td>
</tr>
<tr>
<td>(SEB_L(p) &gt; 0)</td>
<td>Exaggerated evaluation</td>
</tr>
</tbody>
</table>

**Table 2-3: Interpretation of the values that are obtained by the Self-Evaluation Bias value. Results**

In this section we analyze the collected data in the first phase of the experiment, justify the alterations for the second phase, and then report the results of the second phase.

**First Phase – Performance (H1).**

In line with our expectations, based on the literature, we could not find a correlation between self-esteem and player performance (see Table 2-4). We calculated the correlation based on data from all completed levels (except for the tutorial) by all players and the respective player’s RSES.

<table>
<thead>
<tr>
<th>Performance &amp; RSES</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1. Level Score</td>
<td>172</td>
<td>- 0.117</td>
<td>0.393</td>
</tr>
<tr>
<td>P2. Total Time</td>
<td>172</td>
<td>- 0.158</td>
<td>0.250</td>
</tr>
<tr>
<td>P3. Attempts</td>
<td>172</td>
<td>- 0.139</td>
<td>0.313</td>
</tr>
</tbody>
</table>

**Table 2-4: Spearman’s correlation results for the 1st phase between RSES and Player Performance.**

We also could not find any statistical correlation between any of the three performance metrics we measured and the player’s self-esteem. One interpretation of these results is that this specific game is not biased towards self-esteem. Prior literature suggests that self-esteem is unrelated to a person’s individual ability [7].
**First Phase – In-Game Behavior (H2)**

As shown in Table 2-5, we could not find any relationship between self-esteem and the player’s choice of path for all of the variables we logged (M1.1, M1.2 and M1.3). It is interesting to observe that self-esteem seems not to influence this specific behavior.

Although not one of our original hypotheses, it is interesting that we found a correlation between self-reported computer experience and the first path players picked in the levels (N= 172, r=0.266, p=0.05). It could be that players with more experience using computers (obtained by a self-report using a ten-point scale) are more likely to pick hard paths the first time they play a level. This result would need to be tested and confirmed in future experiments.

<table>
<thead>
<tr>
<th>Mechanics &amp; RSES</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1.1 Frequency</td>
<td>172</td>
<td>0.099</td>
<td>0.194</td>
</tr>
<tr>
<td>M1.2 1st Attempt</td>
<td>172</td>
<td>0.017</td>
<td>0.820</td>
</tr>
<tr>
<td>M1.3 Complete</td>
<td>139</td>
<td>0.130</td>
<td>0.127</td>
</tr>
<tr>
<td>M2.1 Total time</td>
<td>150</td>
<td>0.228</td>
<td>0.005 *</td>
</tr>
<tr>
<td>M2.2 1st Attempt</td>
<td>150</td>
<td>0.133</td>
<td>0.104</td>
</tr>
</tbody>
</table>

* Significant result

**Table 2-5:** Spearman’s correlation results for the 1st phase between RSES and in-game behavior Mechanics (M1 & M2).

With regards to M2.1, the total time players spent in the timeout zone positively correlated with self-esteem (Table 2-5). Thus, this is a promising direction to highlight, i.e., that the player’s pace in the game relates to self-esteem.

<table>
<thead>
<tr>
<th>Mechanics &amp; Age</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2.1 Total</td>
<td>150</td>
<td>-0.311</td>
<td>0.0001 *</td>
</tr>
<tr>
<td>M2.2 1st Attempt</td>
<td>150</td>
<td>-0.237</td>
<td>0.0034 *</td>
</tr>
</tbody>
</table>

* Significant result

**Table 2-6:** Spearman’s correlation results for the 1st phase between Age and Timeout Mechanic (M2).

Although a statistical correlation exists, we cannot confirm that self-esteem influences a player’s pace since we also found a strong correlation between M2 and Age (Table 2-6). Therefore, there might be other indirect relationships, but we would require more data, and perhaps also using a more generic target group, to confirm this result.

<table>
<thead>
<tr>
<th>Self-Evaluation Bias &amp; RSES</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using performance P1 – Level Score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative</td>
<td>246</td>
<td>0.001</td>
<td>0.986</td>
</tr>
<tr>
<td>M3.2 Absolute a</td>
<td>246</td>
<td>0.147</td>
<td>0.021 *</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>246</td>
<td>0.031</td>
<td>0.634</td>
</tr>
</tbody>
</table>

| Using performance P2 – Total Time |     |         |       |
| M3.1 Relative                 | 246 | -0.037  | 0.559 |
| M3.2 Absolute a               | 246 | 0.170   | 0.007 * |
| M3.3 Reported error           | 246 | 0.013   | 0.833 |

| Using performance P3 – Number of Attempts |     |         |       |
| M3.1 Relative                  | 246 | 0.009   | 0.891 |
| M3.2 Absolute a                | 246 | 0.135   | 0.036 * |
| M3.3 Reported error            | 246 | 0.059   | 0.360 |

* Significant result

**Table 2-7:** Spearman’s correlation results of the 1st phase between RSES and Self-evaluation bias (M3).

**First Phase – Self-Evaluation Bias (H3)**

The results presented in (Table 2-7) show a correlation between self-evaluation (M3.2) and self-esteem in all performance indicators. When having a closer look at the results we observed discrepancies, specifically regarding M3.1 and M3.3.

First, when we asked players to compare themselves with other players (M3.1) by using a dichotomous scale (“below” and “above”) we created a rather crude scale, and we realized that a more refined scale was necessary. Second, we noticed a mistake with the self-reported number of errors (M3.3). The form we provided could not distinguish between the players that were slothful (and would not report errors) and the players that purposefully wanted to report zero errors, which resulted in invalidating the results we wanted to measure. Thus, both M3.1 and M3.3 could not support the associated hypothesis.
First Phase Summary Analysis

Although, we found promising results in the first phase, namely that M2.1 (total time a player spends in a timeout zone) and M3.2 (absolute self-evaluation bias) showed statistical correlations with RSES, we had some reservations with regards to some results. Hence, we decided to run a second phase of the study to validate the results.

Based on the findings of the first phase, we planned a second phase, maintaining the same hypotheses, gameplay and mechanics, but altering the following:

- We noticed that harder levels seemed to provide stronger evidence than easier levels, so we increased the complexity of two levels by making them longer.
- We targeted a more diverse, generic user group to have a more representative sample.
- We changed M3.1 (the comparison scale) to a three-point scale (i.e., Below, Equal, Above) in order to have a slightly more refined scale while still keeping it simple to answer.
- We changed M3.3 by harmonizing the effort of reporting the errors and required players to explicitly report zero errors if that was the case.

Second Phase – Performance (H1)

The results were consistent with the first phase, showing that the player’s game performance does not correlate with RSES (Table 2-8).

<table>
<thead>
<tr>
<th>Performance &amp; RSES</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1. Level Score</td>
<td>181</td>
<td>0.112</td>
<td>0.133</td>
</tr>
<tr>
<td>P2. Total Time</td>
<td>170</td>
<td>0.097</td>
<td>0.206</td>
</tr>
<tr>
<td>P3. Attempts</td>
<td>181</td>
<td>0.010</td>
<td>0.892</td>
</tr>
</tbody>
</table>

Table 2-8: Spearman’s correlation results for the 2nd phase between RSES and Player Performance.

Second Phase – In-Game Behavior (H2)

When analyzing the in-game behavior with regards to player choices (M1), we found similar results, i.e., we could not find any correlation between player self-esteem and the path he/she picked (Table 2-9).

<table>
<thead>
<tr>
<th>Mechanics &amp; RSES</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1.1 Frequency</td>
<td>214</td>
<td>0.003</td>
<td>0.963</td>
</tr>
<tr>
<td>M1.2 1st Attempt</td>
<td>214</td>
<td>0.021</td>
<td>0.756</td>
</tr>
<tr>
<td>M1.3 Complete</td>
<td>181</td>
<td>0.025</td>
<td>0.742</td>
</tr>
<tr>
<td>M2.1 Total Time</td>
<td>236</td>
<td>-0.070</td>
<td>0.280</td>
</tr>
<tr>
<td>M2.2 1st Attempt</td>
<td>236</td>
<td>-0.094</td>
<td>0.073 a</td>
</tr>
</tbody>
</table>

Table 2-9: Spearman’s correlation results for the 2nd phase between RSES and in-game behavior (M1 & M2).

In the data collected in this phase, it appears that there is a tendency for players to spend more time in the timeout zone in the first attempt to complete a level (M2.2) if they have low self-esteem. However, the correlation was very low (-0.094). Also, we did not find any correlation with M2.1.

<table>
<thead>
<tr>
<th>Mechanics &amp; Age</th>
<th>(N)</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2.1 Total</td>
<td>236</td>
<td>-0.097</td>
<td>0.137</td>
</tr>
<tr>
<td>M2.2 1st Attempt</td>
<td>236</td>
<td>-0.074</td>
<td>0.256</td>
</tr>
</tbody>
</table>

Table 2-10: Spearman’s correlation results for the 2nd phase between Age and Timeout Mechanic (M2).

Second Phase – Self-Evaluation Bias (H3)

Similar to the previous iteration, we found moderate correlations with statistical significance between player’s comparison to others and self-rating of performance. The third item we introduced in the scale (equal) allowed for more precision and confirmed the result we got from the first phase (Table 2-11).

Even though we modified M3.3, the self-reported indication of errors to not allow ambiguity caused by slothful players and zero mistakes, we did not find any significant correlation.
### Table 2-11: Spearman’s correlation results for the 2nd phase between RSES and self-evaluation bias (M3).

<table>
<thead>
<tr>
<th>Performance Indicator</th>
<th>N</th>
<th>(r)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Using performance P1 – Level Score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative</td>
<td>181</td>
<td>0.186</td>
<td>0.012 (^a)</td>
</tr>
<tr>
<td>M3.2 Absolute</td>
<td>181</td>
<td>0.169</td>
<td>0.022 (^a)</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>0.085</td>
<td>0.255</td>
</tr>
<tr>
<td><strong>Using performance P2 – Total Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative</td>
<td>181</td>
<td>0.262</td>
<td>0.0004 (^a)</td>
</tr>
<tr>
<td>M3.2 Absolute</td>
<td>181</td>
<td>0.246</td>
<td>0.0001 (^a)</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>-0.043</td>
<td>0.563</td>
</tr>
<tr>
<td><strong>Using performance P3 – Number of Attempts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative</td>
<td>181</td>
<td>0.195</td>
<td>0.009 (^a)</td>
</tr>
<tr>
<td>M3.2 Absolute</td>
<td>181</td>
<td>0.197</td>
<td>0.008 (^a)</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>-0.085</td>
<td>0.909</td>
</tr>
</tbody>
</table>

\(^a\) Significant result

Second Phase – Regression Analysis

In this phase of the study, we confirmed one of the results found in the first iteration; namely, the self-evaluation bias. In addition, there is an indication that pace might be affected by players’ self-esteem.

As in the previous study, we proceeded with a linear regression analysis of the in-game metrics based on the last results obtained. The results in Table 2-12 show that it is possible to obtain simple linear regressions with moderate correlations and significant predictions, although with moderate error margin.

### Hypothesis Review

Based on our study results, we can confirm that there is no correlation between RSES and any of the three performance indicators we measured.

With regards to our second hypothesis, we could not confirm that self-esteem influences player behavior. Of the two game mechanics that were purposely designed to test self-esteem influence, the first M1 (Path Choice) did not show any indication of correlation with self-esteem, and M2 (Player Pace) had mixed results.

RSES & Bias Linear Regression | (N) | (m) | (b) | (r) | (p) | (stderr) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Using performance P1 – Level Score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative (^a)</td>
<td>181</td>
<td>0.05</td>
<td>-1.916</td>
<td>0.165</td>
<td>0.02772</td>
<td>0.023</td>
</tr>
<tr>
<td>M3.2 Absolute (^a)</td>
<td>181</td>
<td>0.03</td>
<td>-1.598</td>
<td>0.142</td>
<td>0.05682</td>
<td>0.020</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>0.02</td>
<td>-0.813</td>
<td>0.067</td>
<td>0.37197</td>
<td>0.022</td>
</tr>
<tr>
<td><strong>Using performance P2 – Total Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative (^a)</td>
<td>181</td>
<td>0.08</td>
<td>-2.888</td>
<td>0.304</td>
<td>0.00003 (^a)</td>
<td>0.018</td>
</tr>
<tr>
<td>M3.2 Absolute (^a)</td>
<td>181</td>
<td>0.07</td>
<td>-2.570</td>
<td>0.282</td>
<td>0.00012 (^a)</td>
<td>0.017</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>0.05</td>
<td>-1.785</td>
<td>0.138</td>
<td>0.06438</td>
<td>0.025</td>
</tr>
<tr>
<td><strong>Using performance P3 – Number of Attempts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3.1 Relative (^a)</td>
<td>181</td>
<td>0.06</td>
<td>-2.401</td>
<td>0.234</td>
<td>0.00153 (^a)</td>
<td>0.020</td>
</tr>
<tr>
<td>M3.2 Absolute (^a)</td>
<td>181</td>
<td>0.05</td>
<td>-2.082</td>
<td>0.214</td>
<td>0.00383 (^a)</td>
<td>0.018</td>
</tr>
<tr>
<td>M3.3 Reported error</td>
<td>181</td>
<td>0.03</td>
<td>-1.298</td>
<td>0.096</td>
<td>0.19676</td>
<td>0.026</td>
</tr>
</tbody>
</table>

\(^a\) Significant result

When we take a closer look on our findings, we believe that the player’s path choice (M1) targets his/her skill level, but is not a conscious self-reflection on self-worth. In other words, while the player is engaged in playing the game he/she is acting and not reflecting. After further consultation, we found another study demonstrating a similar result; this specific study used electrophysiological recordings (electroencephalogram) to investigated the decisions and risk assessments of blackjack players. They found some differences in emotional signals between low and high self-esteem, but, interestingly, not in the behavior, i.e., there is no difference during risky decision-making [79].

This has relevant implications on the design of serious games that need to consider self-esteem. It appears that in-game choices are not affected by self-esteem, but, interestingly enough, a player’s self-evaluation of the performance does correlate with their self-esteem.

The player’s pace (M2) also gave us interesting results. We found a statistically significant correlation with self-esteem, but the results were inconsistent in the two phases of the study. It appears that the player’s pace might be influenced by self-esteem. Nonetheless, the mechanic we designed does not sufficiently capture it.
The Self-Esteem Implicit Association Test [9] also uses timing and pace to measure self-esteem. This seems to be in agreement with the finding that the player's pace may be influenced by self-esteem. However, based on our results the relation between the two is not entirely clear.

For our third hypothesis, we demonstrated that it is possible to infer player self-esteem by using the concept of Self-Evaluation Bias. When asking players to rate their own performance, their evaluation is susceptible to reflection on their self-esteem. Moreover, it is possible to predict self-esteem based on self-evaluation bias using a simple linear regression model with a moderate error margin. Based on this result, we posit that self-evaluation is a promising game mechanic to be addressed in future games.

Game designers might find more creative and playful ways to let players to evaluate their own game performance than the one we designed, for example request a player to review their activities to “teach” in-game characters based on their performance. By doing so, it is even possible to increase the frequency and the duration of the player measurement, which we suspect that it will increase the accuracy of the predictions.

**Study Limitations**

The RSES is an explicit personality self-test; it requires respondents to consciously rate their own self-esteem, which may be difficult or bias results. We have not used implicit self-esteem tests, heeding relevant criticisms reported in the literature [11]. Nevertheless, we conjecture that the in-game mechanics that we designed might relate more strongly with the results of implicit self-esteem tests. Future research could consolidate the results found by comparing self-esteem as estimated using self-appraisal of game performance with implicit tests.

Finally, although the study involved two different target groups, a replication study with a larger sample that applies randomized sampling procedures is needed to enable generalizing claims regarding the measurement of self-esteem through games.

**Discussion**

There have been a few related studies on profiling players [38,39,78,81] which propose modeling techniques and methods through a post-game analysis. In these studies, the game metrics computed were decided prior to, and independently of, the specific traits or skills to be assessed. In contrast, this article has presented two games that were designed and developed specifically to enable profiling a specific trait with game metrics, i.e., our studies show that games can be purposefully designed to profile specific personality traits.

A systematic and methodological approach for designing games able to profile personality traits is fundamental since the chance of failure is high if an ad-hoc approach is used. Hoping to be able to profile specific traits with an ad-hoc approach is not advised mainly because the probability of leaving out essential game metrics for the profiling is high.

We were able to infer NfC by designing a simple strategy game that tested whether or not players’ Need for Cognition correlates with players’ behavior regarding hints. As hypothesized, we found a negative correlation between following hints and NfC. Further analysis also showed the ability to predict NfC using simple linear regression with moderate error. Similarly, in a second platformer game we were able to demonstrate that a player’s self-evaluation of his or her performance could be used as a novel game mechanic that correlates with the player’s self-esteem.

**Systematic Method to Profile Player Traits**

Understanding Game Mechanics as rule-based systems which control how players interact with the game world are a core element in any game design [17,61]. There are generic, known mechanics, which can be found in every game, such as, for example, tutorials, progression charts, levels, scores, rewards, achievements, and so on. Mechanics provide designers with an instrument that addresses a suitable level of abstraction and allow the implementation of in-game metrics that do not compromise the game.

The studies reported in this paper are offered as examples for game designers of how to enhance the value of games while adding an intentional profiling layer. We have presented two game mechanics that potentially lower cognitive requirements in measuring the bias players might exhibit during gameplay.

We recognize that, in order to advance the research topic addressed in this paper, future researchers require a systematic method. We foresee that a systematic method is necessary for at least three aspects: 1) to list existing game mechanics and their links to personality traits, 2) to identify existing game mechanics and their relevance to personality traits, and 3) to design new game mechanics in order to address untapped potential in mapping to personality traits.

For all of the aforementioned aspects, we believe that a platform that will support and advance the collaboration between different stakeholders is necessary. To that end, we have already conceptualized and developed a platform that supports three key stakeholders: game designers, researchers, and players [59]. The GUraas platform supports game designers by allowing them to expose part of their games for researchers’ needs. Researchers can then embed their research instruments into games. Players can consent and provide valuable data by utilizing those research instruments while playing a game.

We envision that our platform will reveal a list of relevant game mechanics and their match to research findings regarding personality traits for both game
designers and researchers alike. In that way, both groups of stakeholders can be informed and able to utilize the first two aspects we listed in the beginning of this section. Furthermore, our platform could, in the future, support the necessary collaborative features of the third aspect, i.e., support a conversation between researchers and game designers to conceptualize and develop new game mechanics for the purpose of personality traits research.

Our contribution defines game mechanics that relate player personality traits to in-game behavior. At a higher level, we contribute to the broader recognition of games as implicit measurement tools for players' psychological traits.

### Player Profiles in the Games Industry

The motivation for developing user profiles is well established, at least for productivity-oriented software [35,77]. However, games differ from software that focuses exclusively on productivity, games focus on the user journey and experience as well. Game designers are often portrayed as experience designers, i.e., their role during development of the game is to define, develop, and tune the aspects of the player experience, such as flow [68], engagement [55] and usability [23].

The insights gained from player modelling may lead directly to designing better games, creating sophisticated audience models, and enabling the development of adaptive gameplay. Adaptive Artificial Intelligence [16] is a generic term used in game development that specifies ways and means to change dynamically games based on in-game behavior or trait profiling, personalizing the player experience. For example, adjusting the game to player skill to reduce frustration, increasing playing time by removing repetition, and increasing control and adapting the content to suit different target audiences.

In addition, with recent developments in game telemetry, the games industry is becoming increasingly motivated to collect, study, and develop player models since they lead to real commercial benefits, such as increasing the player base, improving development and design techniques, and developing new monetization models [20].

Profiling can directly support the design process by providing an understanding of how game mechanics can affect and trigger specific behaviors. By closely exploring specific personality traits, we can understand in-game behaviors and explain effects of specific game mechanics, including how they influence motivation and preference [31,53].

### Relevance of Profiling Need For Cognition For the Games Industry

The hinting mechanic that we depict in our first study captures how players accept information, which is psychologically relevant and may be directly explored by game designers to improve players’ experiences. By using procedural level generation, levels can be personalized for each player. For example, the levels could present more frequent mental challenges to high-NfC players and, in theory, improve her/his enjoyment.

Furthermore, this information can be used to create customer profiles and support targeted advertisement for in-game content purchases [44]. It is known, for example, that low-NfC players respond better to visually complex stimuli.

### Relevance of Profiling Self-Esteem For the Games Industry

In a clear and interesting outcome from the game design point of view, risk evaluation is not linked with self-esteem, i.e., if a target group study demonstrates that players have the tendency to have lower self-esteem, that should not influence the designer to make less challenging or risk-rewarding decisions. Our study demonstrated that players' self-esteem does not influence risk-assessment decisions.

On the other hand, self-esteem does influences the reflective aspect of players. Hence, if reflective or evaluative metrics are performed, they need to be carefully handled because they incur of self-esteem bias. In other words, if a designer is, for example, evaluating the player’s experience by questioning the player’s results, this might be influenced by player’s self-esteem.

Furthermore, profiling players according to their self-esteem can further support the industry by providing an understanding of closely related problems of addiction, aggressive behavior, and anxiety, since they are connected with this trait [37,46].

### Player Profiles For Serious Applications

Player profiling for a serious purpose, i.e., for purposes outside the game domain, can potentially offer substantial societal benefits. For example, assessing self-esteem through games can be applied in healthcare and preventive care to support the diagnosis and measurement of symptoms pertaining to mental pathologies at a large scale, e.g., the large prevalence of depression in pregnant women mentioned above [29], suggests a plausible application area for player profiling.

The possibility emerges to design games that could aid patients to recover from specific pathologies, like depression or narcissistic disorders. However, this can only be achieved if experience/game designers have an accurate understanding on how specific mechanics trigger, train, reinforce and explain specific behaviors. Player profiling can be used in the education domain to provide richer information to educators for explaining behaviors and achievements of students. In a business context player profiling could be applied to assess personality of candidates during intake procedures or of employees. Unstructured selection processes are subject to social influence [5]. Even using structured questionnaires for assessing personality is subject to self-presentation biases that limit the validity of these tests; to reduce such situations [48] suggests the need to
avoid published personality inventories in job selection and the need to find alternatives to self-report personality measures.

**Directions**

The work in this line of research offers several other interesting directions to explore. We highlight a few in this section.

**Games User Research Platform**

We believe that integrating player profiling into games, as illustrated with the two cases reported above, can be approached more systematically and even extended to include existing popular games.

A drawback of the two case studies we presented is that a significant amount of resources need to be invested to design and develop such games. Furthermore, for such games to become popular, substantial investment would be needed in marketing and promotion. Thus, the investment in developing such games typically ends with the research studies themselves. Instead of developing games from scratch to investigate certain traits, we envision that a data collection platform specifically designed for researchers to embed their research instruments into existing popular games will be a very substantial addition. For example, such a platform could allow researchers to embed customized questionnaires into a specifically defined game context (e.g., in a certain part of a level) to collect players’ opinions in combination with in-game data. While there is a clear benefit for researchers, there might also be added value for both game developers and even players.

**Transferability**

A direction for future research is to investigate the transferability of the profiling information in configuring and adapting other systems beyond the game itself. For example, in the context of crowdsourcing, which requires crowd workers to complete paid tasks, such systems could filter the type of tasks that are offered in terms of the potential crowd-workers’ needs for cognition. More specifically, tasks that require visual recognition might be more suitable for users with low need for cognition. It is also possible to imagine this type of information being carried over into e-learning systems. For example, if an e-learning system already knows that a certain user has low self-esteem, at the very least, it can inform the instructor so that he/she can take that into account, or the system itself can provide more supportive messages to encourage such a user.

**Ethics of Player Profiling**

Player profiling raises salient questions about the ethics of such a practice, especially if it is used for commercial gain. On the one hand, we recognize the potential and value of player profiling for socially desirable purposes. On the other hand, we can also imagine misuses of implicit player profiling. Further work needs to examine in depth the ethics of player modeling and to develop appropriate guidelines, and eventually policies, to safeguard the public.

**Conclusion**

We present two studies that investigate the role of specific, yet potentially widely applicable, game mechanics for correlating to and predicting players’ personality traits. More specifically, in the first study, we presented Nanobots, a strategy game to investigate whether or not players’ Need for Cognition (NfC), a general and stable personality trait, correlates with players’ behavior regarding hints. As expected, we found a negative correlation between following the displayed hints and NfC. In the second study we presented Runner, a platformer game, to investigate which game mechanics are likely to infer self-esteem. The results of this study suggest that player performance is not influenced by self-esteem. Remarkably, players with low self-esteem chose harder paths as often as players with high self-esteem, indicating that self-esteem does not influence the decision process when actively engaging and participating in such activity. We found some influences related to a player’s pace in the game, but our data has not been conclusive. However, we were able to demonstrate that a player’s self-evaluation of his or her performance could be used as a novel game mechanic that is biased towards self-esteem. Further statistical analysis in both studies showed that the aforementioned game mechanics could predict the respected personality traits.

Our studies imply that game designers, developers, and researchers can directly benefit from the unobtrusive detection of stable personality traits such as NfC and self-esteem. For example, system behavior could be adapted according to detected player’s traits. Extending the principle demonstrated in this paper offers significant promise by defining further links between game mechanics and players’ traits to not only support the development of better games, but also to enhance the value and utility of such games.
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Chapter 3
Profiling Ethics Orientation through Play

Abstract
Research studies and recruitment processes often rely on psychometric instruments to profile respondents with regards to their ethical orientation. Completing such questionnaires can be tedious and is prone to self-presentation bias. Noting how video games often expose players to complex plots, filled with dilemmas and morally dubious options, the opportunity emerges to evaluate player’s moral orientation by analysing their in-game behaviour. In order to explore the feasibility of such an approach we examine how users’ moral judgment correlates with choices they make in non-linear narratives, frequently present in video games. An interactive narrative presenting several moral dilemmas was created. An initial user study (N=80) revealed only weak correlations between the users’ choices and their ethical inclinations in all ethical scales. However, by training a genetic algorithm on this data set to quantify the influence of each branch on recognizing moral inclination we found a strong positive correlation between choice behaviour and self-reported ethical inclinations on a second independent group of participants (N=20). The contribution of this work is to demonstrate how genetic algorithms can be applied in interactive stories to profile users’ ethical stance.
Introduction

Following the financial crisis of 2008 there has been a growing concern surrounding news reports regarding unethical practices in business. Unethical behaviours like stealing, lying or fraud are affecting adversely the economy but also society in general [7,9,22,42]. In a recent analysis of 2,410 cases of occupational fraud reported between 2014 and 2015 it is argued that the studied organizations lost about 5% of their annual revenue as a result of fraud while the total losses resulting from unethical behaviours exceeded $6.3 billion, with an average loss per case of $2.7 million [1]. Growing public awareness of unethical behaviour in business has prompted calls for explicit actions to instil ethical values in corporations [6], which makes methods for assessing the moral judgement of employees very relevant.

Moral judgment is the thinking process that determines if an idea, entity or action is right or wrong; but also how it fares in terms of other related concepts such as good, bad, unconventional, bizarre, ethical or irrational, to name a few. The process an individual takes to determine "right" or "wrong" is directly dependent upon the individual's cultural setting, context and the perceived consequences an action might have [27]. People often find themselves in a situation where a difficult choice has to be made between two or more undesirable alternatives, otherwise known as a dilemma. People face ethical dilemmas in their professional capacity, e.g., end of life judgments for medical doctors [25], in major choices pertaining to family and social life, but even in mundane daily activities where people break social norms or laws; e.g., cutting in line to make it for lunch, or speeding while driving to catch a flight.

Different ethical theories provide guidance for resolving moral judgments based on diverse and sometimes conflicting values. Representative theories include: Moral equity, Contractualism, Relativism, Egoism and Utilitarianism [27]. The conflict between these values underlies classic dilemmas (e.g., Heinz's dilemma or the trolley problem, [21]), and is manifested in numerous entertainment products like movies, music, books, and recently even games.

Games as profiling tools

Games are a medium promoting very extensive and diverse player interactions, which encourages game companies to use telemetry to monitor player's in-game behaviour. Analysing such data can provide clear and detailed information about what players do within the game, which can serve marketing purposes or the development of more engaging games. In the last few years this practice has rapidly expanded and matured across the gaming industry, which is increasingly recognizing the value of understanding player behaviour [10].

The term "Game Metric" is defined as data-driven information that is collected with games. Game metrics are interpretable measures of in-game interactions by the players [46], e.g., at what times do people play a game, how much time or money they spend. Game metrics often serve predictive business analyses pertaining to topics such as the expected sales figures or the expected number of players. Other examples of game metrics concern in-game player behaviour that can be valuable during game design, authoring and content creation, e.g., in-game position, frequency of used items, accuracy and skill set, which allow game designers to know more about the players, their behaviour, proficiency and experience.

Player Modelling [46] pertains to developing means to measure, interpret and represent player behaviour [29]. Recently, there has been an effort to assess personality profiles based on in-game behaviour, like the Big Five Personality Traits [23,24,47], HEXACO [45], Need for Cognition [32] and Self-esteem [31]. In these studies videogames are seen as a sandbox that encourages role-play and that allows players to make choices and take actions while avoiding their real-life consequences, in a way that reflects their individual personality.

This research aims to contribute to Player Modelling literature by showing how in-game choices relate to a player's moral judgment. Specifically, this study addresses the following research questions:

- Is players' moral judgment related to their in-game behaviour?
- How can an interactive narrative be designed to allow implicit profiling of players' ethical orientation?

The contribution of this paper is twofold. First, it pertains to application of machine learning algorithms to relate users' choices in interactive stories with their moral judgment. We show that choices players make during interactive narratives can serve as an implicit measure of one’s ethical judgment. This can be useful as an alternative to psychometric questionnaires, with some advantages over those, such as being more fun and engaging, and potentially leaving less room for self-presentation bias when compared to explicit self-report.

Multi-Dimensional Ethics Scale

Most profiling ethics methods require participants to self-report opinions of specific situations. Perhaps the most used psychometric instrument for understanding ethical norms is the Multidimensional Ethics Scale (MES) which was originally developed by Reidenbach and Robin [34] and then further refined by Reidenbach et al. [36].

MES represents the evaluative criteria that individuals use in making a moral judgment based on five independent ethical norms: moral equity, deontology, relativism, egoism and utilitarianism. Scores along these scales represent a ‘moral compass’ of respondents. Since its publication, numerous studies have used MES to evaluate all five or a subset of the five ethical norms, demonstrating a strong degree of validity and a high degree of reliability. MES has been applied
in a wide range of contexts, including evaluating marketing ethics [37], business ethics [15] and questionable Internet practices [44].

In the MES questionnaire a participant evaluates a set of vignettes according to several semantic scales, i.e. a short story is presented to the participant that explains the setting of a dilemma or an ethical issue and followed by an action explaining how the situation was resolved. The participant is then requested to evaluate the action by classifying (in a Likert scale) multiple semantic statements that are associated with the different ethical norms, like just-unjust, fair-unfair, does-doesn’t violate an unspoken promise, etc. [34] (see Figure 3-1).

Figure 3-1: Graphical example of the output of MES questionnaire for all five norms. The graph indicates moral judgment being influenced largely by Moral Equity and Utilitarianism and much less by Egoism.

Ethical Norms

A complete overview of all ethical norms associated with Moral Philosophy is outside the scope of this paper; readers can find more information in relevant textbooks [27]. It is quite common in research to address only a subset of specific and distinct ethical theories rather than the complete MES inventory [4,12,18,19]. Accordingly and to keep the size of the study manageable, we demonstrate the feasibility of our approach by considering only three out of the five ethical norms as including all five norms would increase considerably the writing effort and the logistics of experiments. Specifically, we addressed the following norms: Contractualism, Utilitarianism and Moral Equity. A brief discussion of all ethical norms is provided as background information for this study.

Moral Equity

Much of the most influential concepts of moral equity (also known as Justice) derive from the writings of Aristotle. The Principle of Formal Justice states: “Treat similar cases similarly and different cases differently in the proportion to their difference(s)” [5]. It is considered formal because it specifies the form that matters in justice but still does not specify what counts as alike and unalike, leaving that for a substantive principle of justice [5]. The most important concept in this theory is related to the equal distribution of value and to the develop rules or procedures that result in fair or just outcomes. Moral equity can be subdivided into procedural and distributive justice.

Procedural justice relates to the fairness in processes, and it is divided into: i) pure, if the rules guarantee an objectively just outcome in every occurrence, ii) perfect, if the rules provide an individual with a fair result in every case, and iii) imperfect procedural justice, if the rules represent the best attempt to produce fair results, but sometimes the outcomes are unjust.

Distributive justice is a contemporary ethical theory focused on the uniform distribution of values and/or goods [35]. An action is ethical if it provides equal wealth, rewards, opportunities, obligations and/or burdens by all involved members, unless there is a morally significant and justifiable difference between them.

Contractualism

Contractualism also known as Deontology, stems from the Greek word deon (δέον), which means “duty”, pertaining directly to an individual’s duty towards others. In other words, it is the duty of an individual to act according to genuine and legitimate claims of others, even if not enforced by any authority [38]. This ethical theory defines, for example, the sense of responsibility to pay our debts or care for family. Actions are the main drivers of duty ethics, which teaches that some acts are right or wrong, and individuals have a duty to act accordingly, regardless of the good or bad consequences that may be produced.

Emmanuel Kant is the father of the “Categorical Imperative”, which uses the notion of maxims to define moral acts. Maxims are universal rules that define what ethical actions are. Simple examples are: it is wrong to kill innocent people, it is wrong to steal, or it is right to keep promises [20]. As an extreme though illustrative example, Kant argued that it would be wrong to tell a lie in order to save a friend from a murderer. This ethical theory is linked with the individual’s rights, by enforcing duties and codes of honour for individuals to follow. A general understanding of maxims comes through political, social or religious grounds like constitutions, military codes or sacred texts.

Utilitarianism

Utilitarianism states that individuals should act to produce the greatest possible good for all of society. It requires the decision maker to consider all possible outcomes of their actions/inactions and weigh which results in the best ratio of good versus bad outcomes for society [28]. Effectiveness and productivity are also very much related to this theory, since a less efficient action is likely to produce less utility and would therefore be qualified as less ethical. Also, concepts like democracy where the opinion of the majority rules, demand and supply or capitalism are linked to utilitarianism theories [28,38].
An important notion to understand is the fact that according to utilitarianism, actions that may cause harm to individuals or minorities can be defined as ethical if they can be compensated with a minor gain to a majority. An extreme example would be to refuse medical care to someone during rush hour because it will create a traffic jam for thousands of people. In addition, the definition of greater good can be broken down into multiple parts like: social, economic and ecological. Historically those aspects often clash, and it is in practice difficult to define and quantify ethical action based on imperfect information and the inability to measure or compare outcomes [38].

**Ethical Relativism**

Relativists believe that ethical values are dependent on one’s culture, feelings, or religion. Thus a decision may be deemed ethical in one’s own culture, while the same behaviour under the same circumstances may be judged unethical in another culture. An individual has to be careful and distinguish what people believe is right or wrong, and there can be no objective basis for a moral judgment as every culture devises its own set of moral standards, and therefore, no universal ethical rules exist that apply to all [30].

Anthropologists have reported diverse and contradictory ethical values in different cultures, which is the main evidence and the justification for relativism. There is some criticism over relativism, pertaining to it not serving the main task of ethics: the preservation of conditions that allow people to pursue a happy and stable life [17]. Several managers cite relativism as a justification for alleged unethical behaviour, especially in multi-cultural and international situations [17].

**Egoism**

Egoism is a teleological (consequentialist) theory that states decisions should reflect solely on one’s best long-term interests, i.e., an ethical action should be performed if it produces a greater ratio of good versus evil for the individual in the long run. In short, it means actions that result in the greatest good for the individual. Some variations of this theory focus on a short-term hedonism, stating that everyone is psychologically programmed to behave only in their own self-interest [33].

Modern philosophers consider egoism seriously since the personal long-term interests create a suitable context, which motivates individuals to help others, as well as to help define and follow the rules of society. There are some critical positions against egoism, namely that it disregards dogmatic principles, like what most people commonly agree is right and wrong. In addition, and similar to relativism it does not serve the purpose of ethical philosophy [26].
Branching narratives are considered as non-linear gameplay, which emphasizes on the player’s choices as a central part of the design of the game. Using Crawford’s game definition and taxonomy [8], the branching narrative is classified as an entertainment interactive challenge or puzzle (see Figure 3-2).

Figure 3-2: Illustration of Crawford classification of entertainment products. Non-linear narratives are interactive, goal oriented but not collective, therefore considered a puzzle.

Branching Narrative

The branching narrative that we developed was inspired by the movie Interstellar (2014). Our story is based on a sci-fi setting and places the reader in command of a spaceship where he or she must manage with limited resources and a small crew in a last-ditch attempt to find a solution to a plagued and threatened Earth. The story is written in English, capturing the main plot of the movie and featuring similar characters. The narrative is around 10,000 words (including all branches), and our data shows that native English speakers take 30.5 minutes on average to complete a single read through (SD=9.1). The story was split in multiple small segments (from 10 to 250 words each) to be presented separately to readers and which provide distinct narrative sections. At the end of a section a way forward is presented with one or more links to following sections (see Figure 3-3).

Figure 3-3: Visual illustration of part of the structure of the branching narrative. Every node represents a text section, and the arrow the choices available. The numbered nodes are sections where the choices are linked with ethical behaviors.

Singular links in a section provide a linear progression, while multiple links provide readers with branching choices in the narrative. A reader is asked to commit to a certain choice and is not allowed to revise his or her decision, i.e., when given multiple choices, a reader can only choose one specific path, and there is no option to go back and modify a choice once it has been made. Across the narrative there are 15 moments that all readers go through independently of their previous choices and where they need to make a choice (illustrated as numbered nodes in Figure 3-3). In these specific 15 moments there are always three choices presented to them, each based on one of three aforementioned ethical norms.

To support the data collection a web-based platform has been developed, which allowed participants to read the story online and make their choices. The order of choices available to players is randomly presented in order to avoid placement bias. In-game metrics record all players’ decisions. For the purposes of this study only the choices in these 15 moments matter. An example of a page of the narrative on one of those 15 moments with three options is depicted in Figure 3-4.

Participants

To reach a more diverse participant group than the typical university participant pools [2], a crowdsourcing service (prolific.ac) was used and a small monetary reward (£2.50) was provided for completing the study. Detailed participant demographic profiles were provided by the crowdsourcing service, and all participants were informed of the fact that data was being collected for research purposes and that all logged data was anonymous.

All our participants were native English speakers, and the average age of our participants was 35.6 (SD=11.4), with 54% being female, almost all were Caucasian, but the sample showed good diversity on religion and political
affiliations. Even though most of the participants belong to the Occidental culture, it is not expected that this study would be influenced by cultural differences; the plot reflects a futuristic environment and a global scale problem, avoiding references to countries or strong cultural ties. In addition, the collected data is measured against a validated model (MES), which has been used in multiple target audiences with diverse religions and cultural backgrounds.

**Process**

A typical participant followed the following steps:

1. Receive an invite to play an online game
2. Open a URL to start the branching narrative
3. Complete a demographic questionnaire
4. Complete the MES questionnaire
5. Read the branching narrative, and chose an option for each of the branches (see Figure 3-4)
6. Receive the results of the MES questionnaire and their choices in the branching narrative (Figure 5).

To avoid learning effects and self-presentation bias, we only considered participants’ first attempt at the game. Furthermore, we excluded participants that had previously seen the movie that our story was based on; a specific question was included in our demographic questionnaire for that purpose. Our last exclusion parameter related to how long people took to read the story, all outliers were also excluded, i.e., players that read the story under 12 minutes and above 49 minutes.

**Results**

After applying the aforementioned exclusion criteria, we retained 55 participants (out of 80). For the 55, the data was more or less evenly distributed among the different ethical theories in both the MES scores and the followed branches in the narrative (Figure 3-6). We note a slight preference of our sample for utilitarianism and contractualism over moral equity; this pattern is noticeable both in the MES scores and in the branching narrative choices.

In the following paragraphs we explore the relation between the choices made in the branching narrative and the players’ MES scores.

**Raw scores**

As a first approach we correlated all branch choices to the MES scores. As an example to clarify the calculations; player p starts by filling out the MES questionnaire, from which we obtain an independent score for each of the different ethical norms $\text{MES}_{p,e}$ where $e$ is the ethical norm (i.e. Moral Equity, Contractualism and Utilitarianism). $\text{MES}_{p,e}$ ranges from 0 to 48; it is calculated by adding a score ranging from 0 to 6 for two different attributes per norm for each of the four vignettes.

While the player reads we record all choices $p$ made throughout the 15 branches (Figure 3). $B_{p,n,e}$ represents player $p$’s ethical norm choice on branch $n$. After $p$ completes reading the story, we calculate the branch score $B_{p,e}$ (1), which indicates how frequently $e$ has been selected.

$$B_{p,e} = \frac{\sum_{n=1}^{15} \begin{cases} B_{p,n} = e & 1 \\ \text{else} & 0 \end{cases}}{15}$$ (1)
In this analysis we calculate Spearman’s correlation coefficient independently for every ethical norm e by comparing all the pairs (MESp,e, BSp,e) for all players. This analysis does not provide any evidence of a correlation between the choices made in the story and the MES scores (Table 3-13).

<table>
<thead>
<tr>
<th>Story vs. MES (Raw)</th>
<th>N</th>
<th>R</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moral Equity</td>
<td>55</td>
<td>-0.004</td>
<td>0.971</td>
</tr>
<tr>
<td>Contractualism</td>
<td>55</td>
<td>0.039</td>
<td>0.776</td>
</tr>
<tr>
<td>Utilitarianism</td>
<td>55</td>
<td>0.241</td>
<td>0.075</td>
</tr>
</tbody>
</table>

Table 3-13: Direct correlations between story choices and MES

**Machine Learning**

Since a direct correlation was not obvious we decided to apply a machine learning approach [49]. The approach we followed uses a genetic algorithm commonly used in feature construction and optimization algorithms [3,14] to identify how much each branch contributes to the scores for each of the ethical norms. Using the branch choices from the 80 participants we calculated a weight Wn,e for each branch n which optimized the inference of the ethical orientation e. With these weights we wanted to see if they could be used to correlate with other participants’ ethical orientation.

The genetic algorithm rules are straightforward: the weight range is between 0.0 and 2.0, and the sum of all the weights needs to be 15.0 (1.0 per branch). The algorithm uses elitist selection (best solutions are stored from multiple generations), and the fitness function is the Spearman’s statistical correlation. We aim to maximize the correlation (r) while minimizing the significance (p).

The Wn,e (set of Wn,e for all branches) were generated by: i) randomly generating the full set of weights, ii) mutating a single weight by assigning a new random value for a single branch and iii) by cross-over where new sets are generated by cross-breeding existing sets. The algorithm computed multiple generations of Wn,e and convergence was achieved after 8 to 10 generations.

\[ BS_{p,e} = \sum_{n=1}^{15} \begin{cases} B_{p,n} = e \cdot W_{n,e} & \text{if } W_{n,e} \neq 0 \\ 0 & \text{otherwise} \end{cases} \]  

Validation with a new data set

We recruited a new cohort of participants (N=20) from Prolific.ac. These 20 participants showed similarities with our original group; their average age was 36.9 (SD=11.2) and 50% were female. They followed the same process and similarly we excluded three participants applying the same exclusion criteria as before. The difference with this group pertained solely to how we compute the branch score, by applying the Wn,e scores that were calculated with the data collected from the first group of participants.

The results (see Table 3-14) show strong positive correlations between the new set of readers’ narrative choices and their MES scores, allowing us to conclude that there is a relation between players’ in-game choices and their moral judgment, when appropriate weights are applied.

<table>
<thead>
<tr>
<th>Story vs. MES (MLearn)</th>
<th>N</th>
<th>R</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moral Equity</td>
<td>17</td>
<td>0.511</td>
<td>0.036</td>
</tr>
<tr>
<td>Contractualism</td>
<td>17</td>
<td>0.613</td>
<td>0.009</td>
</tr>
<tr>
<td>Utilitarianism</td>
<td>17</td>
<td>0.631</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 3-14: Strong positive correlations were found between the weighted branch choices and MES. This means that tracking user choices in interactive stories could help predict ethical inclinations.

**Discussion**

A strong narrative intertwined with gameplay often helps create compelling ethical dilemmas. Game designers put a lot of effort in creating an authentic interactive story and an engaging experience. On the other hand, it is also common for designers to use dilemmas within the narrative to create emotional bonds with the player’s decisions and give players the feeling that they are actually in the starring role with meaningful consequences. The use of ethical theories within game narrative design is not entirely new, as some designers actively study them to apply them within game development [40]. However, our study has taken a different approach to examine if and how the players’ moral judgment is manifested in their gameplay. By uncovering the correlation between in-game player choices with their moral judgment we show i) that players’ moral judgment is related to their in-game behaviour, and ii) how to design an interactive narrative support the implicit profiling of players’ ethical orientation.

**Profiling moral judgment through play**

Our results support the hypothesis that player in-game choices are influenced by their moral judgments. Initial analysis of the raw data from all recorded choice behaviours did not reveal any correlation to their moral judgment scores obtained through MES. However, using a machine learning approach to weigh
the contribution of each node of the interactive narrative, we could obtain a score that describes the player’s observed moral choice behaviour which strongly correlates to the MES score. With this work we contribute to the literature by showing how an interactive story can provide a measure that correlates to self-reported ethical judgments and how the application of a machine learning approach which designers of interactive narratives can apply to profile their players’ moral judgments.

While this result was obtained in the context of an interactive narrative, we conjecture that it could be possible to compute a similar correlate to players’ ethical judgments with any game (also of a different genre) that places the player in a position which he or she has to choose between two or more alternatives that correspond to different ethical choices as a way to profile players’ moral judgment, like: survival, role-playing, construction, management, stealth, life simulation or war games. To do so successfully it is important to map actions and choices that are available to the player on ethical norms. Our results also show that not all branches are effective identifiers for ethical norms. In the next section we discuss in more detail these differences.

**Designing effective Choice/Actions identifiers**

A careful look at the narrative of high-weighted nodes shows that unambiguous contexts, referring to known terms that are associated with norms are better able to evoke choice behaviour that relates to players’ ethical norms. In the example depicted in Figure 4 (B13), it is clear that the first option is linked with utilitarianism and represents consequences (“might lose”), while the second option is linked with contractualism (“mission”), and finally the third is linked with moral equity (“fair”).

On the other hand, a complex introduction or less clear choice statements can lead to different moral interpretations. For example, in B5 readers have to decide in which planet to land first and a long story plot is revealed with multiple side effects. In addition the choices presented to the user may reflect different norms: i) ‘What if he needs our help?’, ii) ‘We should conserve fuel’ and iii) ‘We will do what the majority wants’. These could all be taken to represent a more utilitarian view rather than alignment to different ethical norms.

Therefore, simple and clear text should be used exposing the situation and lending clarity to options and consequences. Furthermore, the design challenge is in that the presented choices need to be directly associated with the ethical norm while at the same time they should provide a meaningful outcome for the story.

**Designing Ethical Games**

Games, like other entertainment products, use ethical dilemmas and break moral codes as a way to enhance user experience. Due to interactivity and role play, players are confronted by dilemmas embedded within the games, which exposes players to situations like corruption, theft, violence or gender discrimination just to name a few morally debatable game experiences, but, can also serve as a canvas to explore loyalty, companionship and compassion [16,39,40,48].

Rather than just a medium for conveying negative influences, a game can have a positive contribution to the ethical development of individuals and companies. In this sense, our research also opens up the opportunity to use moral judgment as a game metric. By extension, game developers can use player models [46] to measure players’ moral judgment in real time and alter the game to increase player engagement and enhance their play experience. This research directly contributes to player profiling by uncovering a mechanic that can be easily replicated in other interactive stories.

**Opportunities**

There is a clear opportunity for applying player profiling techniques to other applied fields. As described in the introduction, there are multiple domains in society, business, and healthcare whether measuring individual ethical orientation be useful. For example, there are specific studies in the financial and business sectors which show that directly ethical attitude/orientation is important to maintain ethical behaviour [41] and professional commitment [43], and recommend to include the ethical profiling as part of the Human Resource Management.

Despite the study being very promising and our conscious effort to recruit participants with diverse demographics (including gender, age and political affiliation) the generalizability of our results for different populations and cultural contexts would still need to be established by a replication study that involves a larger and more varied sample of participants. In addition, MES has two dimensions which have not been covered in the present study (Egoism and Relativism). For completeness future studies should address those two norms as well.

Although it is out of the scope of this study, working with game telemetry and ethics raises itself salient ethical questions about profiling players, especially for commercial purposes. There can be great societal value derived from profiling ethical orientation, which in turn calls for deliberating on ethics of player modelling as such, and for taking measures to inform and safeguard the public (e.g., to make people aware of profiling taking place and its purpose, to decide when it is morally justifiable to carry out such profiling with or without player cooperation). Guidelines for the ethical use of player modelling, informed consent procedures, and safeguards for the privacy of players and compliance with the evolving privacy legislation still need to be developed.
Conclusions

In this work, we have examined whether one's choices in an interactive story are correlated with one's moral orientation; distinguishing between Moral Equity, Contractualism and Utilitarianism. For this purpose we developed a branching interactive story, inspired by a science fiction movie, which presents players with moral dilemmas. We compared player choice behaviour within the interactive story with player's ethical orientation as measured by a questionnaire that gauges one's ethical inclination (the Multidimensional Ethics Scale). Based on that data we then applied a genetic algorithm to calculate weights to the different story's branches. Our analysis of experimental data resulted in a weighted model of player choices which is correlated with their ethical inclination and found promising results. We can therefore conclude that the identifying one's ethical inclinations through the choices they make in interactive stories is a promising direction as an alternative to questionnaires. This work adds to a growing body of research in using games to profile individuals through observing their in-game behaviour, contributing towards the broader recognition of games as an implicit measurement tool for people's attitudes and traits.
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Chapter 4
GURaaS: An End-User Platform for Embedding Research Instruments into Games

Abstract
In this paper, we detail a software platform that enables game developers to expose aspects of their games to researchers who are not necessarily familiar with game development, providing them the possibility to customize game content for behavioral user research, and more specifically to embed survey items in a game context. With this platform we introduce the concept of Games User Research as a Service (GURaaS). This article describes the process we followed to design GURaaS, its high level architecture and its application in a case study. We envision that GURaaS will assist researchers and organizations by helping them expand their reach in finding participants and in collecting survey data reducing the tedium for survey participants.
Chapter 4: GURaaS: Games User Research as a Service

Introduction

There is a growing number of research studies in utilizing games for a research purpose; well-known examples include quantifying malaria parasites [13], creating accurate protein structure models [10], or tagging images to support the semantic web [1].

As in all aforementioned cases, the general approach researchers follow is to design a purpose-specific game, which are point-solutions that are not aimed to address broader research needs. Although such an approach can be very effective, it does require a considerable investment by behavioral researchers in game development which is typically neither their expertise nor their interest. In addition, this process does not easily scale up: first, because only well-resourced projects and ventures will be able to develop such games, and second, this approach fails to make good use of existing games that could be adapted for research purposes.

In practice, such an approach is restrictive in terms of resource requirements: a research team would either need to have a game development background or be able to outsource this task. It is obvious that not every research group would have the people or the budget required in order to develop such a game.

In addition, designing a game that would be fun to play and become popular is an extra challenge. We argue that for a variety of purposes scalability could be achieved if researchers are allowed to add their content (research instruments) into existing games. To realize that vision, a platform that interfaces existing games with researchers is required, that enables them to re-use game software and facilitates them in adapting it for their research purpose.

Although there is a clear benefit for the researchers, one may question the added value for game developers of such a platform. Game developers are already using game telemetry techniques to improve their own development procedures, like remote debugging, target audience analysis and revenue tracking. However, the rapid development cycles of casual games combined with low development budgets create a complex development context, such that game developers are always looking for easy integration tools to support their work.

An easy to use, well documented platform which allows developers to automate the remote logging and to conduct proper Games User Research [16] to assess user experiences would be an added value for game developers [18]. In addition, it can be used as an alternative revenue stream for game developers by allowing their games to become a research platform, in a fashion similar to how Apple ResearchKit is used and the way it exposes mobile data to researchers.

Our vision is to provide Games User Research as a Service (GURaaS). Specifically we aim to support this vision through a cloud-based platform that uses games as a dissemination tool, and collects large amounts of data by logging in-game player behavior, and which empowers researchers (including game researchers) to integrate and conduct studies among the player population. The GURaaS platform was designed and developed based on a stakeholder-centered analysis of the needs and requirements of each stakeholder (players, researchers and game developers). In this paper, we present in detail the findings of our process; the multi-tier high-level architecture; and how the online platform works. We conclude by explaining the setup of a case study and the next steps for future research.

GURaaS Design

At a conceptual level there are already several frameworks for developing serious games [29]. Such frameworks identify on an abstract level which components are important in a serious game. However, what is currently lacking is a practical implementation of such frameworks in the form of a platform that helps to match games with research needs. The platform have two main features: (F1) an in-game recording system and, (F2) a set of customizable player research activities.

F1: In-game recording system

The platform contains a game and player behavior data recording system, which allows developers and researchers to collect and analyze detailed player data. This feature is common in today's game development processes to support game designers to use data-driven design and researchers to use quantitative and statistical research methods to analyze players' in-game behavior.

This data is also valuable for the player; a Player Dossier is a data-driven reporting tool which allow players to track, analyze and share their own in-game performance [14]. Player Dossiers are frequently available and are normally available on supporting online platforms linked to a specific game.

F2: Player research activities

This feature allows researchers to dynamically add the option to embed in the games explicit activity requests to players. In detail, a research activity is defined as a task that researchers can request to collect evidence from players that is relevant for their study. Such a request can be as simple as answering a Yes/No question.

Although, researchers could potentially have access to detailed player data (F1), it is difficult to understand the player's experience based solely on the player in-game data, and so a more explicit protocol would be required to obtain more information from the players.

1 http://www.apple.com/lae/researchkit/
Feature Analysis.

Both features F1 and F2 are valuable for both researchers and developers. The In-game recording (F1) is common practice in today’s game development practices, but the Player research activities is pioneering by allowing researchers and practitioners to customize the collection of evidence. The combination of both features can help obtain complementary enriched data sets, which allows developers and researchers to gain a deeper understanding of the player. In the sections below we report the findings of our design approach, where we analyze in detail the system features by studying each actor’s main motivation and needs, namely: i) Players; ii) Developers; and iii) Researchers.

Players

Although players don’t have an active role on deciding the game content, they have an active role in selecting the games they are playing, so it is essential to understand player motivations and how those may clash with the platform features (F1 and F2).

The in-game recordings (F1) has the essential role of facilitating the logging of player interaction, but for players this is completely transparent and therefore there is no need for a detailed analysis. On the other hand, the players are not used to engaging in research activities (F2), therefore we need to consider whether are player motivations are affected.

There is substantial literature that documents the video-game industry’s focus in the players’ engagement with their products; engagement is what addresses players’ motivations and translates into notable user experiences which keep players involved with the product, brand or sequels [9,23,26].

A lesson to be drawn from the past, especially from serious games which do not solely focus on entertaining players and which may consequently fail to do so sufficiently, is to maintain player motivation. Charsky [5] clearly describes and justifies that the failure to address player motivation is the main factor that differentiates between Serious Games, Simulations and Edutainment; if players do not have an extrinsic motivation to engage with simulations and edutainment products, then those products are fated to fail. When the simulations and edutainment provide intrinsic motivations they become serious games.

For the purpose of our platform, it is essential to understanding player motivations and to assure the motivation is not deflected by the introduction of the games user research elements.

Games

Games reflect a fast rule based simulation, easy to achieve, which is a simplification of life. There are multiple theories that may explain why people play games e.g. the Maslow’s Need Hierarchy Theory [8]. Although entertainment and games are definitely linked, there is a difference between both; Crawford [6] defines games by subdividing entertainment into multiple categories (illustrated in Figure 4-1).

Entertainment can be an inert activity, like reading a book or watching TV, but may involve interactivity. If an interactive entertainment product does not have a goal it is considered a toy, otherwise it is considered a challenge. Interactive challenges can be defined as individual (puzzles) or collective. A collective interactive challenge that does not allow people to react/confront each other is considered a competition (like a race), while an interactive entertainment challenge that allows conflict between participants defines a game.

Figure 4-1: Illustration of Crawford classification of entertainment products.

Video-games can be clearly defined as interactive entertainment products which use game mechanics to challenge players and provide immediate feedback on their performance, fitting Crawford taxonomy [6]. Today’s video games are quite adept in keeping the player’s focus in small tangible tasks, and provide rewards when those tasks are completed successfully (e.g. new level, experience points, in-game currency, etc.). Such game mechanics support different types of fun to keep the players motivated [25].

Fun

Understanding what attracts players and supplying them the right keys/types of fun is extremely relevant. Lazzaro [12] describes the four keys to fun, which are able to identify game genres but also, to identify player motivation:

- Easy fun: curiosity from exploration, role play, and creativity;
- Hard fun: challenge, winning, achieving of a difficult goal;
- People fun: amusement from social interaction, competition and cooperation;
- Serious fun: excitement from educating or changing the player and their world.

Normally game designers, determine their target audience and identify their main motivations. By utilizing those fun keys while designing a game, they encourage increased player engagement.

Thoughtlessly adding research activities into game environments may disrupt the gameplay, meaning that using and disrupting in-game player behavior may
confront the player and reduce the entertaining value (fun). Still, some games provide intermittent external stimuli to players by introducing advertisements in their game context, in the form of interactive audio-video and graphic representations, which require the player's action to either engage or dismiss the advertisement (see Figure 4-2).

Figure 4-2: Examples of in-game advertisements.

**Free to play games**

A study with over two thousand developers and players took a closer look into in-game advertisements [30]. The data showed that in-game advertisements in mobile games are popular with today's developer community. The reason is simple: the number of players who are actually willing to pay for the games is rather low. Thus it leaves game studios with a single monetizing option: that of advertisements. The same study makes clear that players understand the need of in-game advertisement. In fact, 54% of the players selected rewarded videos as their preferred way to pay for mobile in-game content. Rewarded videos are advertisements in video format that reward the player after viewing them, by providing some sort of virtual goods (e.g. virtual coins).

**Player rewards**

Known game design patterns use rewards as a positive feedback for players [4]. Most player rewards are purely virtual game goods, like access to new in-game content, but other rewards like prizes, merchandising, services or even the players own data (player dossier), have been used to reward players.

Furthermore, player rewards have been used to stimulate and/or persuade player behavior in real life; for example Berkovsky [3] uses in-game virtual goods to stimulate real physical player activity. Another example was described above, where the acceptance and satisfaction of player towards in-game advertisement can be improved by providing in-game rewards [30].

**Rewarding Research Activities**

Presenting unsolicited research activities to players, might cause some distrust and annoyance. In addition, the nature of research activities requires researchers to request specific and sometimes personal questions like personality traits, and performance metrics that might create privacy concerns. To increase players' compliance it is important to (optionally) offer rewards like in-game content (e.g. currency, new levels, outfits, perks). Note that a balance between the activity (time, effort and interference) and the reward is important; this might mean the need to phase the rewards for example through a point system.

**Game Developers**

For the context of this report we define game developers as institutions or single developers that contribute to the development and publication of a game.

In todays' video-game context there are three major target platforms (PC, Console and Mobile) and all have multiple well known online stores that allow game developers to self-publish their games. This led to a shift in the industry that allows more independent groups and companies to self-production. Although the market is large it is dominated by the online stores and their ranking. The large majority of the published games have to fight for market share in order for the game to be profitable [20].

In terms of tools, developers already make use of a large and diverse set: game engines, modeling software, bug tracking, source control systems, management, documentation, analytics and/or publishing. Most of those decentralized online systems, which allow different people to take the responsibility over different aspects of the development process.

Additionally, developers are accustomed to integrating external libraries in their products like analytic tools, in-game advertisements or links to social network systems [15].

**Game Developer Motivations**

For professional developers games are a business which needs to be profitable. The investment in the integration of a platform in the game needs to be compensated by incentivizing the developer. Therefore for developers, they need to see benefits of using it which can be measured in multiple ways, like: development effort or time reduction, increased user base, better product or larger profits.

A tangible benefit for game developers is In-game recording (F1) which allows remote tracking, especially during the final stages of the development cycle where the pressure to launch the game increases and player experience needs to be measured accurately. Added value can be provided to developers if extra features, like a remote logging system, is present which directly supports the game development and which is similar in scope and implementation procedures.
Creating a space for using the same platform that is used by the game developers and allowing external parties to conduct research using the player base, might open new revenue streams which is really important in the current market setting.

**Games User Research**

Game User Research (GUR) is a research area that focuses on methodologies to measure and interpret player behavior. Game companies are increasingly using Games User Research in their development process since it has been shown to be extremely valuable to measure user experiences [16,17]. Although there are already known methodologies that are applied regularly, each company has their own GUR data collection and analysis tools. For new companies that want to start this process, it is a large investment to learn these research techniques, develop an internal tool and only then be able to apply them [18]. It is clear that at this point there is a need for a proper player behavior collection (F1) and user experience measurement tool (F2).

**Researcher**

Many researchers around the world have difficulties gathering research participants to perform all sorts of experiments and pilots for studies that require human subjects. Crowdsourcing platforms have recently emerged as attractive alternative to recruit participants for the purposes of collecting data and they have proven to be as good or better than other recruiting methods like sampling university students [2]. In addition, crowdsourcing can provide a more ethnically diverse and more work-experienced sample.

Although crowdsourcing platforms seem to be efficient data collection tool, they are viewed as labor portals which are not clear in terms of ethical guidelines and labor regulations in some regions [7]. For example, collecting data from children using crowdsourcing may be unethical or even illegal. In other cases, attaching a reward to participation in the study may conflict with the research goals and be incompatible with the sampling strategy of the researcher.

This work does not propose to replace Crowdsourcing platforms but it rather provides an alternative which allows researchers to reach specific target groups, for example by focusing on groups that play specific game genres, but also are able to have more control over the tasks of the participants, by allowing them to directly embed studies within the games and gather data to perform statistical analyses.

Research activities (F2) are requested to be performed by a set of selected and curated players depending on their profile, and past research activities reducing problems with bias and quality of the result, they also can be flagged for untrusted wordy results and being avoided in future studies.

**Researcher’s Goal**

We believe a researcher’s motivation for using a tool like this is to have access to research participants. Games allow them to reach specific target populations and have control over the task the player is required to perform. This can be complemented by the ability to access in-game data (through F1), but also, query players about their experiences and motivations (through F2).

Moreover, we believe that this platform will create a good opportunity for games to be used as personality measuring tools. Player Modeling is a research field that analyses a player’s in-game behavior and attempt to produce models that explain or predict the player’s behavior.

The main goal is to use the player models to improve gameplay or develop business models of games [28]. As of late, player modeling as also been used to profile player personalities like the Big Five Personality Traits [11], HEXACO [27], Need for Cognition [22] and Self-Esteem [21]. Through games personality traits tests can be made without potential biases, such as awareness of the study objectives, because players are having fun.

**Enabling Research through Games**

The platform allows researchers to embed research instruments directly within games and in that way be able to collect self-report or behavioral data form players. These two features will allow researchers to target specific target audiences, and complement the results with in-game player behavior data gathered by the system.

**Architecture**

In this section we describe the architecture that focuses on gathering in-game player behavior in large scale.

To consider a platform that is able to intake a constant influx of in-game log data, for multiple games and each might have thousands of simultaneous players, we have to consider a highly available and highly scalable cloud-based system.

We choose to prioritize service availability and resilience, in detriment to data loss and consistency. It is most important to not impact the game’s performance, even if a few logs are lost, and note that, the selection of the data that is sent is directly dependent on the bindings the game developers add to the game.

Bellow (see Figure 4-3) we describe in detail the main components of the platform:

- Game User Research Kit;
- Game User Research Server; and
- Game User Research Portal.
Figure 4-3: Main architecture components depicting a software kit which will be embedded in the game, and which sends game information to a server, which is then visualized through a portal for both developers and researchers alike.

**Game User Research Kit**

The Game User Research Kit aims to be a compact extension library that will be incorporated into the main game built. This would work as a plugin system directly available from the game engines’ asset store.

The Game User Research Kit is focused on the following principles:

- **Performance:** such a library needs to have minimal impact on the game performance, and used resources that may interfere with the game experience (e.g. bandwidth, memory, CPU).
- **Adjustable:** most games try to innovate; the player’s in-game behavior logs need to be flexible and tied to custom data schemas.
- **Availability:** ready to be used within most game engines, use off-the-shelf or be easy to develop, and also supports software debugging and testing processes.
- **Well-documented:** support the developers’ learning curve, by providing simple and clear instructions with code samples, tutorials and/or online support.

**Embedding Game User Research Kit in a game**

Like described above, developers have access to a programming library which provides access to most GURaaS required functionality.

For the in-game recording system (F1) it requires the direct involvement of game developers in the sense that each game it is unique and requires different elements to be tracked/logged; it is up to the game developer to explicit identify the relevant elements that require to be recorded. The library takes the responsibility to competently and with minimum performance loss to store this information locally and push it through the online API.

Customizable player research activities (F2) are simplified by requiring from developers to only identify the space (canvas) where the research activities are going to be displayed. GURaaS takes the responsibility to obtain, display, collect and store player responses for the research activities.

Since the Game User Research Kit is automatically integrated with the game engine environment, it is able to publish for several target platforms (PC, HTML5, Mobile and even Console). In addition, the server API is public and documented, allowing developers to build their own custom libraries if required, for example, create a library in JavaScript and make use of the open API which allows to register events directly from webpages, or even use iframes to directly display research activities that are made available by the Game User Research Server.

**Game User Research Server**

The system we are designing should potentially handle large amounts of data. To support a highly scalable and available system the micro-services design pattern was used to support a scalability [19]. We envision that the system should be able to grow and evolve by adding new services as user needs shift. On the other hand, we also need to understand the main complications of using micro-services: the system will have dozens of different services, therefore the information and overall system state is distributed, meaning it requires a set of tools to support its indexing and management of the resources.

All external APIs made available follow RESTful protocols over HTTP to encourage third party entities to create their own libraries and sub-systems to connect to it. Since there are no sensitive data –such as medical records involved, security is not a priority, but, there are secure protocols to improve and keep safe sensitive data if required in the future. The most relevant services of the server are presented in Figure 4-4. The main data entry point is the Game Recording Gateway, and since it uses HTTP, the overall system availability can be maintained by the number of deployed instances and an effective load balancer.

The Game Recording Gateway service maintains a temporary copy of the delivered records and periodically pushes the records into a Message Bus. The Message Bus will allow an easy and scalable way to share records amongst specialized Profiling Services. When required to integrate new Profile Services, they will only require to be linked with the Message Bus, and without requiring to alter any of the existing systems.

Game and Player Profiling Services perform parallel and specialized actions over the same data, some examples would be: store player game sessions, analyze log issues, create indexed heat maps, or create player models. Although the Profiling Services may vary in nature, they essentially have a common goal: process in-game data and provide outcomes through an external API.
We highlight that not all data need to be processed by all services. Services will selectively and through an accumulative process enrich their knowledge base and make information available to external entities. Moreover, services can filter and provide data information to other services, hence creating more compelling and complex information systems.

A simple example of a profiling service is a heat-map, which accumulatively populates 2D level information about specific game player events (movement, deaths, or missed jumps). The only in-game records that are processed are the ones containing relevant information for heat-maps, the others are simply discarded by the service.

The Game User Research Kit allows Developers to embed Research Activities directly in their games, like depicted in Figure 4-4. Those studies can optionally award a set of points/coins that the player can then trade for in-game content. The services Player Points, Activities, and Studies are responsible for those features that are available to researchers through the Game User Research Portal.

**Game User Research Portal**

The portal (see Figure 4-5) acts as the interface to both Researchers and Developers to access the GUR profiled game content, like: most played games and levels, gameplay, user and target audience profiling.

Most of the data will be readily available to be imported into appropriate software such as SPSS or R. Even though a raw format is provided, specific profiling services might have an intermediary service to translate into a HTML or another readable format for most users.

**Case Study**

Runner (Figure 4-6) is a game designed and developed to be a data-gathering tool that was and will be used for multiple research projects. Runner is a platformer game where the goal is to reach the end of the level as fast as possible. The only actions the player can take are moving left, right, jumping and grabbing (also known as wall jumping). The game is controlled with the keyboard keys: W, A and D, or the arrow keys and Space, which are common for platformer games.

The game was purposely designed to be a barren 2D platformer with negligible narrative, which only exposes players to the core game mechanics.
This means aspects that could affect the player’s interaction with these core mechanics, like plot, character-self representation and graphics, were avoided or kept to a minimum. An example of this abstraction is the player’s avatar: the simple red rectangle that can be seen in the center image of Figure 4-6.

By avoiding the influence of these aspects the chance that results of studies performed on the game are specific to this game are minimized. Additionally, by not relying on specific narratives or graphics in the core gameplay these elements could also easily be replaced if required for a future experiment. However, it must be noted that by avoiding these influences certain other assumptions are made. An experimenter should therefore always look for the most suitable game and a game shall not be suitable for all types of experiments.

The game has two tutorial levels in which the controls are explained and the player can practice the basic game mechanics. After the tutorials the game has eight levels of increasing difficulty. Overall the game is tuned to have a high difficulty, as games that require dexterity and hand-eye coordination often do well catering to Lazarro’s Hard Fun category [12].

Using GURaaS in Runner

Runner was developed in Unity and published in HTML5 to be easily available and accessible. The Game User Research Kit was embedded into the development environment allowing the developers to have access to methods that could benefit from GURaaS features.

Since the specific game was developed to have a high degree of difficulty, the developers mainly collected information about player key performance indicators, namely: 

1. time of the first successful attempt to reach the end of a level, 
2. the total time a player spent in a level, including all the failed attempts, and
3. the number of attempts required to complete a level.

Other variables pertaining the player behavior were also recorded namely: 

1. player pace, and
2. path choices.

The developers also created space for researchers to introduced research activities, namely: 

1. when the game starts, 
2. when the game ends, 
3. before a level starts, and
4. after a level ends.

Using Runner to study Self-Esteem

The first study that was performed on Runner aimed to test whether self-esteem correlates with player behavior in games. Results showed a positive correlation between self-esteem and the players’ post-level self-evaluation [21].

Researchers were able to define research activities to be performed by the players through the GURaaS portal. Specifically, when the game starts the players answer a simple demographic questionnaire followed by the Rosenberg Self-Esteem Scale [24]. In addition, after a player successfully completes a level, he/she answers also a Self-Evaluation questionnaire while the next level is loading (see Figure 4-7). Although developers defined two other spaces for research activities, they were not used in this study.

All player data related to in-game behavior, performance and answers to the research activities, were accessible through the GURaaS portal and easily downloadable and then analyzed by 3rd party statistic tools, where all recorded variables were studied, namely: questionnaire answers, performance indicators and player behavior.

A future study is planned that examines the correlation between game difficulty and user experience. Gameplay data will be used to determine a player’s performance in a level and the results thereof can be compared to a questionnaire that evaluates user experience after the level. A similar analysis can be done for the overall game by looking at a player’s overall performance and user experience.
Conclusion

This paper has introduced the concept of Game User Research as a Service, and demonstrated its feasibility by the development of the GURaaS platform which allows researchers to easily implement games for a research purpose. This paper has described the software architecture of GURaaS that we envision will align researchers’ and game developers’ agendas. Researchers wish to utilize games for their studies more and more often. Game developers look for new revenue streams and tools to improve the experience of their players. The proposed platform helps both parties by opening the wealth of player data and willingness to play already successful games to a much broader group.

The paper has described a case of using GURaaS to develop a game that measures player’s self-esteem by logging their in-game behavior. This case was conducted with the involvement of the developers of GURaaS. Future studies, will examine how third parties may be able to develop games with a research purpose without the direct involvement of GURaaS developers. The platform is finalizing its development and it is in the testing phase, after which it will be released publicly.

Future studies will focus on improving and measuring the usability of the platform from the stakeholder’s point of view. We hope this becomes an open platform that will enable both game and researchers to cooperate in knowledge development, but also to bring those two communities closer together.
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Chapter 5
Player Experience Evaluation in the Games Industry

Abstract
This study aims to bridge the gap between the academic field of Game User Research and the game development industry by looking directly into company needs and investigating the role of player experience evaluations within a game’s life cycle. In the pursuit of this aim, qualitative, semi-structured interviews of eleven different game companies of different sizes and nationalities were conducted.

Our study reveals a discrepancy between the frequency of player experience evaluation studies carried out by large game companies and those conducted by small to mid-sized companies. We argue that smaller players can be supported, by adopting a more varied set of user experience evaluation methodologies, developments of more and complementary tools that can make the process of data collection and analysis more efficient. Further new approaches, such as in-game questionnaires, increase company cooperation and sharing of game data with researchers, are put forward as approaches for closing that gap.
Introduction

In the past forty years, the video game industry has grown considerably at a global scale, which is evidenced by annual growth rates ranging from 9% to 15% over a 25 year period [1-2]. Such is the shift in the entertainment field that nowadays more people choose to play video games instead of going to the movies [3]. Recent studies forecast that, for 2018, the overall revenue on video games should reach $139.9 billion, which represents a 13.3% increase over the previous year. It is stated that digital sales revenues will capture 91% of the global market at $125.3 billion, of which 51% or $70.3 billion will be generated by mobile games, and the remaining 49% will be the combined revenue from PC and console games [4].

The increasing importance of the video game industry has been accompanied by a growth in related research. A growing body of research investigates the design of games and the game experience. However, such research activity is still proportionally much smaller compared to the research effort invested in other entertainment industries, such as television, music or movies [5].

While there is a growing body of research focusing on game-related experience evaluation methods and tools [6–8], it is currently not clear how such methodology is taken up by industry, and an understanding of current practices within video game companies to evaluate the player experience is still missing. Therefore, the aim of this study is to consult directly with companies within the game industry and identify how much of the current knowledge centring on the player experience is being applied by game developers, how that knowledge has been integrated into their development cycles, what tools and methodologies are being used, how company needs are identified, and their takes on data sharing.

Background

Video games are an entertainment media branch i.e., they require voluntary acts from the consumer side that are based on the amount of pleasure or fun gained from playing a game. Hence, it is important to provide an enjoyable playing session and provide users with the best gaming experiences possible. When discussing player experience, the focus is not on the creation, implementation or design of the video game, but on the experience generated by playing it, i.e., the interactions between the player and the game.

Typically, positive experiences are linked with concepts such as fun, flow, immersion, playability, engagement and presence, and, when studying experience constructs, these positive aspects are associated swiftly with the physiological, cognitive, physiological and emotional aspects of gameplay [9]. User Experience in Games or Game User Research (GUR) is a research field concerned with the development of tools and techniques to measure and evaluate players’ experiences [10–12].

Player Experience Evaluation

To gain insights into how companies evaluate their players’ behaviours and gaming experiences, we need to understand how player experience can be evaluated. Therefore, in this section, we review broadly the current methods used in GUR in order to later compare and contrast these methods with what is currently being utilized in the video game industry.

Obviously, depending on the planned research goal, there are many GUR methods for observing, measuring, and analysing players. A combination of methods can be used to collect different types of data sequentially or even simultaneously, and all methods have their advantages and disadvantages. This is not an exhaustive survey, it is just meant to highlight the diversity and completeness of such methodologies. Details concerning the different methodologies can be found in [10–14].

Probably the most well-known method for evaluating the player experience is player testing, in which players are observed while playing a prototype or pre-release of a game. In order to collect more in-depth information, individual or focus groups interviews, heuristic evaluations or open questionnaires are effective qualitative methods that can be utilized. Diaries and probes in which players report experiences can be used to track longer term engagement. Questionnaires, video encoding, biometrical data and, as of late, data analytics of metrics (player behavioural data), are quantitative methods that are becoming increasingly relevant.

Typically within a player experience evaluation, multi-measure approaches are preferred as they provide more leverage in identifying factors that influence the player experience and how they are related to certain feedback compared to a single, isolated measure [15].

Game User Research-Focused Tools

In both industry and academia, the use of appropriate tools is fundamental for GUR. Not only are the datasets becoming bigger, but their depths and complexities are increasing. Moreover, the terminology and integration within the different individual roles, game development phases and processes around the evaluation of user experiences are closely intertwined [16].

Game analytics has recently emerged as a fresh and powerful methodology, one that allows companies to increase the quality of games by understanding players better by testing and proving theories. Still, specialized and adaptable tools that can be integrated with each other to analyse and interpret complex datasets that are generated during gameplay [17] are required.
Earlier studies have sought to chart and establish the state-of-the-art tools for an ever-evolving industry [18], and even some have looked into defining tools for independent game developers [19]. The present study aims to add to these works, by exploring this topic directly with the industry defining industry needs with respect to GUR methods and tools.

Method

To understand the needs of industry we conducted a set of semi-structured interviews with experts from industry. The interview was designed in line with the general interview guide by Gall, Gall, and Borg’s [20], combined with a standardized open-question approach. Semi-structured interviews give some flexibility to delve deeper into specific questions based on what answers are given. Using such an approach also means that there may not be equal consistency within the interviews because the questions can be altered when needed, resulting in different answers [21].

Participant Pool

With the aim of procuring a representative population sample of game companies, we employed a criterion sampling approach combined with maximal variation [22].

The interviews were purely voluntary, no monetary compensation was offered to the participants, and research consent forms were signed by all participants. In addition, all participants were offered the chance to keep their names and that of their company anonymous. The intention of the interview was to explore how player experience evaluation are performed within the industry, i.e., we were not interested in targeting specific internal products or processes within companies, and offering anonymity allow us to overcome some company barriers.

The participation pool contained 11 different video game development companies in different gaming areas and targeted various platforms and genres. We also attempted to ensure participation and representation from small-sized (1 person) to large studios (up to 12,000 persons); a detailed demographic table is included below (Table 5-1 and Table 5-2).

The average age of our participants was 34.2 (SD=8.8), and all were male. They reported an average of 10.6 (SD=6.8) years of experience, and, together, they had accumulated more than 110 years of experience.

Ethical Considerations

In order to protect the quality and integrity of the study, ethical guidelines for the study were defined. Before data collection, an informed consent form and information sheet were created. It provided the participants with information concerning how the study would be conducted, what their role was, what the ethical guideline were and contact information for the researchers, which provided them with the opportunity to contact the researchers in case (ethical) questions or complaints arose. In the consent form, it was stated clearly that:

1. Participants had the right to stop the interview or withdraw from the research at any time.
2. The interview would be recorded and transcribed by an external service and the participant had the option to anonymize the quotes.

After transcribing the interviews, the transcripts were shared with the participants to allow them to read and adjust them, if needed. The data gathered in this study is to be used solely for research purposes.

Interview Procedure

To create appropriate research questions for the interviews, McNamara’s recommendations for research questions for interviews were followed [21], i.e. questions should be: i) open-ended, ii) neutral, iii) structured in multiple parts with their own subjects, iv) complete with explanations for specific critical terms to prevent preconceptions, and v) supportive, i.e., only use answers that were already provided on a certain topic.

To make sure that the set of questions was suited for the study would contain no flaws or limitations, a pilot study was done to allow us to alter the questions or add questions, if needed [24]. The pilot test was performed in a game studio under conditions similar to those to be used for the full set of interviews [25]. The interview questions were then reviewed by a third-party researcher before the official interviews were conducted. In addition, written procedures were compiled to assure consistency for all interviews.

Participants were invited to participate in the study via an email which contained a short description of the goals of the study and conditions for participation. Contacts were provided to answer any questions and arrange a date and time for the interview.

The interviews where done either in person, by phone or via a video call. They began with the interviewers (normally two) introducing themselves, followed by a revisiting of the purpose of the interview.

An information sheet was also given to the participants to explain in more depth how the study would be conducted and what their role would be in the study and contained contact details should they have further questions or encounter problems after the interview.

The consent form (sometimes provided in advance at the request of the participants) was given to the participants to read and sign. No time limit was given, allowing the participants to read, reflect and ask questions. After clarifying all questions about the interview or procedure and the consent was signed properly, the audio recording device was set up and the interviewed commenced.
## Table 5-1: Detailed company demographics information.

<table>
<thead>
<tr>
<th>Company Name</th>
<th>Years</th>
<th>Continent</th>
<th>N Persons</th>
<th>Platform/Genre</th>
<th>Revenue model(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company 01</td>
<td>6</td>
<td>Europe</td>
<td>4</td>
<td>PC/PS/Xbox/Mobile</td>
<td>Premium</td>
</tr>
<tr>
<td>Oven Games</td>
<td>3</td>
<td>Europe</td>
<td>1</td>
<td>PC/PS/Xbox/Mobile</td>
<td>Premium &amp; Freemium</td>
</tr>
<tr>
<td>Short Fuse</td>
<td>2</td>
<td>Asia</td>
<td>10</td>
<td>VR Arcades Shooters</td>
<td>Premium &amp; Subscription</td>
</tr>
<tr>
<td>Twirlbound</td>
<td>5</td>
<td>Europe</td>
<td>7</td>
<td>PC/PS/Xbox</td>
<td>Premium &amp; DLC's</td>
</tr>
<tr>
<td>GDM</td>
<td>6</td>
<td>Europe</td>
<td>3</td>
<td>Mobile</td>
<td>Advertisement Freemium</td>
</tr>
<tr>
<td>Split Polygon</td>
<td>5</td>
<td>Europe</td>
<td>8</td>
<td>PC Multiplayer Space</td>
<td>Premium &amp; DLC's</td>
</tr>
<tr>
<td>Company 07</td>
<td>30</td>
<td>International</td>
<td>12000</td>
<td>PC/PS/Xbox/Mobile</td>
<td>Premium, DLC's &amp; Freemium</td>
</tr>
<tr>
<td>Company 08</td>
<td>6</td>
<td>International</td>
<td>40</td>
<td>PC Space Fighter</td>
<td>Freemium</td>
</tr>
<tr>
<td>Ronimo</td>
<td>11</td>
<td>Europe</td>
<td>18</td>
<td>PC/Mobile/PS/Xbox</td>
<td>Premium &amp; Freemium</td>
</tr>
<tr>
<td>Space Nation</td>
<td>2</td>
<td>Europe</td>
<td>50</td>
<td>Mobile NASA Space</td>
<td>Investments &amp; Partnerships</td>
</tr>
<tr>
<td>Company 11</td>
<td>12</td>
<td>Asia and North America</td>
<td>1100</td>
<td>Mobile mainly RPG &amp; Strategy</td>
<td>Freemium &amp; Premium</td>
</tr>
</tbody>
</table>

## Table 5-2: Detailed participant's demographics information.

<table>
<thead>
<tr>
<th>Company Name</th>
<th>Participant Name</th>
<th>Age</th>
<th>Years of Experience</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company 01</td>
<td>Anonymous 01</td>
<td>28</td>
<td>6</td>
<td>Creative Director</td>
</tr>
<tr>
<td>Oven Games</td>
<td>Bojan Endrovski</td>
<td>35</td>
<td>10</td>
<td>CEO (founder)</td>
</tr>
<tr>
<td>Short Fuse</td>
<td>Frank Bloemendal</td>
<td>30</td>
<td>5</td>
<td>Game Designer</td>
</tr>
<tr>
<td>Twirlbound</td>
<td>Mathijs van Laar</td>
<td>23</td>
<td>4</td>
<td>Creative Director</td>
</tr>
<tr>
<td>GDM</td>
<td>Jerry van Heuvel, Mikel Agricola</td>
<td>28, 32</td>
<td>6, 12</td>
<td>Both CEO (founders)</td>
</tr>
<tr>
<td>Split Polygon</td>
<td>Joost Meulenkamp, Paul Mertens</td>
<td>28, 33</td>
<td>5</td>
<td>Both CEO (founders)</td>
</tr>
<tr>
<td>Company 07</td>
<td>Anonymous 07</td>
<td>43</td>
<td>20</td>
<td>Senior Tools Programmer</td>
</tr>
<tr>
<td>Company 08</td>
<td>Anonymous 08</td>
<td>58</td>
<td>27</td>
<td>Senior Producer and Evangelist</td>
</tr>
<tr>
<td>Ronimo</td>
<td>Jasper Koning</td>
<td>37</td>
<td>11</td>
<td>Founder and Game Designer</td>
</tr>
<tr>
<td>Space Nation</td>
<td>Fábio Florencio</td>
<td>37</td>
<td>15</td>
<td>Studio Manager</td>
</tr>
<tr>
<td>Company 11</td>
<td>Anonymous 11</td>
<td>32</td>
<td>11</td>
<td>Business Dev Director &amp; Senior Producer</td>
</tr>
</tbody>
</table>
The first part of the interview (5 to 10 minutes) was focused on demographic information concerning the participant and the company they worked for, which resulted in the summary provided in Table 5-1 and Table 5-2. Some additional information pertaining to the participants’ educational backgrounds and work experiences was also requested, but not included in the table.

For the second part of the interview (25-35 minutes), the focus shifted to current practices. We quoted the definition of Player Experience Evaluation, multiple diverse examples were given, and clarified any questions the participants may have had. This allowed us to minimize any different preconceptions of the term, and then we asked questions concerning its integration within the development pipeline, the toolset and methodologies used within the company.

For the third and final part of the interview (20-25 minutes), we focused on opinions and attitudes regarding future tools. A video describing the core features of a player experience evaluation platform – Games User Research as a Service (GURaaS) [26] – was shown to the participants. It was requested that the participants share their opinions and thoughts about the platform. This segment was then followed by judgement questions concerning broader topics, such as the future challenges related to player experience for the company. The interviews took normally between 60 to 80 minutes.

We used an external service which had signed a non-disclosure agreement to transcribe the audio, then we proceeded to anonymize the document. Once it was anonymized, the pertinent parts were sent back to the individual participants, and they were given a two-week period to provide any alterations.

**Games User Research as a Service**

Since a video of GURaaS [26] we describe in this section more in depth the concept of the platform. GURaaS is a player experience evaluation cloud-based platform, able to collect large amounts of data and logging in-game player behavior, and which empowers game researchers to integrate and conduct studies among the player population (see Figure 5-1).

The video[1] presented to the participants is about 55 seconds long, and shows, players playing games, some development scenes within a game engine, the data analytics portal, and a game with a questionnaire embedded, we also present the transcript of the video that was displayed to the participants in this section.

> “Completely comprehending the player behaviour within games is extremely valuable to provide great experiences. Games User Research as a Service, or GURaaS for short, is a toolset that was specifically designed and developed to support game developers and researchers to capture, analyze and interpret game metrics. GURaaS allows from small to large game companies to integrate through an open source library behavioural telemetry in their games in a quick and simple way.

Through a web portal the gathered data can then be downloaded, filtered, plotted, or shared with others for deeper analysis. GURaaS also integrates a questionnaire tool, by allowing through the portal the design of qualitative questions and target a specific player base, to more completely understand player behaviour.”

**Data Analysis Procedure**

Considering that the data collection consists solely of interview material, qualitative data analysis methods were used to derive general themes inductively. Elements of the grounded theory approach as this is described by Glaser [27] were adopted, i.e., data collection was focused on developing theories, concepts, and patterns. The data collection, analysis, and reflection undertaken during this study were meant to provide more insights into and depth to the concept of player experience evaluations conducted within video game companies. This approach was accomplished via the constant comparison method utilised in grounded theory, i.e., the interviews were thoroughly cross-cased to compare them with each other but also to compare different parts within one interview or theme [28]. An inductive approach was used to transfer raw text data into an overall summary format and to develop a model or theory about the processes and experiences based on the raw data.

---

[1] https://www.youtube.com/watch?v=I4geF2cnnE
All transcribed interviews were subject to open-coding analysis, and axial coding (called labelling in this study) was applied. Open coding is done in order to read and see what patterns evolve throughout an interview objectively without linking the analysis to a theoretical framework or theory.

Labels for different types of data were extracted from the transcripts, i.e., the labels functioned as the overall themes for categories, actions, or statements that were discussed. Different keywords or sentences from the answers of all of the participants were then collected and put into one model for constant comparison to see if patterns could be discovered [29].

Results

This section describes the most important findings from the study of the 11 video game companies (see Table 5-1 and Table 5-2). From here onwards, these companies will be referred to as C.01 up to C.11, respectively.

Overall, all the video game companies describe player experience as being a very important factor. Nevertheless, when discussions came around to how that evaluation was being performed, there were clear differences between the systematic approach employed by large video game companies, and how closely it was integrated with their development cycle, and the approaches utilized by smaller companies, whose evaluations clearly evidenced a lack of organization and structure, when done at all.

When requested to describe how the evaluation of the player experience would impact their product development, they claimed that it could have major impacts on the products at multiple levels. Although the return on investment is difficult to quantify and measure, the interviewees reported on drastic changes and massive revisions of specific game features based on the outcomes of the player experience evaluation. They also mentioned making more informed decisions on how to proceed, including refactoring a specific mechanic, changing the ordering of the levels and major project restructurings, such as modifying full mechanics, changing monetization strategies and even starting full projects.

Developers doing data collection after a product launch reported on the importance of cultural differences that can be revealed by GUR. Such differences on a global market are extremely relevant and seem to not have been fully taken advantage by some developers.

"C.05: "I would say it’s the most important thing.”

"C.05: "Most important thing publishers look at is retention. (...) For us, for instance, Mandala Garden was soft launch in the Philippines. The reason why is because it has an Asian type of culture.”

Referenced Methodologies

Most of the interviewed companies used a very wide variety of methods depending on the project stage, but the most frequently mentioned method was holding playing sessions, with players recruited from within the company itself, from friends, or by recruiting anonymous participants.

"C.08: "Yes, we play internally a lot.”

"C.03: "Testing process we did every Friday, we got the company game demo and we would play the game with the whole company and from there on would try to find bugs and we would write it down in a back log where we’re working on the next sprint. Also, we create the testing days where we would invite players from friends to come into the studio and we would host gaming events basically where we would gather feedback from the players.”

Another frequent method used to collect player behaviours was to collect game metrics remotely and aggregate them to perform data analysis.

"C.02: "For Google is, we’re using a lot of Google services. It’s a one log-in to kind of solve everything so you don’t have to do a lot of different websites, different services that you need to integrate.”
C.11: “My team, we’re using a little bit more data analytic side. We’re trying Tableau and working at that as a pipeline.”

C.07: “When we have so many millions of people playing the game, we have vast, vast quantities of data.”

C.09: “We integrated the software from the company called deltaDNA mostly because the front-end stuff that would take a lot of time to build ourselves. I mean, for a technical standpoint, logging an event in the game to some server online isn’t that hard. It’s mostly the way it was able to filter and display all the data that was very hard to do internally. They have a very flexible setup for that.”

For some companies, showcasing their games at public events is very important: it serves as product advertisement and allows them to evaluate the experiences of anonymous people, while serving as motivation, time pressure or a deadline to deliver something. The term “events” was repeated by different companies, in reference to settings that allowed them to have direct contact with players, observe them play live, and ask them questions about it.

C.02: “What has really worked well as well previously for me has been events because an event will push you to really wrap up things (…). Then I observe how people are playing the game so I come there with a piece of paper, listen to everyone’s advice, you’re excited, your ears are waiting to hear other people, you can observe them playing.”

C.04: “In the company we’ve always said that we always try to do a public showcase as a deadline because that means that there’s no leeway. We have to show something and even though it’s not completely finished it will always teach you something about what you’ve built.”

Another frequent method mentioned was direct contact with players or communities through media channels such as Reddit and Discord. In addition, they pay close attention to social media platforms looking for reviews.

C.06: “We tend to have an open style of communicating with players. We have a Discord channel. We’re always relying on the forums. I’m always looking at reviews, looking at what they’re saying into this channel. I do invite them, ‘Hey, what do you think?’ We’re doing streams as well. (…) We don’t really do it formally. When you look at the community, all the different things they say.”

C.08: “No it’s online, they get a Steam Key, but we also have a discord channel setup for interacting with the player base and we have a couple of people that had experience with moderating those forums, step up to help us out there and we get a lot of daily interactions with players there and they propose suggestions, ask questions, and we periodically let them know about something that is going.”

Most of the developers seem to be conscious of the limitations of gathering player experience through such methods. One problem that was commonly mentioned was knowing that local persons might lack target audience represent- ability. Discussing the game with the developer may also lead to participation bias, and community-based communications only reach persons with specific personalities. Other, more traditional, research methods, such as using surveys and interviews, were also referenced, but they were not mentioned frequently.

C.04: “We’ve come to realize that at conferences people are not that honest especially if you’re standing next to them. They won’t just blatantly flame your game or whatever. It’s actually really interesting to step back into the audience and out of conference and zip up your vest so that your shirt is invisible and then hear what people actually say when they walk by.”

C.08: “In my earlier industry experience, I got to observe a focus test once that Microsoft organized for Blood Wake (…) It showed me the value of focus test, doing, setting it up and running it professionally, you certainly can get a lot of good information. You also have to be careful that you’re not skewing the results to get to hear what you want to hear.”

C.09: “That means that you’re only getting word from the people who are mostly invested into your game. Well, it’s just limited. I mean, it’s reliable in a sense that you know what they want, but it’s not necessarily reliable to know as a token of what the whole community wants.”

While large companies are willing to invest in the resources to conduct a proper player experience analysis across all stages of the product lifecycle, smaller companies have more difficulty in doing so. When questioned about why player experience evaluations were not used more extensively, the responses were rather similar. There were clear references to a lack of expert skills or complexity to analyse data, but the most cited reasons were time and money. It was also clear that small companies, after successfully publishing a game, struggled to define the best strategy to either keep performing maintenance in the just-launched game or to use the limited resources (human and funds) to start new projects and repeat the cycle.
C.01: “In the previous game, we didn’t. When we shipped the game, we were just running out of funds, so we couldn’t really add more features in there or these measuring systems. … Even if we were to get all this very specific information, we probably wouldn’t use it for anything apart from, “Well, that’s interesting.””

C.04: “I just think it’s so important and that’s the irony in it, obviously, because if I have to say it’s more important than actually making the game, then I would say no. Then again, I know how important it is, so if we had a bit larger company, I would definitely want to spend more resources on testing player experience and the analysis of it, as well. Yes, I just hope it will have a bigger role in our company in the future.”

C.09: “After we made Awesomenauts, we made Sword & Soldiers while we’re supporting Awesomenauts.”

Tools for Player Experience Evaluation

With regards to collecting player experiences, a lot of companies use communication-based contacts, either through media channels or face-to-face to reach participants. Nevertheless, companies are also using data analytics tools. The usage of internal or external third-party tool services depends on company policy or preference independent of company size. There are companies that tend to prefer to use as many in-house development tools as possible, from engines to the data analytics tools, while others tend to use third-party software packages. These third-party tools are considered to be valuable but also adds some challenges due the need to adapt them to a company’s needs, which leads sometimes to hurdles to properly used and integrating them in the development pipeline.

C.07: “We have a lot of proprietary technologies and tools and methodologies of processes.”

C.05: “What we’ve noticed is that if you bring in an external tool that you can download somewhere or buy for a few bucks, it always takes more time to actually properly integrate and get rid of the things you don’t need than it is to build something of your own that is very specifically tailored to what you need.”

C.01: “We use a system that comes with Unity itself. I think it’s called Unity Analytics. You can put hooks in your game code that sends information about what the player is doing, when they’re doing it, from where they’re doing it.”

It is not attempted here to draw general conclusions regarding the strengths and weaknesses of each of the various software packages mentioned by the companies, since answers are linked to company differences and individual preferences. However, the tools mentioned include (in no specific order): Google Analytics, Unity Analytics, Flurry, ElectronJS, Apache log4net, DataDog, DeltaDNA, SumoLogic, Tableau, Crashlytics and Periscope Data.

Attitudes Towards the GURaaS Platform

The overall reaction to the video on the GURaaS concept was positive, and the terms “interesting” and “valuable” were used broadly. Some participants were enthusiastic and eager to know more, while others were a bit sceptical since it was a short video and did not contain enough information for them.

The participants from larger companies had interesting reactions to the platform, while C.07 clearly recognized the added value for mid-size companies, but said categorically that they would not use it, with the main reason being that they have a tailor-made, in-house toolset developed for this purpose that has been in use for years. C.11 uses an off-the-shelf tool but became curious about adopting some of its differentiating features.

C.05: “It really needs to convince me that it’s better than the logger we have and to be worth it for me to spend time and money to implement it.”

C.07: “They have been doing it for 10, 20 years or something. (…) seems like it could be something that would be really helpful for mid-scale developers who have perhaps already released their game and they want to get that live data, that post launch data”

C.03: “We don’t have a lot of resources to basically focus on this. So, a tool like this will be very useful for smaller companies like us.”

C.10: “You can have everything in the same place. It’s already collecting data and providing you a result or a summary of what happens. (…) I don’t see any other [platform], thinking about any other holistic approach as this.”

C.11: “We have integrated our own tools, not in this kind of fashion, but in the same angle. I think, it’s a nice tool to wrap everything around.”

The GURaaS concept was seen as “powerful” and interesting, namely, because it focuses on in-game data collection, has the ability to target specific player audiences, and has the ability to insert questionnaires into games. However, this last feature was seen risky, since the interruption could affect the player experience severely, and there were some concerns related to the validity of the results.
Data Sharing and Player Privacy

When questioned directly in relation to the willingness to share data with third parties, the answer was a strong ‘no’ from most of the participants. Further, those who did not disagree immediately followed up with concerns about not knowing what third parties would do with that data.

As a follow up, they were asked about their willingness to share their player data for research or social contribution purposes. In contrast to the previous responses, almost all said they would, and some even speculated about their willingness to cooperate with other companies and trade their data to learn more about other games. This form of data sharing was generically more appreciated and helped overcome some protectiveness. The clear exceptions were the large-sized companies, whose representatives stated that they consider this data to be too valuable for their corporation to share with anyone.

C.08: “My instinct is that most people are going to consider that proprietary business information that they would be reluctant to share, my biases towards openness. It’s like, what can you learn from this?”

C.05: “I think data is gold so you won’t share it probably sell it (...) we would be prepared to eventually share it or sell it. It depends on what’s the purpose behind it.”

C.07: “I doubt it, pretty much (...) I think, in general, [company name] has some interest in supporting the community in a more general sense and not just thinking about it in terms of a commercial venture. I think sharing user research data might be a bit too much.”

We purposely tackled the question of player privacy, which was a hot topic around the interview dates. Both the privacy global scandal with Cambridge Analytica [30] and the introduction of the European General Data Protection Regulation (GDPR) [31] were being discussed extensively in the media at the time of the interviews.

Most did not feel that player privacy was a concern, and they “assume” players know data is being collected. Interestingly, European companies were very aware of, and had clear opinions on, player privacy but didn’t properly assess the implications of the new regulation; instead, they seemed concerned about the direct implications of the new GDPR.

For non-European companies, the scenario was completely different, but most of those who were aware of the situation were not concerned. Several contrasting comparisons where made with China, where it is mandatory to track individual player behaviour and provide it to government agencies.

C.03: “Well, I live in China, even my rights are a bit different (...) It’s not going to do Cambridge Analytica thing with it. I don’t think you can do that with the information (...) I think it’s difficult to answer this question.”

C.04: “I think that the new law is something that I should also read into more”

C.07: “I suppose my main concern is not so much to do with cultural or ethical concerns. I think more practically like how do we deal with this kind of data.”

C.09: “I think most enthusiasts at least, or most people that play our games, are aware that a lot of games nowadays try to track what players do in their game. I don’t think it will change the specific issue that much.”

C.08: “It doesn’t matter if you agree or not or if, we, as users, agree or not. Data is being collected anyway.”

C.11: “I don’t know if you’re aware of some of the stipulations on entering the Chinese market. We don’t really record to the minute on how long someone stays in the game, but the government of China requires that. To essentially ensure that the player can’t progress if they play more than, I think, three or four hours a day, if they’re under 18 years old or something.”
Discussion

We need to keep in mind that there are multiple factors that play a role in the product cycle of a video game. Video games are first and foremost about an experience, and an experience remains subjective, even to those who create them. Data can be interpreted in many ways, and that also applies to this study. Diverse individual perspectives and differences reported by participants reflect their different roles in the industry, and thus help reflect on the broader game industry landscape.

The main themes related to player experience evaluation that emerged from our analysis were: i) attitudes towards the player experience, ii) methodologies, iii) attitudes towards the GURaaS Platform and iv) sharing of player in-game data.

Player Experience Evaluation Attitudes

The first finding showed the size/resources that the companies have, result in clear differences in the way GUR is integrated into development. Smaller teams affect the work capacity, and workers need to be flexible and take on many different roles and tasks to complete the product. None of this information implies that the role of player experience evaluations is not seen as important. To the contrary, most of the companies stated that they think it will become more important and larger than it already is.

The combination of limited resources and the lack of clarity concerning what the return on investment will be for conducting player experience evaluations dissuades smaller companies from investing more heavily in such practices. Further, when they do invest in them, they tend to opt for quick and/or cheap return methodologies that allow them to validate their actions.

Outsourcing these tasks was mentioned multiple times, but, when asked, if they were willing to share data with external services, the question was not received well. Overall, the answers centred on protection and doubt that such services would: i) understand a game and its vision deeply, and believing that such a service ii) could not conduct a proper analysis of what the companies wanted to know specifically.

Some smaller companies, even those with large and challenging games in the making, seemed to have drifted away from the evaluation of the experience and lacked clear definitions of the structure and vision. When questioned as to these observations, the pressure of deadlines and lack of skills driven by limited resources appeared to be the main culprits.

Exploring New Methodologies

The findings from the methodology discussion are also interesting. Traditional quantitative research methodologies are applied at large companies in order to attain more objectivity in their results. They have the ability to invest in the development of in-house knowledge and tools and to integrate them into their own development pipeline.

Smaller companies use other methodologies, such as direct contact with player communities, perceptions gathered from participating in events, and internal play testing. All of these methods have clear and known drawbacks such as being representative of only the more extrovert players, lacking cultural diversity, players not being honest when facing the developers and communities that hide behind (semi) anonymous profiles and inflate situations.

Still, and according to the interviewed companies, those methods are very useful, cheaper and quicker, even if the information may not be fully reliable. The notion was that if you are conscious of the lack of reliability, then there is still a lot of usable information that can support your experience design.

“C08 “Well, I think the main challenge is always to take the data with a big grain of salt”

Our suggestion is not to convince those companies to change their methodologies but to understand and define them better. All research methods have their advantages and disadvantages, and researchers should clearly evidence and publicly share the reliability and validity of such methodologies. In this manner, they can support companies in making better decisions.

Attitudes Towards the GURaaS Platform

The GURaaS video was introduced to encourage a speculative discussion of existing tools and common needs. We were able to confirm positive attitudes towards the platform, with the participants describing it as bringing innovative concepts when compared with other toolsets, although the in-game questionnaire raised some concerns in terms of the validity of the player experience effects.

The video also facilitated the discussion and comparison of tool attributes, which allowed us to compile a collection of the attributes that the interviewees deemed to be important in GUR tool: i) affordable, ii) easy to integrate, iii) centralised information, iv) predefined player models, v) up to date multi-platform support and vi) handle large amounts of data.
Sharing of Player In-Game Data
As long as player privacy is not at risk, trustworthy research purposes could convince companies to share their data; some participants even suggested cooperative partnerships by sharing data with other companies.
Such sharing holds tremendous potential for future platforms and could, in theory, bring the areas and expertise in research, closer to the game companies who hold these exclusive data but are in need of the skills these data scientists possess. It could form the bridge that gives the research area access to data that has been exclusive and, in return, give game companies access to more valuable data and analyses.

Conclusion
This study proposed to explore and identify currently used practices in player experience evaluation in the game industry. We contribute to the research field by identifying various gaps and challenges within companies, in terms of investments, resources, methodologies and tools used. Moreover, this research provided insights, on tool attributes which could support the evaluation of the player experience and making the development cycle more efficient.
Finally, there are some interesting findings in this study that hold potential for exploring different methodologies and tools that could help close the gap between the academic field of research and the video game industry and encourage cooperation.
We interviewed different participants and looked at the different development cycles, methodologies and tools used to generate different games, but all avenues seemed to lead back to the overarching theme of ludology and the factors that contribute to the understanding of the player experience.
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Chapter 6
Effects of advertisements and questionnaire interruptions on the player experience

Abstract
New online stores and digital distribution methods led to the development of alternative monetization models for video-games, such as free-to-play games with advertisements. Although there are many games using such models, until now the effect on the player experience from such interruptions has not been studied. In this controlled experiment, we requested that participants (N=236) play one of three different versions of a platformer game with: 1) no interruptions, 2) 30-second video advertisements, and 3) a multiple-choice questionnaire. We then evaluated the effects on the player experience. The study shows differences in their experiences, namely in: competence, immersion, annoyance, affects, and the reliability of the questionnaire answers. The contribution of this work clarifies for game developers which player experience variables are affected by interruptions, and supports them in terms of designing a better experience for their players.
Introduction

Games are a thriving industry, with 2.3 billion gamers across the globe. The industry is projected to grow a further 13.3% by the end of 2018, reaching revenues of $137.9 billion [1]. With most game companies adopting the practice of producing only downloadable games and moving away from traditional means of distribution, games have become more accessible than ever. Present-day consumers have access to hundreds of thousands games for free; therefore, they are less willing to spend money on games than they were before [2]. Hence, companies have had to adopt free-to-play business models in order to maintain revenue streams.

As a result, the “freemium” or “free-to-play”, as it is known in the game industry, has become an increasingly relevant business model. Out of a 2017 confirmed revenue of $108.4 billion, $82 billion (≈ 76%) came from free-to-play titles for both PC and mobile platforms [3]. The freemium business model provides users access to services or goods without requiring them to pay, although additional features within the service can be monetized. Within this model, companies may use multiple strategies to earn revenue. Two main sources of revenue are: 1) eliciting players to pay for extras in the games, e.g. cosmetic elements, time or content; 2) allowing third-party entities to embed external content, such as ads or questionnaires, for a flat rate per click or view of third-party content.

This paper focuses on games that utilize interruptions to display third-party content, i.e., the game is suspended completely, and the player is “forced” to consume incongruent external content. Most of the time, the interruptions are displayed intermittently between levels, but there are several games which use a much more visceral approach and interrupt the gameplay actively to display all sorts of content, including short videos (from 10 up to 45 seconds long, see Figure 6-1), questionnaires (e.g., PollFish or Survata), or even other interactive mini-games.

Although there are less intrusive advertisement strategies, such as in-game advertisements, i.e., placing brands and products directly in the game level or scene like: props, billboards, or street advertisements [24]. Those normally require more involvement from the game company, and not all games are able to accommodate such advertisement strategies, due to incompatibility of genres, violence driven games, lack of proper placement opportunities, or too much an alternative story/world to associate with real world brands. Lastly, creating such an intertwined relationship between the advertised brand and the game may not be desirable; hence, such methods are rarely used, and the study we report on in this paper will not address those advertisement strategies.

Even with such a strong market presence in the industry, interruption-based free-to-play games are still a bit of a black art in the sense that there are still a lot of assumptions being made. The few research studies covering this topic seem to contradict dogmatic opinions. For example, meta-critic scores seem maladjusted to free-to-play games [4], or developers’ attitudes towards free-to-play are not as negative as initially thought [5]. Those interruptions are also used for Games User Research [39] focused on the measurement of any aspect of influence the experience and perception of video games, which may influence the intended measurement.

It is our goal with this paper to address an existing gap; support game companies, designers, researchers; and study the relationship between the game experience and non-congruent interruptions. By comparing the same game under three different conditions, we take a deeper look into how interruptions might affect the gaming experience.

Background

It is fundamental that game designers consider deeply the experience that they are providing; hence, the player experience is a well-explored topic. There are multiple models and frameworks which focus on player enjoyment or satisfaction. Of these models, probably the most well-known is flow, defined by Nakamura & Csikszentmihalyi [6] as “the state in which people are so involved in an activity that nothing else seems to matter, people will even do it at great cost, for the sheer sake of doing it”.

Figure 6-1: Final frames of a typical commercial interruption that showcases a 30-second video and requests that the player download the game (big blue button) or dismiss the advertisement (grey cross on the top right corner).
Relative vs. Absolute Ordinal Measurements

The arguments to be made on how to represent experiences since they are linked with an individual affective context, which includes the cultural setting, edification and history of the individual [36].

Therefore, by requesting a participant to assigning absolute ordinal values to represent an emotional behavior, for example in seven-point Likert scale, will bring their individual context bias, which is not easily avoided since is part of their conceptual model. Hence, it may be arguable that relative values may introduce a comparison base line [36]. Relative scales request users to rate or compare two or more cases with regards to each other, and able to measure the anchoring the information provided and able to measure the distance between presented cases.

Although absolute values are not perfect, the statistical analysis is able to calculate associated error for that sample population. Noteworthy is the size and representability of the population. Although, there are great advantages of relative measurement approach, there also important drawbacks, namely the anchor cases are required to be evaluated, and not easily transferable or comparable between the design experiment and other cases. In short, absolute ordinal values, allow you to compare two distinct experiences independently of each other, while relative values require you to compare all cases with each other.

Measuring Game Experience

Although flow is very relevant and studied deeply in terms of its relation to games [7–9], there are multiple psychological elements that may influence whether or not gaming is perceived of as a joyful and entertaining activity which translates into a positive experience. The most-known elements include notions of presence (the subjective feeling of being in the virtual environment), challenge (the match between the skills of the player and the obstacles to be overcome), immersion (the natural attention-grabbing properties of the game), and positive or negative affects (such as relief or frustration).

Although it is outside of the scope of the paper to explain the different methodologies with which the player experience can be measured, we would like to provide reference to the most known methodologies in order to justify the selection of the Game Experience Questionnaire (GExpQ) that we used.

Game Flow


Heuristics of Play

Proposed by Desurvire and Wiberg [10], the tool Game Usability Heuristics is used for the evaluation of game experiences. The heuristics incorporate usability principles for game design and aid producers in their processes. The evaluation form is constructed using three main categories: 1) Gameplay, which includes dimensions from flow [6]; 2) Emotional Immersion, which covers the emotional aspects via an SCI (Sensory, Challenge, and Imagination) model [11]; and 3) Usability and Mechanics, which covers requirements for a usable system and is similar to the heuristics of Nielsen [12].

Game Engagement Questionnaire

The Game Engagement Questionnaire’s (GEngQ’s) [13] purpose is to measure the engagement potential, and it consists of 19 self-reported items that measure the subjective feelings of immersion, presence, flow, and absorption. In contrast to flow [6], negative effects are considered, such as anxiety and frustration. In addition, the authors also propose an ordered structuring of the experience elements, for example what is more likely to achieve immersion rather than flow or absorption.

Game Experience Questionnaire

The Game Experience Questionnaire (GExpQ) [14] is similar to the GEngQ in the sense it is a tool for measuring subjective game experiences. GExpQ uses a modular approach that covers: core gameplay, social presence, and post-gameplay experiences. GExpQ includes the majority of factors present in GameFlow [7] and the GEngQ [13]. In addition, it divides absorption into individual components by providing more refinement (tension/annoyance, positive and negative affects). In a unique move, this model splits the in-game and post-game experiences. The authors provide extensive documentation, including internal correlations between game experience constructs and demographic factors that influence the measurements, making the GExpQ a robust and frequently used measurement tool for game experiences.

Core Elements of Gaming Experience (CEGE)

The Core Elements of Gaming Experience (CEGE) [15] assesses interaction with the game as a facilitator of experience, thereby positioning it between the GExpQ and Heuristics of Play. The CEGE has two main categories, namely, Puppetry (assessing player control and how responsive the game is to player actions) and the Video Game (assessing content, mechanics, and environment).

Interrupting an Experience

Although a scarce amount of research has been done on interruptions within a game context, the disruptive effects of interruptions have been researched in a task-oriented context. Despite the contextual differences, a structural similarity can be found between the interruptions in the two environments (shown in
Figure 6-2 [16]). In both cases, interruptions require the user to switch focus between multiple tasks, thereby affecting the execution of the primary task.

Early work showed that interruptions affect behaviour and memory performance [17]. Specifically within a gaming context, Gillie and Broadbent showed there are negative performance effects from interruptions [18], they found that nature (similarity) and the complexity of the interruption are determinant in making the interruption disruptive, while control over when player is interrupted and length are less important factors. Other research [19] suggests that the interruption timing (e.g., immediate or scheduled) has a distinct effect on task performance in and of itself (e.g., task accuracy, promptness, and completeness).

Although the game and advertisement tasks are clearly disjoint, in the sense that the context, cognitive mental model, and required actions (playing vs. consuming) are unrelated, there is clear evidence they influence each other.

![Figure 6-2: The interruption and resumption process involving tasks](16)

Several studies show this crossover: for example, video game difficulty influences the effectiveness of the in-game advertising, i.e., increasing game difficulty affects the processing and evaluation of the brands [20]. Another study showed that levels of video game violence may influence the effectiveness of brand recognition, recall, and positive attitude [21]. And yet another quasi-experimental survey [22] looked into schema incongruity to understand if advertisements in a massively multiplayer, online role-playing game (MMORPG) would change brand awareness rates, and it concluded that moderately incongruent advertising in an MMORPG attains higher awareness rates, although extremely incongruent in-game advertising can reduce the perceived sense of realism of a game and annoy players.

**Ad Intrusiveness**

A commonly used indicator for advertisement disruption and averting is perceived intrusiveness [23–25]. The main focus of perceived intrusiveness is to understand whether the advertisement evokes personal attitude changes in the consumer after exposure [26]. Although intrusiveness is related to traditional media, the concept can be applied to advertisements in games. Some research has been done on perceived advertisement intrusiveness in games [27]; yet, the causes of perceived intrusiveness remains rather unexplored.

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="26" alt="Figure 6-3: Example of an Ad Intrusiveness questionnaire" /></td>
<td></td>
</tr>
</tbody>
</table>

**Method**

To investigate more closely how interruptions influence the game experience, we defined a between-subjects experiment in which the independent variable was the interruption setting of a video game, which was then followed by the GExpQ [40] to measure and evaluate the player experience under different conditions.

We excluded the usability-based methodologies (Heuristics of Play and CEGE) since we wanted to focus on the players’ experiences. A very recent a work from Law, Brühlmann and Mekle re-evaluated the reliability of GExpQ and found some reliability problems, mainly to the Challenge and Negative Affect components [38] and it is advised to perform Cronbach’s α, also included in the results.

We altered an existing game – Runner (see Figure 6-4) – that we developed for another study [31]. Runner is a skill-based platformer game in which the player is represented by a simple red square and the goal is simply to reach the end of the level (denoted by a green area) in the least amount of time possible by jumping onto and grabbing the available objects.

The game was intentionally designed to be a barren, 2D platform with a negligible narrative. Such a set-up exposes players to the core game mechanics only and avoids strong influences, such as a plot, character self-representation, or empathy. For the same reason, we kept the graphics simple and purposely did not add any (cartoonish) avatar to the game.
Figure 6-4: Runner game footage portraying the player’s character (red square) and providing two possible paths to reach the end of the level.

For this study, the players had to play the first three levels of the game. The first level introduces visual clues that teach the game to the novice players, and subsequent levels increase the level of difficulty. All three levels took our participating players between 5 to 6 minutes to complete. Nevertheless, we recorded high variability (M=330.7 seconds, with a standard deviation of 333.2 seconds), which we deemed natural for a skilled-based game.

Specific performance metrics were tracked for all participants, namely: i) the score of the level, i.e., time taken on the first successful attempt to reach the end of the level; ii) total time, i.e., the total time a player spent in a level, including all failed attempts, and iii) number of attempts, i.e., the number of attempts required to complete the level.

Experimental Conditions

The participants were split across three groups in which they played exactly the same game, with the sole difference among the groups being the nature of the interruption.

In this section, we present the different experiment group conditions in more detail.

Condition 1: Control Group

In the first condition (see Figure 6-5), the players go through all three levels, and, at the end of each level, a level-completion screen with the score (traversing time) is displayed (see Figure 6-6). If a player is not able to traverse a level successfully, they will restart from the beginning of the level. In this condition, there are no interruptions, and, after participants have successfully completed all levels, they are forwarded to an online, self-reported GExpQ [14] in order for the study to establish a comparison baseline.

Condition 2: Advertisement Group

In the second condition (see Figure 6-5), immediately after a player finishes the second and third levels, a distinct video ad is played. These two distinct video ads mimic patterns found in existing games by not allowing the player to dismiss or interact with the game until the ad ends. At the moment the ad does end, a cross appears on the upper left corner, requiring the player to dismiss it manually. Only after the ad is dismissed by the player will the level-completion screen (see Figure 6-6) display, similar to Condition 1.

In order to mimic real-life conditions, both videos were real ads for other games that were exactly 30 seconds long. Although there are many advertisement formats, ranging from small banners to fully interactive mini-games, we selected a common advertisement format present in games at the time of this study.

Similar to Condition 1, after players complete all levels successfully and view the ads, they are forwarded to an online, self-reported GExpQ [14], followed by the ad intrusiveness questionnaire [26], which requests that they evaluate the second (i.e., last) video advertisement that they saw.

Figure 6-5: Visual representation of the different activities that the participants in each group performed.
Condition 3: Questionnaire Group

In the third condition (see Figure 6-5), as in the previous condition, immediately after a player completes the second and third levels, a research-like questionnaire is presented to the player. To improve readability, we will refer to it as the Demographics Questionnaire in order to avoid confusing it with the other research questionnaires we are using.

The Demographics Questionnaire questions were directly copied from the statistical bulletin from the UK Office of National Statistics on Internet access – households and individuals from 2017, licensed under the Open Government License v3.0 [32].

To improve the questions reliability of the Demographics Questionnaire, the UK Office of National Statistics kindly supplied us with the original questionnaire. Hence, we used the original questions exactly as they were formulated and presented them to our player-participants during the game interruptions. By using a known and validated questionnaire, we can measure the reliability of an in-game research tool by comparing the two sets of questionnaire results.

The questions retrieved from the national survey were related to what online sources were used to arrange accommodations or transportation and what types of products were bought or ordered online (see Figure 6-7, which showcases one of the questionnaires that was given to our participants). We made sure to include a reasonable number of questions that participants could respond to in a short amount of time in order for this condition to be comparable, at least in terms of the time span, to the 30-second ad condition.

Participants

For the experiment, we tried to reach a diverse and large number of participants by using a crowdsourcing service (Prolific.ac), which has been proven to be more representative than a traditional university participant pool [33]. We rewarded each participant matching the UK minimum hourly wage (£9/hour), for completing the experiment. We used the same payment for all three conditions.

Participation in the study was voluntary and done with consent. In addition, participants were informed that their in-game behaviour was going to be monitored, data would be collected, and that all collected information would be used purely for research purposes. In addition, they were told that all published information would keep the participants anonymous and that they could refuse to participate or withdraw at any time.

We recruited 236 participants from the United Kingdom in line with the target demographics of our third condition, and these participants self-reported that they play games actively an average of 8.5 (SD=3.9) hours a week. Through the detailed demographic profiles were provided by the crowdsourcing service, we found that the average age of our participants was 30.4 (SD=8.6), with 30.1% being female, and almost all were Caucasian.

The average experiment duration was slightly above 8 minutes (M=495.5 seconds; SD=414.9 seconds). In total, 212 participants completed all steps and weren’t excluded because they took too long and didn’t fit within the outlier bounds.
Results

In this section, we present and compare the results of each condition. After applying the aforementioned exclusion criteria, we had 70, 72, and 70 participants per condition, respectively. Based on the recommendations of [38], we analysed the internal consistency using Cronbach’s α for each condition and the obtained values are considered acceptable for all conditions. The Control condition got 0.7071, the Advertisement condition 0.7348 and Demographic Questionnaire 0.7705.

Game Performance

The statistical analysis of all tracked performance metrics, namely: i) the score of the level, ii) total time, and iii) number of attempts didn’t show any significant differences between the conditions.

Game Core Experience

In Table 6-1, we display the results of the statistical values for the game experience core variables, and, through the one-way ANOVA, it is possible to observe that there is statistical significance for multiple core variables, namely: competence, immersion (or, more accurately, Sensory and Imaginative Immersion, according to the GExpQ), tension/annoyance, negative affect, and positive affect.

We also present a graphic-based illustration (see Figure 6-8) to show more clearly how this game experience was affected by the interruptions. Of all the variables, only challenge seems to be unaltered, which makes sense since the game was not altered per condition. Although the means show some difference in terms of how players experienced flow, according to the ANOVA result, the difference is not significant.

All of the other game experience variables registered significant or highly significant differences among the three conditions. Interestingly, and looking at the overall picture, it seems that the advertisement created stronger differences when compared to the Demographics Questionnaire. In theory, the Demographics Questionnaire requires higher actions and cognition of players by forcing them to answer a questionnaire; still, it seems less disruptive of the player experience when compared with the control condition, particularly concerning the negative affect and immersion variables.

It is clearly observed (see Figure 6-8), that both the demographic questionnaire and ad player’s tension/annoyance was higher that the control, while the positive affect drops for both conditions. Another very interesting result is that the player’s perception of his/her own competence was altered under both Conditions 2 and 3.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Competence</th>
<th>Immersion</th>
<th>Flow</th>
<th>Tension/Annoyance</th>
<th>Challenge</th>
<th>Negative Affect</th>
<th>Positive Affect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1 - Control (N= 70)</td>
<td>mean</td>
<td>0.724</td>
<td>0.561</td>
<td>0.756</td>
<td>0.481</td>
<td>0.733</td>
<td>0.458</td>
</tr>
<tr>
<td>std dev</td>
<td>0.223</td>
<td>0.232</td>
<td>0.223</td>
<td>0.251</td>
<td>0.208</td>
<td>0.207</td>
<td>0.249</td>
</tr>
<tr>
<td>std error</td>
<td>0.027</td>
<td>0.028</td>
<td>0.027</td>
<td>0.030</td>
<td>0.025</td>
<td>0.025</td>
<td>0.030</td>
</tr>
<tr>
<td>Condition 2 - Ads (N=72)</td>
<td>mean</td>
<td>0.607</td>
<td>0.472</td>
<td>0.681</td>
<td>0.653</td>
<td>0.701</td>
<td>0.554</td>
</tr>
<tr>
<td>std dev</td>
<td>0.224</td>
<td>0.192</td>
<td>0.244</td>
<td>0.322</td>
<td>0.230</td>
<td>0.239</td>
<td>0.260</td>
</tr>
<tr>
<td>std error</td>
<td>0.027</td>
<td>0.023</td>
<td>0.029</td>
<td>0.038</td>
<td>0.027</td>
<td>0.028</td>
<td>0.031</td>
</tr>
<tr>
<td>Condition 3 - Demographic Questionnaire (N=70)</td>
<td>mean</td>
<td>0.617</td>
<td>0.523</td>
<td>0.742</td>
<td>0.593</td>
<td>0.729</td>
<td>0.477</td>
</tr>
<tr>
<td>std dev</td>
<td>0.252</td>
<td>0.223</td>
<td>0.250</td>
<td>0.280</td>
<td>0.225</td>
<td>0.195</td>
<td>0.265</td>
</tr>
<tr>
<td>std error</td>
<td>0.030</td>
<td>0.027</td>
<td>0.030</td>
<td>0.034</td>
<td>0.027</td>
<td>0.024</td>
<td>0.032</td>
</tr>
</tbody>
</table>

ANOVA

| F | 5.396 | 3.036 | 1.954 | 6.488 | 0.447 | 3.921 | 4.131 |
| Sig. | 0.005 | 0.050 | 0.144 | 0.002 | 0.640 | 0.021 | 0.017 |

Table 6-1: Statistical analyses of the normalized Game Core Experience Variables, including means, standard deviations, and standard errors of the means, for all three conditions as well as one-way ANOVA.
Figure 6-8: Plot of the mean value and the standard error for the core experience variables for the comparison between conditions.

Game Post Experience
The statistical results of the Game Post Experience are presented in Table 6-2 and illustrated in Figure 6-9. Overall, there are some differences in the means between the conditions, but according to the ANOVA results, only positive experience shows a significant difference in the expected direction.

Perceived Intrusiveness
As in the previous section, in Table 6-2 and as illustrated in Figure 6-10, it is possible to see the result of the statistical analysis of the perceived intrusiveness questionnaire [26]. Since the perceived intrusiveness questionnaire only makes sense when interruptions are present, they only cover the Ad and Quiz conditions, and as explained above, the perceived intrusiveness questionnaire was adapted directly to Condition 3, but, to our knowledge perceived intrusiveness has never been used to evaluate research questionnaires. However, the t-test analysis produced highly significant results, i.e., very different means between Conditions 2 and 3.
Chapter 6: Effects of interruptions on the player experience

Reliability of the Demographic Questionnaire

We purposely limited the participant pool to the United Kingdom and used an existing research study with a highly reliable statistical analysis to compare the results obtained in the demographics questionnaire. Below (see Figure 6-11 and Figure 6-12), a side-by-side comparison of the questionnaire outcomes is given.

In both figures, there is a noticeable difference between the national results in comparison with the results obtained within the game. Although the results seem relative congruent in terms of order, i.e., the different options are equivalently ordered in relation to each other, there is a large disparity between the values obtained by the national survey and those obtained within the game.
Discussion

The results show clearly that there are significant alterations to the game experience variables when interruptions are introduced. The games with interruptions show a decrease in perceived competence, immersion, and the positive affect, while there is an increase in the negative affect and tension/annoyance. In the game post-experience, it was also clear that the players had a better positive experience without interruptions; this is particularly important because it may lead to higher impressions of the game. From a product relationship and marketing point of view, better positive experiences may lead to improved product satisfaction, public ratings, and recommendations.

Detailed Evaluation of the Game Experience

When taking a detailed look at the experimental results and different conditions, there are some notable results, which we took a closer look at in this section.

Flow

Although, in Table 6-1, there is a noticeable difference between the flow means, the ANOVA was not significant and did not allow us to prove that player flow is affected by interruptions. Despite our interruptions being performed rather abruptly after the player had terminated a level, they did not interrupt the gameplay, and therefore perhaps minimizing their impact. We speculate that the timing of the interruption suggested a scheduled interruption [19], which may have reduced the disruption of player flow.

This result is extremely relevant for game developers in terms of understanding under which circumstances the game should be interrupted and minimize game flow interference.

Competence

There is a significant difference in competence; players felt less competent in the conditions with interruptions. At first glance, this seems a curious result since the players didn’t notice a difference in the challenge while the self-perception of competence was lower.

A task interruption study conclusively found that performance decreases with the introduction of interruptions [18], which led us to extended our analysis and analyse the different times/scores of the groups, and we concluded that there wasn’t any meaningful variation on the means.

We hypothesize that the interruptions may incite players to reflect on their own performances, which might lead to lower self-perceptions of competence. We advise that this lead should be analysed by a follow-up qualitative experiment.

Advertisement vs. Demographic Questionnaire

Although the in-game advertisement is a known and frequently used model and players have an acceptance attitude towards in-game advertisements [34], the study shows clearly that game experience variables for the advertisement condition diverged from the control variables more than the Demographics Questionnaire condition variables did. They showed higher impacts on immersion, tension, negative affect, positive affect, and positive experience. Similarly, players found the advertisement more intrusive (shown in Figure 6-10).

If we consider both activities (watching an advertisement video vs. answering research questions), in theory, the research questions should be more challenging and disruptive, i.e., they require more cognition, an explicit action for answering (checking the correct box), and may have privacy issues to consider. Still, the advertisement, which is a passive experience and one that can be completely ignored by the player, was clearly more disruptive.

We can only speculate why without a proper and grounded follow-up study, but our theory is that the advertisement has an explicitly commercial focus and completely breaks with the player context with a different graphic style and soundtrack, perhaps causing a consumer backlash [35].

Reliability of In-Game Questionnaires

We purposefully used a known and reliable study in order to attempt to replicate similar conditions and evaluate the reliability of performing an in-game questionnaire.

The results were mixed. It seems that the results show relative accuracy, i.e., the results’ ordering and distribution are well-balanced (ratio between two results) for both questions (Figure 6-11 and Figure 6-12). In addition, for the second question, the results for the in-game questionnaire are rather close to the national office statistics; however, the results of the first question are completely different (with a difference up to 58%). Note that if players had randomly select items on the list, we would see an even distribution of all results. In addition, it would be unlikely that they would follow the same distribution as the results of a national survey.

The second question (about arranging accommodations or transport) shows a clear connection to the national results, but what caused such a big difference in the first question? The difference might have been due the selection of the target audience. Because we used online crowdsource workers and, by the nature of their work, they spend a lot of time online, and they may be more inclined to buy products online, independently of their country of origin.
Although we made an effort to target UK players in order to assure congruity in terms of the target audience, we did not consider that the nature of the question could have influenced the outcomes for this target population.

In addition, our questionnaire contained only two questions, which is a very limited sample; therefore, we cannot recommend that these game-embedded research tools be used without further research into this topic, not only to confirm the above identified hypothesis, but also to address other issues such as ordering, carryover effects or psychological influences that the game may have on the research tool since such influences are clearly present in the case of advertisement [20–22].

Summarizing, more research is required but we believe that in-game questionnaires have the potential to provide good insights into players as a target audience but that they cannot be generalized to the general population. Without an appropriate study on the reliability, companies that are using in-game questionnaires services to conduct research should carefully consider the representability of such study, due to the natural segmentation created by the player base of that game.

**Implications**

This study looked directly into the effects on the game experience caused by advertisement and questionnaire interruptions and identified and quantified the influences of those interruptions on players' game experiences. For game developers and designers, this information might be critical in terms of making informed decisions on how a specific business model will influence the game experience. In addition, it may provide support for those same developers to attenuate those influences by counter-balancing the negative effects through product design, for example, by timing the interruptions or allowing the player to decide when they want to interrupt their game.

The new business model, in which advertisement interruptions are replaced by a questionnaire, is becoming increasingly common. Since the focus of this study was mainly on the game experience consequences, the reliability results are considered a by-product, and, although promising, they can only be considered preliminary work since there is still much more work required in this field.

**Limitations and Opportunities**

In addition to the follow-up study options mentioned above, we would like to list other possible research opportunities. The target audience was limited to UK players in order to be able to look into the reliability of the demographics questionnaire. Cultural differences might interfere with the results, therefore, a cross-cultural study could analyse this facet in more detail.

There is the opportunity to expand this study by considering other interruption formats. We selected two specific incongruent interruptions: a multiple choice research questionnaire and a 30-second video advertisement. Questions remain as to whether other interruptions would manifest in a similar manner and how the effects of these other interruptions could be minimized.

Although we purposely used a neutral game without external artifacts or any known intellectual property to minimize side effects and properly test the game experience, it is not possible to fully generalize this study to all mechanics and genres. We would like to promote the opportunity to redo the experiment with other types of games.

**Conclusions**

In this work, we examined the effects that two types of interruptions have on the player experience. For that purpose, we designed a between-subjects experiment in which we altered game interruptions and measured the player experience through GExpQ [14]. In our analyses, we found proof that the effects extend beyond tension and annoyance, affecting other variables such as immersion, competence, and positive experience. In addition, the analysis of the reliability of the in-game questionnaires showed strong scaling effects in terms of the answers.

This work contributes directly to the deep understanding of the effects of interruptions on the player experience in games, which, from a product point of view, may influence recommendations and overall product satisfaction.
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Chapter 7
Conclusion

This thesis took a very close look at capturing, analysing and evaluating players’ in-game behaviour, and, in this chapter, it will evaluate the research questions introduced in Chapter 1 based on the summaries of all of the studies detailed in Figure 7-1.

<table>
<thead>
<tr>
<th>Study</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profiling Need for Cognition Case Study</td>
<td>Data Correlation Research</td>
</tr>
<tr>
<td>Profiling Self-Esteem Case Study</td>
<td>Data Correlation Research</td>
</tr>
<tr>
<td>Profiling Ethical Norms Case Study</td>
<td>Data Correlation Research</td>
</tr>
<tr>
<td>Game User Research as a Service Platform</td>
<td>Design Science</td>
</tr>
<tr>
<td>Player Experience Evaluation within the Games Industry</td>
<td>Semi-Structured Interviews</td>
</tr>
<tr>
<td>Player Experience Effects of Interruptions</td>
<td>Between-Subjects Experiment</td>
</tr>
</tbody>
</table>

Figure 7-1: Enumeration of the studies performed for the thesis and their associated methodologies

**Profiling the Need for Cognition Case Study**

In this controlled experiment, I proposed to develop a game which could profile the Need for Cognition through a commonly used game mechanic – hints. Need for Cognition is a personality trait that can predict the effectiveness of different persuasion strategies upon users [17], and a controlled experiment with 188 participants provided empirical evidence that Need for Cognition has a negative correlation with the number of hints players follow during the game.

Not only was Nanobots the first purposely developed game able to predict a psychologic trait, but, in addition it confirmed that is possible to develop a player model through a designed game mechanic while simultaneously defining a player model able to predict the Need for Cognition.
Profiling the Self-Esteem Case Study
In the second case study, I investigated Self-Esteem and how it is linked with in-game behaviour. Because self-esteem is a reflective psychological trait and is not linked to an individual’s abilities [1], it provided an interesting design challenge.

By analysing the game metrics of two game versions (98 and 85 participants), I was able to define a new metric – Self-Evaluation Bias – as a measurable variable able to predict the results of the Rosenberg Self-Esteem Scale [24].

By exposing how player self-esteem is linked with in-game behaviour, I was able to increase game designer awareness and demystify some the influences of self-esteem, for example, players’ self-esteem does not influence player choices or affect game performance.

Moreover, the results of these two case studies allowed me to propose a method for designing game mechanics to infer player traits and provide broader recognition of games as implicit measurement tools for players’ psychology traits, with potential applications in healthcare.

Profiling the Ethical Norms Case Study
In Chapter 3, a new controlled experiment is presented to measure ethical orientation by analysing the player choices in a non-linear branching narrative presenting several moral dilemmas. This study brought new challenges when compared with the previous ones, namely, the multi-dimensionality aspects of the norms [23].

By using a genetic algorithm, it was possible to calculate the influence of each narrative branch on an initial group of 80 participants and to find strong correlations between player choices and their ethical inclinations with a new cohort of 20 participants.

Some games have a strong narrative intertwined with their game experience, and often writers and designers spend a lot of effort in developing a narrative with strong emotional content. Hence, it is conceivable that ethical norms and the presented evaluation technique can be used as a tool to validate and personalize the player experience and deliver meaningful consequences.

This work also demonstrates how machine learning (namely, genetic algorithms) can be applied to weighing individual game variables in order to develop player models, and, although there are studies that are able to create models of multi-dimensional traits [18], modelling ethical norms based on player choices had not yet been done. In addition, being able to do so, confirmed that designing game mechanics in order to infer player traits may also be possible for more complex traits.

Chapter 7: Conclusion
In Chapter 4 reviewed the needs from the stakeholders involved in behaviour player research and detailed a scalable software solution which would enable game developers to collect metrics from their players. Technically, defining a platform able to gather millions of entries in a short time span is a complex feat; however, the designed high-level architecture using a micro-services design pattern can accommodate the required data throughput, in a manner, similar to other existing continuous streaming services.

The in-game recording features allow developers to tailor the telemetry data to their game and company needs while providing analytical tools to evaluate results, for example, to plot graphical information or filter data by different categories, such as player platforms, system performance, player skill, and so forth.

For game studios, which have the capability of performing their own behavioural player analytics, this toolset provides a clear added value since it also empowers internal researchers by allowing them to run experiments, such as embedded surveys within specific sections of a game to perform behavioural research. If game studios do not have the capability of doing such things, then they can willingly share or outsource particular data to third-party institutions, by picking and choosing if and what they are willing to share.

Nonetheless, this separation between game data gathering and the research that can be performed on may have much deeper and more fundamental impacts. It is frequently the case that researchers have difficulties reaching an appropriate number of participants with which to perform all sorts of case studies that require human subjects. The GURaaS platform enables research through games by allowing researchers to embed research instruments in games and target specific audiences linked with in-game behavioural data. Such research would allow us to not only better understand games and experiences, but it has the potential to help us better understand society.

In short, researchers using games as a means to reach the power of the crowd, coupled with the player profiles and models which can be gathered directly by in-game behaviour analysis, is a powerful concept and one of the most important contributions of this thesis, one which defines strongly the focus and direction of follow-up studies.

Game User Research as a Service Platform
Chapter 4 reviewed the needs from the stakeholders involved in behaviour player research and detailed a scalable software solution which would enable game developers to collect metrics from their players. Technically, defining a platform able to gather millions of entries in a short time span is a complex feat; however, the designed high-level architecture using a micro-services design pattern can accommodate the required data throughput, in a manner, similar to other existing continuous streaming services.

The in-game recording features allow developers to tailor the telemetry data to their game and company needs while providing analytical tools to evaluate results, for example, to plot graphical information or filter data by different categories, such as player platforms, system performance, player skill, and so forth.

For game studios, which have the capability of performing their own behavioural player analytics, this toolset provides a clear added value since it also empowers internal researchers by allowing them to run experiments, such as embedded surveys within specific sections of a game to perform behavioural research. If game studios do not have the capability of doing such things, then they can willingly share or outsource particular data to third-party institutions, by picking and choosing if and what they are willing to share.

Nonetheless, this separation between game data gathering and the research that can be performed on may have much deeper and more fundamental impacts. It is frequently the case that researchers have difficulties reaching an appropriate number of participants with which to perform all sorts of case studies that require human subjects. The GURaaS platform enables research through games by allowing researchers to embed research instruments in games and target specific audiences linked with in-game behavioural data. Such research would allow us to not only better understand games and experiences, but it has the potential to help us better understand society.

In short, researchers using games as a means to reach the power of the crowd, coupled with the player profiles and models which can be gathered directly by in-game behaviour analysis, is a powerful concept and one of the most important contributions of this thesis, one which defines strongly the focus and direction of follow-up studies.

Player Experience Evaluation within the Games Industry
In Chapter 5, I describe a qualitative inspection of player experience evaluation within the game industry in interviews with 11 different (small to large) companies. The main goal of these interviews was to identify if and how player experience evaluation is being used during the game lifecycle. The results were then used to survey the state-of-the-art tools and methodologies, distinguish between company needs, and understand their take on sharing game data.
It was clear that independent of the size of the company, developers find player experience evaluation a very important topic, and they feel very passionate about it, but this is where the similarities stop. There was a clear distinction between large and small developers in terms of time spent, systematic approaches and methodologies and tools used. Expert skillset and resources are clearly the main gap, leading companies with fewer resources to adapt or develop ad-hoc tools frequently and to use crude or vague methods. Meanwhile, companies with more resources have specialized teams working exclusively on this topic and use an iterative process to hypothesize, test, evaluate and input the findings into the products life cycle.

Generically, the concept of the GURaaS platform as a tool for companies to evaluate player experience was very well received, with some participants clearly engaged and interested in knowing more. The most debated feature was the in-game questionnaire, with some praising its integration, others arguing about its impact on the player experience and multiple participants specifically addressing flow.

When discussing sharing data with external third parties, many were reluctant to share any player data because they considered the data to be a valuable asset for their corporation. Nonetheless, when asked about sharing the data for social or research purposes, almost all small and mid-sized companies were very open to the idea. Some even romanticized the idea of a cooperative venture in which companies could share data and findings among themselves and other trusted institutions.

**Player Experience Effects of Interruptions**

In both Chapters 4 and 5, the outcomes pointed to the need to examine how in-game questionnaires would affect the player experience [13]. When attempting to compare this intrusion with similar in-game interruptions, namely, advertisement, there was a noticeable lack of literature on the topic.

In this last chapter, the effects of interruptions on the player experience were evaluated by having 236 participants play one of three variations of the same game, with only the interruption condition having been altered, and evaluating the effects on the player experience. The study results proved that there are significant negative effects in the game experience when interruptions are introduced. In addition, flow was one of the few variables that was not influenced by the interruptions, although this was a repeated concern of game developers in Chapter 4.

Above all, it was possible to quantify the disruption, but also it was clearly shown that the 30-second, video-based advertisement had a greater disruption effect than the multiple-choice demographic questionnaire, reducing some of the concerns identified in previous chapters. Obviously, these results do not mean that an individual player will accept such an interruption. Hence, it is proposed that an Technology Acceptance Model [4] study be performed. Moreover, I also measured the reliability of the in-game questionnaire and found some concerns: one of the results showed pronounced scaling effects, which need to be studied properly in future work to assure the reliability and validity of such measurements [9].

**Reflections on Methodology**

In this thesis, multiple research methods were applied across the different studies: statistical comparisons, design science, a between-subjects experiment and semi-structure interviews. All of these methods have known advantages and disadvantages; hence, I attempted to balance and use the appropriate methodologies to answer the specific questions that were identified in the different chapters and leading to a unified research goal.

To test the hypothesis of the possibility of developing games to profile player traits, required that we purposely designed and developed games for that purpose and use quantitative measurements to validate them. A post-positivism stance was adopted in the attempt to minimize any possible research effects of biases, and the used philosophical and psychologic constructs like self-esteem, need for cognition, or even the ethical norms, which are generally well accepted theories. Furthermore, it was a common occurrence to consult experts on the various topics to support and identify golden standards or reference methods in the appropriate fields of expertise.

The games used in the study were developed in collaboration with external companies or students. The versions and content were kept consistent across the different groups except when explicitly mentioned, and before the data collection phase, multiple dry runs were performed to assure the experiment would be consistent, and without software faults or other problems. Most of the recruited player participants was done through a crowdsourcing platform to reach higher diversity of the population [30]. In the participant selection criteria, it was required that they play video-games frequently (more than 2 hours per week). They were informed of the fact that data was being collected for research purposes, all logged data was anonymous, and fair compensation was provided.

In later chapters, to address issues that are more contentious and because I was after a deeper examination of current industry practices which required to shift my methodological approach to qualitative research. In addition, for the feasibility analysis of GURaaS, a design science directly looking to a user centric methodology was adopted.

In the end, this is a mixed methods approach, taking a very pragmatist view on the research goals. Further, it included a strong research through design approach, as these studies involved designing and making solutions to very open questions. I think this has been essential in my research trajectory, and also has
driven the direction when the opportunities emerged in relation to the platform in the late chapters.

Revision of Research Goals

We acknowledge that our personality traits are reflected in our everyday behaviour and influence the experiences, actions and social interactions. Hence, it is natural that such behaviour is reflected in the way we play games, even if such video games encourages the enactment of other roles; the developed work that is presented in this thesis explores in depth the existing links between game design, experiences and player models. In this section, I support existing literature by evaluating and summarizing the combined results from the different studies and answering the research questions introduced in the first chapter.

Design games to infer specific player traits

To the question:
To what extent is it possible to purposely design a game which would be able to infer a specific player trait?

I conclude that it is viable to design games to infer specific player traits; such results were presented in three different profiling cases studies (Chapters 2 and 3), in which three new games were purposely designed to infer three different personality traits which had not yet been profiled in the literature.

A systematic methodology with which to link game mechanics to player models was also introduced and used to map different mechanics to traits, even for difficult traits such as self-esteem with its reflective nature. Further, multidimensional ethical norms were able to be inferred through player models. In addition, I introduced a novel use for machine learning (through a genetic algorithm), i.e., it was used to apply weights to player behaviour data in order to increase the significance of the inference.

Player experience evaluation within industry

To the question:
What is the current role of player experience evaluation within game companies?

I concluded that it is a relevant topic in the industry, but one with large differences in terms of methodologies, tools and resources and how they are applied, even if we take into account the fact that the tools and methodologies are influenced by game genre, platform, target audience, and so on.

Frequently, ad-hoc approaches were used to conduct evaluations, especially when companies with fewer resources were involved. However, there were still clear results, improvements to the games, and high returns on investments. Companies were generically reluctant to share data with other than trusted research partners, although the definition of trusted was unspecified in the interviews.

I believe that the industry is aware that there are clear improvements that can be made; hence, some tools are being made available through open lectures at industry conferences, and so forth. On the other hand, companies with more resources are clearly investing in evaluation and using it to create differentiating factors. As an exploratory study, the information gained in the interviews revealed many interesting research topics to expand upon, such as the development of new methodologies, industry cooperation and the usability of tools, to name a few.

Player-focused research through games tool

To the question:
How can we operationalize a tool which would allow games to support player-focused research?

I conclude that is possible to develop a tool which is able to enhance games to support player-focused research. In Chapter 4, the technical architecture of such tool was introduced, and I documented a case study. However, the platform was also successfully used in other studies, namely the Ethical Norms study (Chapter 3) and the study on the effects of interruptions (Chapter 6).

The platform was also presented to game developers (Chapter 5), and almost all companies were interested in and positive in terms of the presented features, although the in-game questionnaires generated some concerns about the effects on the game experience. These effects were the focus of the last study presented (Chapter 6), which showed and quantified clearly the negative effects of such an interruption, which was comparable to in-game advertisement interruptions.

Impacts to the games industry

The impact of being able to design games to profile specific traits is extremely relevant to the industry to close the affective loop [40]. Using manually authoring processes to generate new content, or by using automated processes and procedural content generation can create custom and new game narratives, features and elements linked with specific player preferences and traits to improve the player experience [33].
By having demonstrated the possibility to design games to profile players, opens the door for such games to be applied to other purposes than entertainment. A perfect example is the recent development of Sea Hero Quest provides a means of discriminating healthy aging from genetically at-risk individuals of Alzheimer's disease [34]. In addition, terms like gamification [35] and serious or applied games [36] are being recognized by other fields, and there is a thriving new sector within the games industry sector, mostly dedicated in this field. By pushing and perfecting the proposed method in chapter 2 to designing games to profile player traits have clear impacts for research purposes with direct applications on other fields like social, healthcare and business.

Furthermore, games scenes and levels are becoming increasingly larger and more complex, meaning quality assurance is very hard to perform, since they are becoming virtually impossible to extensively perform manual tests, and automated tools are not able to provide complete coverage of all situations. Hence, game companies are now understanding the power of reaching directly their players and allow them to participate the development process. A good example of this is Tom Clancy's Ghost Recon: Wildlands [37] which clearly incorporated in their product, a toolset to support player participation and communication between players and game designers. It is my belief that tool will be just a start: more elaborate communication mechanisms will allow game companies to gather information from the players.

Obviously that community driven participatory research is not for everyone, but there are great examples of games like EyeWire [38], FoldIt [39] which were able to achieve such status. Game companies with the correct approach and the right messages can drive players and communities to engage in voluntarily support worldwide research endeavours. The implications can be huge, both for the research community, which is able to scale their reach globally; in addition to the directly positive reflection to the game industry finances, marketing strategies, social responsibility and the global image of the gaming community.

**Future Challenges**

**Game Design**

There are four main roles in game development: programming, art, management and design. While the first three roles are rather hard but well defined, game design is hard and difficult role to outline [26]. Not only is game design viewed as a multidisciplinary role for product designers, storytellers, testers, marketers, ethnographers, psychologists, and philosophers, but it is also the creative force behind and the vision holder of the game concept.

Game design in a nutshell is the design of the game experience. Experience design [11] is linked with multiple human cognition levels [22]; hence, the need for game designers to better understand human nature in order to allow them to be repeatedly able to create engaging and memorable experiences. The possibility of designing mechanics that create specific player models opens a new door to being able to deeply understand, test and effectively use player behaviour.

The question that still remains is how. How can game designers take full advantage of this new approach? In this thesis, the feasibility and methodologies for designing games to profile player traits were proven. What remains unknown is how this tool will be applied by game designers around the world and how this new technique could be integrated within an already complex role while considering the effect and implications.

**Ethical Grounds**

The applicability of profiling players through games has great potential, but researching player experiences is only one out of multiple possible applications. If you know a detailed profile of a player, you can influence their behaviour, for example, to increase sales. It is true that defining the ethical line between improving the player experience and profits is hard [6]. In addition, there might be numerous other ways to exploit such sensitive information. Moreover, the fact that such databases exist and are linked with individuals is very controversial, given the possibility that they could be traded, illegally accessed or employ unethically.

In today's society the debate between security and privacy is frequently in the headlines, and government agencies are defining their own strategies on how to regulate [7, 14] or, on the other hand, use them [12, 20]. This subject is also under review in other data science fields, such as Persuasive Technologies [27, 28] or Recommender Systems [16, 31], and, although ethical codes [3, 5, 10] related to data science exist, there is no widely agreed upon ethical norm in the industry.

This thesis explores the potential of analysing players' in-game behaviours in depth and examined some ethical considerations in some of its chapters, but ethics were never tackled as a central discussion point. Still, I hope that this work encourages such discussion, at least of the big and most necessary challenges.

A security and ethical code that could be applicable and widely accepted in the industry would increase trust while assuring that both developers and players are more conscious of and responsible for their actions.
I believe that GURaaS has potential and the ability to make a meaningful social contribution, but the concept of allowing entertainment games to be used as research platforms has still not matured fully. As a concept may seem like a utopian view on the topic; therefore, it is important to tackle GURaaS appropriately, not only to strengthen the concept by using research to shape and determine the tool and usage framework. Despite that I tackled some of the salient questions related to GURaaS, still there is a lot of work to be done. During chapter 4, three main actors around GURaaS were highlighted, namely researchers, game companies, and the players. On chapter 5 and 6, we evaluated two of those three actors, by looking into industry needs and practices of tools like GURaaS, and the effects to the player experience by introducing questionnaires within games. Although the work presented in chapters 2 and 3 showed us the needs of the research actors, the platform usage, benefits and the drawbacks GURaaS provides weren’t evaluated, like many other topics that require appropriate corroboration. From the many questions which are still unanswered, and I would like to highlight a few. On the research side: result validation, user experience, confounding effects and abuse prevention. Similarly and in relation to just the game industry, development cycle implications, acceptance, business model, trust and access to results. At last, but not least, on the player side, there are questions regarding: privacy concerns, acceptance, brand engagement and reflection on the social impact of GURaaS.

Final Statements of the Thesis

Design profiling games
Not only is it possible to develop games for the purpose of profiling specific traits in players, but I have proposed a methodical approach for doing so. This work opens opportunities in terms of the development of a new breed of serious games focused on personal traits, and there are several good reasons:

Implicit behavioural analysis
First, explicit self-reported questionnaires have a known drawback, namely, response bias [21, 25], which occurs when individuals skew self-assessed measures, for instance, to improve social desirability. Games define controlled and safe environments, which offer opportunities for individuals to exhibit a range of behaviours freely. In addition, the implicit measurement of behaviour is much harder for participants to deliberately deceive.
Platforms that empower game developers and researchers with the appropriate tools to enable them to explore player behaviour are a clearly a need. Psychologists, physicians, social workers, teachers, marketers and researchers, in general, would have another solid tool with which to reach and engage specific audiences.

When considering the social impact of such a platform, it is also essential to take into account the strong privacy and ethical concerns mentioned above. Still, those concerns are attached to most of the technology- based products we all are using, and games are and will be part of such a discussion.

**Viability**

The video game industry has always faced the problem of social responsibility. Like most newly created entertainment-focused industries, it still suffers from severe criticisms in terms of being harmful to society, such as inciting violence, being addictive and causing depression. Despite the efforts of many researchers who have been working on proving or disproving such theories, the game industry is longing to improve its image with society and show corporate social responsibility [8, 32].

Trading player in-game behaviour data in order to increase social responsibility seems to me to be an easy and inexpensive exchange because the data is a by-product created by players which is collected by game companies and, most of the time, eventually deleted because it has served its internal purpose. Moreover, there are already companies reformatting advertisements and replacing it with questionnaires. Plus, when questioned about the willingness to cooperate and share data with researchers, game developers embraced the concept on a generic level. A generic approach where game developers and researchers work together might not be that big of a leap.

**Feasibility and revision**

In Chapter 4, I demonstrated that not only is it technically feasible to design an online platform that enables games to deliver customizable research instruments, but I have also provided a detailed architecture on how to attain such a platform.

In short, I believe that there are clear and strong arguments in all of the core criteria in the design-thinking framework to support Games User Research as a Service, and I hope to continue to work on and research this topic for years to come.
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Compreender pessoas através de jogos

Video jogos são mais que uma industria criativa e global, eles contribuem para a divulgação de diferentes ideas, crenças culturais, pontos de vista éticos e políticos, e são consumidos por bilhões de pessoas no mundo. Só recentemente é que o mundo científico se apercebeu o quanto os jogos estão a ter um impacto não só como entretenimento mas também nas nossas vidas, indústria, sociedade e cultura.

Capturar e analisar informação comportamental dos jogadores é um novo método que está a gerar bastante interesse, que pode ser aplicado para melhorar a experiência ou criar modelos comportamentais dos jogadores. Este trabalho é focado nessa informação comportamental dos jogadores e como se pode melhorar métodos existentes nas areas de investigação (Games User Research) e modelação comportamental (Player Modelling) do jogador.

Nas primeiras experiências, três video jogos foram criados para modelar diferentes aspectos comportamentais de jogadores, cada com o seu desafio: Necessidade de Cognição é um traço dicotômico de personalidade (alto vs. baixo), Auto-Estima é um traço reflectivo e não ligado à abilidade individual, e o perfil ético do jogador que é multi-dimensional. Através dessas experiências demonstrou-se que é possível desenvolver jogos para captar e representar traços de personalidade dos jogadores através da forma como jogam, e propôs-se uma metodologia para desenvolver esse tipo de jogos.

Os estudos anteriores identificaram a necessidade de soluções técnicas e escaláveis para a avaliação da experiência e modelação dos perfís dos jogadores. Como tal, foi desenvolvida a plataforma GURaaS, com foco em melhoria a colaboração entre investigadores e profissionais da indústria. Os dois estudos seguintes concentram-se em examinar os benefícios e desvantagens da plataforma: no primeiro, identificamos como a plataforma GURaaS poderá ajudar a colmatar as falhas e necessidades no processo de desenvolvimento nas empresas de video jogos, e no segundo estudo, medimos o impacto causado na experiencia dos jogadores por serem interrompidos pelas ferramentas de investigação científica.

A contribuição deste trabalho, demonstra o potencial de usar video jogos como instrumentos de investigação científica e demonstra a viabilidade de uma plataforma que facilita a desenvolvimento de jogos para esse fim.
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