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A B S T R A C T

We are interested in service contracts for spare parts. We introduce a new performance measure, XLD (extreme long down), that limits the number of deliveries that are later than an agreed threshold during the contract period. We consider a single item, single location stockpoint serving multiple systems where demand is satisfied in an alternative way if the stockpoint is out of stock. Using a finite horizon Markov decision process, we derive the optimal spare parts inventory policy for meeting the contract at minimum costs. We prove that a state-dependent and time-dependent base stock policy is optimal. We also prove that the optimal base stock level is non-increasing in the number of allowed extreme long downs in the remaining contract period and that the optimal base stock level decreases at most by one unit per step. We formulate three heuristics for our finite horizon problem. These heuristics are a translation of heuristics commonly used for other service measures than the XLD measure. We assess their performance in comparison to the optimal policy. The results of our numerical study show that Heuristic 3, a myopic heuristic, is the best performing with an average optimality gap of 4.5\% and an optimality gap lower than 5\% in 81\% of the instances. The maximum optimality gap is very high for all three heuristics, showing that important savings can be made by taking into account the actual contract performance and the remaining contract duration in stocking decisions.

1. Introduction

Capital goods are fixed assets used in the production process of (consumer) goods or services. The capital goods industry plays a key role in the economy with a twelve months revenue of over 1.1 trillion US dollars and an average revenue per employee of almost 400,000 US dollars according to data from CSIMarket (2019). The revenues are supported by two key sources: the sales of new assets and the maintenance of the previously sold assets, the after sales market. The latter is the focus of this paper. Due to the long life cycles of the assets, the installed base of capital goods is continuously increasing. Therefore, the number of systems in the installed base is significantly higher than the number of systems sold within a given year. For example, locomotives see a 22 to 1 ratio (Wise and Baumgartner, 1999). In other words, for every new locomotive sold, twenty-two need to be maintained. Additionally, the maintenance costs over the lifetime of the capital good can be, in some cases, twice as high as its purchase price (Öner et al., 2007). As a consequence, the after sales market has a vast economic impact and potential.

Like most supplier-customer relations, the after sale one is often codified in the form of a contract, more specifically a service contract in which a company, often the original equipment manufacturer (OEM), provides the option to maintain the capital good in exchange of a certain fee. Service contracts generally contain a section on spare parts availability, which is the focus of this paper. For this part of the contract, both inventory management and contract theory are relevant. While the former helps the OEM meet an agreed service level at a minimum cost, the latter tries to secure that the interests of both parties are safeguarded. This combination has led to system-oriented service measures, such as, aggregate mean waiting time and aggregate fill rate becoming the most commonly used service measures in practice (Basten and van Houtum, 2014). The aggregate fill rate is defined as the probability that an arbitrary demand for the total group of stock keeping units (SKU’s) is fulfilled immediately. Variations of this performance measure, such as channel fill rate, require a fulfillment within a certain time as opposed to directly from stock. Under a fill rate commitment, there is no commitment from the service provider on how long the customer has to wait in case the component is not delivered.
within the agreed time. The aggregate mean waiting time commitment is a step in that direction. It is defined as the expected waiting time until an arbitrary spare part demand is fulfilled. Under an aggregate mean waiting time commitment, the service provider (the OEM or a third party) can compensate a very slow delivery by multiple fast ones. This is possible since there is a commitment on the average waiting time. This balancing of performance erases the link between the service provided and its effects, making it difficult for the customer to assess the performance of the OEM.

Hopp and Spearman (2011) show that, for manufacturing lines, short and frequent interruptions are less harmful than long and infrequent ones. For such situation, the user of the capital good needs to have a guarantee that such long interruptions will happen only a certain number of times for a given period. The outcome of such a guarantee is a reduction of the time to repair variability. This situation occurs at many serial manufacturers, particularly when dealing with the bottleneck resource. Our work is inspired by a situation observed in the practice of ASML, a manufacturer and service provider of lithography systems for the semiconductor industry. Another context where there is pressure to avoid long downs is in information technology and more specifically server farms and data centres. Further applications can be seen in the airline industry. This constitutes a gap in the currently available service measures.

We introduce the XLD service measure (XLD stands for extreme long down), which limits the number of outliers in the time to repair. We believe that our XLD service measure closes the identified gap as, in some contexts, the value of a spare parts service contract resides in decreasing variability of the time to repair. This allows to make a direct link between the OEM providing the spare parts and the outcome for the user. This service measure sets a target that is independent of the realized number of demands during the contract period. In other words, the target is not expressed in the form of a fraction, an average, a probability or an expectation. This change is very relevant for the customer who needs to plan the utilization of her assets. Under the XLD service measure, she knows that for a given period, there will not be more than a set number of hurtful long outages. For example, in practice, the constraint could be formulated in a contract in the following way: a down longer than $G$ consecutive hours can only occur $K$ times for a group of systems over the course of the contract. The downtime can be split into multiple steps. First an engineer performs a diagnostic as a result of which (s)he requests and receives the required spare part. Upon receipt, (s)he can perform the swap and proceed with a recovery sequence (restart of the equipment). We are interested in studying how to stock spare parts to meet a certain downtime duration limit within the contract execution period and at minimal costs. Assuming that the diagnostic, swap and recovery times are deterministic, our example could be reformulated as, with $H < G$: a spare part waiting time longer than $H$ can only occur $K$ times for a group of systems over the course of the contract.

We consider a single item, single location stock point serving multiple systems. In this way, we model a situation where there is a contract for one component, which is swapped after failure by a functioning one. After the swap, the whole defective module gets repaired in a repair shop before being returned to stock. In the case of the airline industry, it could be a contract covering only the landing gear of a fleet of planes, for example. Demand fulfilled directly from the closest stockpoint would be fulfilled on time, while demand fulfilled via an alternative way, i.e., an emergency shipment would be late and would create a long down, we model a single location. The contract holds for a group of systems. This contract has one fixed duration, one service measure and one target. The contract duration is divided in review periods. On a periodic basis, planners review the contract performance and on-hand inventory and decide how much to order. The replenishment lead time is very short in comparison to the review period. Therefore, we set the replenishment lead time at zero. In the case where the demand in a period would be higher than the stock available, the unfulfilled demand is satisfied via an emergency shipment.

Our main contributions are as follows. First, we introduce a new service measure, XLD (extreme long down), which limits the number of spare parts delivered later than an agreed threshold. Second, using a finite horizon Markov decision process, we prove that the optimal policy is a state-dependent and time-dependent base stock policy. Third, we also formulate three heuristics for our problem. These heuristics are a translation of heuristics commonly used for other service measures than the XLD measure. We compare our optimal policy to these heuristics to see how well they perform. We find that Heuristic 3, a myopic heuristic, is the best performing with an average optimality gap of 4.5% and 66 out of the 81 instances having an optimality gap of at most 5% but a maximum optimality gap of 49%.

The paper is organized as follow. In Section 2, we cover the literature on service measures and finite horizon models to highlight our contribution. In Section 3, we introduce the problem formally and formulate it as a finite horizon Markov decision process. Section 4 shows the structural results and Section 5 gives the heuristics that we use in Section 6 to assess the performance of the optimal policy and to derive managerial insights. We conclude in Section 7.

2. Literature review

Sherbrooke (1968) is the foundational work of the field of spare parts inventory management. Driven by the low demand environment of the military, he developed the METRIC method to optimize repairable spare parts stock levels. Since then, the optimization of spares parts inventory has been widely studied, up to including the use of additive manufacturing as alternative supply (Knolius et al., 2019) or evaluating the impact of workforce training policies on spare parts inventory (Sleptchenko et al., 2019). We refer the interested reader to Basten and van Houtum (2014) and Hu et al. (2018) for comprehensive literature reviews on system-oriented inventory models. To highlight our contribution, we focus our literature review on service measures in Section 2.1, on finite horizon in Section 2.2 and on state-dependent base stock policies in Section 2.3.

2.1. Service measures

Sherbrooke (1968) introduces the fill rate as a service measure representing the fraction of demand fulfilled directly from stock. Building on the fill rate and looking at the customer’s experience, Berg and Posner (1985, page 287) propose customer delay as being “the amount of time the customer is expected to wait in the queue before leaving the system”, in other words, the sojourn time. In the after sale context, this represents the expected waiting time until the demand for a spare part is fulfilled. Song (1998) proposes to focus at the order level, by defining the order fill rate, measuring the probability of filling an entire customer order immediately from the shelf or, more generally, within a pre-specified time window. Caggiano et al. (2007, page 304) define the channel fill rate as “the probability that an arriving demand for a part will be satisfied within a specified amount of time”. Since then, the concept of channel fill rate has been further studied and variants of it proposed. For example, Larsen and Thorstenson (2014, page 17) introduce the customer order fill rate and define it as “the average fraction of each customer order that is immediately fulfilled from inventory”. While the order fill rate measures the percentage of orders which are served in full, the customer order fill rate allows for partial fulfilment of an order and therefore, it measures an average fraction. Dreyfuss and Giat (2017, page 584) take into account customer patience and introduce the truncated waiting time and the window fill rate. The truncated waiting time represents “the expected time waited beyond $t$ units of time” while the window fill rate is “fill rate during a time window of $t$”. This service measure is similar to channel fill rate but uses stochastic lead times with a general distribution as opposed to deterministic lead times for each channel.
The service measure we propose is very different from the existing ones as it is a more direct performance measure. It is not based on average, expectation or fraction; it is a fixed number. The customer gets an actual commitment that there will not be more than an agreed number of extreme long downs. It, therefore, provides more certainty to the customer and helps her plan her operations.

2.2. Finite horizon

By considering the contract duration, we place ourselves in a finite horizon setting, which has received less attention than the infinite horizon one. One of the key differences is that in a finite horizon, the achieved performance, be it fill rate or another measure, is a random variable. Chen et al. (2003) show that, when demand is independent and identically distributed, the multi-period expected fill rate is below the one period expected fill rate and above the expected infinite horizon fill rate. Banerjee and Paul (2005) extend their work by proving that the expected fill rate over a finite horizon is a monotonically decreasing function of the number of periods in the horizon. Thomas (2005) studies how the fill rate achieved during the total contract period is affected by the length of the review horizon, the demand distribution and the penalties incurred for not meeting the agreed level. He shows that, when high penalty costs are to be incurred if a target fill rate is not met during a review period, the customer is actually asking a long-run fill rate that is much higher than the one targeted within the review period.

Kim et al. (2010) show that performance-based contracting can yield suboptimal results in the case of highly reliable equipment. The high reliability in combination with the finite horizon of the contract means that there are only very few observations. The occurrences being limited, the performance realized by the OEM might not be representative of its readiness. Developing further the effect of a finite horizon on contract realization, Al Hanbali and van der Heijden (2013) derive the first two moments of the probability distribution of meeting the target of a service contract at the end of the horizon. They study the probability to actually meet the target. They show that when planning for the steady-state situation, there is a high risk of not meeting the availability target within the contract execution period. Ge et al. (2018) extend their work by explicitly taking into account the uncertainty in the component failure rates, the stochastic nature of the number of failures during a service contract period, and the stochastic repair times. To allow for fast approximate evaluation, they develop the full-uncertainty method and show the benefits of taking the variation occurring during the contract period into account. Another setting where the length of the horizon needs to be accounted for is when studying warranty mechanisms. For example, Luo and Wu (2018) focus on a non-renewing free replacement warranty policy under which the manufacturer provides its customers with repair or replacement at no cost within the warranty period. They provide a collective warranty optimization policy by assuming a linear relationship between the length of the warranty coverage, the warranty price and quantity of product sold.

Based on previous work, it is clear that, in practice, the contract duration cannot be ignored and should be counted for. If not, the related uncertainty will manifest itself in the profitability of the service contract either via higher than necessary holding costs or via expensive emergency costs and potentially penalties. Previous work shows that meeting the contract performance in a finite horizon is a random variable. To the best of our knowledge, it is the first time that a dynamic optimal policy is derived in order to meet a service level agreement by the end of the contract duration.

2.3. State-dependent base stock policies

When using Markov decision processes, it is often the case that the optimal policy is a state-dependent base stock policy. In discrete time, the structure of these policies is notoriously difficult to prove and has led to intensive research in mathematics of operations research. Zipkin (2003) introduces the concepts of L-convex and M-convex functions. The key difference between them is that the former is defined on lattices and the latter on matroids. These functions are more tractable than previously used ones and bring additional combinatorial properties. Zipkin (2008) uses L\(^{-}\)-convexity, a type of L-convex functions, for the structural analysis of a standard single-item lost sales inventory system. Using this property, he is able to prove, for the first time in the lost sales context, that more variable demand leads to higher costs. More recently, Topan et al. (2018) study the effect of using imperfect advanced demand information in stocking decisions. Using L\(^{-}\)-convexity, they prove that the optimal policy for their model is also a state-dependent base stock policy. Even though L\(^{-}\)-convexity is a powerful tool, it is an indirect way of proving. The original variables first need to be converted into complementary variables. L\(^{-}\)-convexity is then used to show the structural properties with respect to the new variables. To complete the analysis, the properties need to be transformed back to those with respect to the original variables.

There exists a direct approach which uses multimodularity. Hajek (1985) introduced multimodular functions, which are the discrete equivalent of convex functions. It is interesting to note that L\(^{-}\)-convexity and multimodularity are related through a unimodular coordinate transformation (Murota, 2005). When focusing on two-dimensional problems, the diagonal dominance needed for L\(^{-}\)-convexity is equivalent to the superconvexity needed for multimodularity (Song et al., 2017). Superconvexity is a very important property regarding the structure of a state-dependent policy though seldomly used. In a recent paper, van Wijk et al. (2019) prove the existence of thresholds in their state-dependent policy using superconvexity and supermodularity. For two-dimensional problems, the combination of these two properties is equivalent to multimodularity (Koole, 2007).

To the best of our knowledge, our work is the first to prove that a state-dependent base stock policy is optimal for a lost sales model with both emergency and penalty costs. We do this in a finite horizon setting, using the direct approach (i.e., using multimodularity).

3. Model

In Section 3.1, we introduce the problem, the assumptions and the notation. The formulation as a Markov decision process is given in Section 3.2.

3.1. Description and assumptions

We consider a single item stockpoint that fulfils demand from N systems in the field. A service contract covers a critical module or component of the system. Upon a failure of the critical component, the system comes to a halt until the defective component is swapped for a functioning one such as an aeroplane engine or the motor of a production line. All systems are of the same type and they all belong to the same customer. The contract is closed with this customer and applies to the demands of all systems together. The service contract allows for a fixed number of demands K\(^{ob}\) ∈ Z\(^+\) to be fulfilled later than a predefined amount of time (e.g., 12 h) over a predefined period consisting of T periods of equal length (e.g., 50 weeks). Should the number of late deliveries exceed K\(^{ob}\), the OEM will pay a penalty with cost c\(^{p}\) for each additional late delivery. In our model, we keep track of the number of periods remaining until the end of the contract. The cost c\(^{p}\) is typically high as it covers not only the monetary value but also the frustration of the customer, which translates into future lost opportunities. Hence, it makes a real incentive to meet the constraint of at most K\(^{ob}\) late deliveries.

To fulfill the demand, the OEM stocks spare parts in a single stockpoint close to the customer. The stockpoint is replenished by a regional or a central stockpoint of the OEM. The lead time is very short compared to the period duration. As a consequence, we consider the replenishment lead time to be equal to zero. The stockpoint is close
enough to the customer to neglect the shipment time from the stockpoint to the systems of the customer. When the demand is fulfilled by the local stockpoint, the system is operational again within the time limit. When the demand cannot be fulfilled by the local stockpoint, it is a lost sale for the local stockpoint and it gets fulfilled via an emergency shipment from another location against an additional cost $c^e$. We assume that every emergency shipment is a late delivery and, therefore, counts as a late delivery. The emergency shipment cost is typically low in comparison to the penalty cost.

At the beginning of each period, the level to which the inventory is increased, $S$, is reassessed based on two parameters: the current contract performance, $I$, i.e. the number of late deliveries that is still allowed for the remaining contract duration, and the current on-hand stock, $I$. In a real life setting, a planner would look into these two elements every Monday morning, for example, and decide how much stock is needed for the week. Let $c^h$ denote the holding costs which are composed of warehousing, insurance and the cost of capital. The holding costs are paid on the remaining on-hand inventory at the end of each period.

We assume that each period is small compared to the total contract duration. Therefore, each system can fail only once per period with probability $p$ and will be repaired within the same period. This means that, during a period, the demand cannot exceed the number of systems in the installed base. This makes sense in practice especially for high tech systems that see low numbers of failures. Because the replenishment lead time equals zero, it is never optimal to increase the stock level to a higher level $S$ than $N$ at the beginning of a period. Additionally, $S$ can only be higher or equal to $I$. Let $X$ be the number of system failures in an arbitrary period, i.e., the demand received at the stockpoint during one period. $X$ is a binomially distributed random variable with parameters $N$ and $p$, i.e.:

$$P[X = d] = \frac{N!}{(N - d)!d!}p^d(1 - p)^{N - d}, \quad 0 \leq d \leq N.$$ 

The sequence of events in each period is as follows:

- The state, consisting of $K$ and $I$, is observed.
- Parts are ordered and received.
- Demand during one period is observed and fulfilled:
  - The total demand is fulfilled from stock if $X \leq I$;
  - In case $X > I$, then $I$ demands are fulfilled from stock, while the other demands are fulfilled via an emergency shipment (lost sale to the stockpoint).
- All costs are incurred.

Our objective is to derive the optimal policy to meet the service level agreement target within the contract duration and at minimum costs.

3.2. MDP formulation

Our optimization problem can be formulated as a Markov Decision Process. Let $\mathcal{S} = [0,1,...,N]$ denote the set of possible stock levels and $\mathcal{K} = [0,1,...,K_{(b)}]$ the set of possible XLD levels. We define the lattice $\mathcal{L} = \mathcal{S} \times \mathcal{K}$. Let $V_t(K, I)$ be the optimal remaining cost until the end of the contract period when the system is in state $(K, I)$ at the start of period $t \in [1,2,...,T]$. After ordering up to $S \in \mathcal{S}$, the direct expected costs in the period are:

$$V_{t+1}(K, S) = c(K, S) + \sum_{d=0}^{N} P[X = d]c^h(S - d)^+ + c^e(d - S)^+ + c^l(d - S - K)^+.$$ 

We define:

The Bellman equation for our optimization problem is given by:

$$V_{t+1}(K, I) = \min_{S \in \mathcal{S}} \{V_{t+1}(K, S) \mid I \in \mathcal{L}, K \in \mathcal{K}, I \in [0,...,T - 1]\}.$$ 

Since this is a finite horizon MDP, we compute the optimal policy using backward induction. Over the complete contract duration, the total expected costs of the optimal policy are given by $V_T(K_{(b)}, 0)$.

4. Analysis

In this section, we study the structural properties of our model. All proofs are given in Appendix A.

Definition 1. Let $\mathcal{L}$ be a two-dimensional lattice. We define $i \in \mathbb{Z}^+$ and $j \in \mathbb{Z}^+$. Let $e_i$ and $e_j$ denote the unit vector of appropriate length, consisting of all zeros except for a 1 at position $i$ and $j$ respectively. Adopting the terminology of Koole (2007), consider the following properties of a function $f$ on $\mathcal{L}$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in our state space:

- Non-decreasing (i): $f(x + e_i) \geq f(x)$;
- Non-increasing (ii): $f(x + e_i) \leq f(x)$;
- Convex (iii): $f(x + 2e_i) \geq 2f(x + e_i)$;
- Supermodular (iv): $f(x) + f(x + e_i) \geq f(x + e_i) + f(x + e_j)$;
- Superconvex (v): $f(x + e_i) + f(x + e_j) \geq f(x + e_i + e_j) + f(x + e_i + e_j)$;
- Multimodular (vi): $f(x) + f(x + e_i + e_j) \geq f(x + e_i + e_j)$.

Lemma 1. The function $c(K, S, d)$ has the following properties for each $d \in [0,...,N]$:

- (i) For each $S \in \mathcal{S}$, $c(K, S, d)$ is non-increasing in $K \in \mathcal{K}$.
- (ii) For each $S \in \mathcal{S}$, $c(K, S, d) - c(K + 1, S, d) \leq c^h$ for $K \in \mathcal{K}$.
- (iii) For each $S \in \mathcal{S}$, $c(K, S, d)$ is convex in $K \in \mathcal{K}$.
- (iv) For each $S \in \mathcal{S}$, $c(K, S, d)$ is supermodular on $\mathcal{S}$.
- (v) $c(K, S, d)$ is superconvex on $\mathcal{S}$.
- (vi) $c(K, S, d)$ is superconvex on $\mathcal{S}$. (v) $c(K, S, d)$ is supermodular on $\mathcal{S}$.

Parts (i) and (iv) make sense intuitively. Part (i) states that the higher the number of allowed late deliveries, the lower the direct costs. The direct cost function being convex in $S$, see part (iv), means that there exists an optimal base stock level which minimises the direct costs. Part (v) states that the direct costs increase “faster” as the contract performance decreases and the stock increases. This is due to the probability of paying penalty costs being much higher for a lower $K$. Additionally, as $S$ increases, the probability of oversstocking is higher translating into higher than necessary holding costs. The properties for $c(K, S, d)$ lead directly to the same properties for the direct expected costs $C(K, S)$.

Lemma 2. The direct expected costs function $C(K, S)$ has the following properties:

- (i) For each $S \in \mathcal{S}$, $C(K, S)$ is non-increasing in $K \in \mathcal{K}$.
- (ii) For each $S \in \mathcal{S}$, $C(K, S) - C(K + 1, S) \leq c^h$ for $K \in \mathcal{K}$.
- (iii) For each $S \in \mathcal{S}$, $C(K, S)$ is convex in $K \in \mathcal{K}$.
- (iv) For each $K \in \mathcal{K}$, $C(K, S)$ is convex in $S \in \mathcal{S}$.
- (v) $C(K, S)$ is supermodular on $\mathcal{S}$. (v) $C(K, S)$ is supermodular on $\mathcal{S}$.
\( (v) \) \( C(K, S) \) is superconvex on \( \mathcal{K} \).

\( (vi) \) \( C(K, S) \) is superconvex on \( \mathcal{K} \).

Next we study the properties of the total expected costs function. We prove that the optimal policy is state-dependent and time-dependent. Furthermore, we prove that the optimal base stock level is non-increasing in \( K \in \mathcal{K} \).

**Theorem 1.** A. For \( t \in \{1, \ldots, T\} \), \( \tilde{V}(K, S) \) has the following properties:

1. For each \( S \in \mathcal{K} \), \( \tilde{V}(K, S) \) is non-increasing in \( K \in \mathcal{K} \).
2. For each \( S \in \mathcal{K} \), \( \tilde{V}(K, S) - \tilde{V}(K + 1, S) \leq c^d \) for \( K \in \mathcal{K} \).
3. \( \tilde{V}(K, S) \) is superconvex on \( \mathcal{K} \).
4. \( \tilde{V}(S, K) \) is supermodular on \( \mathcal{K} \).
5. For each \( K \in \mathcal{K} \), \( \tilde{V}(K, S) \) is convex in \( S \in \mathcal{S} \).
6. For each \( S \in \mathcal{S} \), \( \tilde{V}(K, S) \) is convex in \( K \in \mathcal{K} \).

**B.** For \( t \in \{0, \ldots, T\} \), \( V(K, I) \) has the following properties:

1. For each \( K \in \mathcal{K} \), \( V(K, I) \) is convex in \( I \in \mathcal{I} \).
2. A state-dependent base stock policy is optimal in each time period. Let \( S^*_t(K) \) denote the optimal base stock level at time \( t \); \( S^*_t(K) \) is the lowest \( S \) for which \( V(K, S) \leq \tilde{V}(K + 1, S) \).
3. For each \( t, \) the optimal base stock level \( S^*_t(K) \) is non-increasing in \( K \) and \( S^*_t(K + 1) \leq S^*_t(K + 1) \).
4. For each \( K \in \mathcal{K} \), \( V(K, I) \) is non-decreasing in \( I \).
5. For each \( I \in \mathcal{I} \), \( V(K, I) \) is non-increasing in \( K \).
6. For each \( I \in \mathcal{I} \), \( V(K, I) - \tilde{V}(K + 1, I) \) \( \leq c^d \) for \( R \in \mathcal{R} \).
7. \( V(K, I) \) is superconvex on \( \mathcal{K} \).
8. \( V(K, I) \) is supermodular on \( \mathcal{K} \).
9. For each \( I \in \mathcal{I} \), \( V(K, I) \) is convex in \( K \in \mathcal{K} \).

The superconvexity property plays a key role in proving Theorem 1. The property is used, in combination with supermodularity, to prove convexity in each variable. It is important to note that, while superconvexity and supermodularity imply convexity, superconvexity and convexity do not imply superconvexity. Furthermore, supermodularity of \( V(K, S) \) gives us that the optimal base stock levels are non-increasing in \( K \), \( V(K, S) \) being superconvex(S,K) gives us \( S^*_t(K) \leq S^*_t(K + 1) \).

In addition to the managerial insight it brings, this result is key to the Proof as it gives a more refined relationship between the different optimal, i.e., state-dependent, base stock levels. This is needed in order to precisely enumerate all the different cases to be assessed for proving the subsequent properties.

**Directly from Definition 1, we have the following result.**

**Corollary 1.** \( c(K, S, d), C(K, S), \tilde{V}(K, S) \) and \( V(K, I) \) are multimodal.

Fig. 1 depicts the behaviour of the optimal base stock level \( S^*_t(K) \) for the specified values of \( N, K^{ob}, p, c^d, \) and \( \omega \) with \( T = 50 \). As per the aforementioned structural properties, the state-dependent and time-dependent base stock policy is clearly illustrated. It can also be seen that the optimal base stock level is non-increasing for a given value of \( K \), for example, \( S^*_t(3) \leq S^*_t(2) \leq S^*_t(3) + 1, \forall t \in \{0,1,\ldots,T\} \).

**5. Heuristics**

Because the XLD constraint is new, there exists no heuristic in the literature that can be applied directly. In this section, we develop new heuristics, mirroring the logic of common heuristics for other service measures and analyse how they perform compared to the optimal policy. In Section 5.1, the heuristic developed is an XLD variant of a steady-state base stock policy while the heuristics developed in Section 5.2 and 5.3 are XLD variants of a finite horizon base stock policy and a myopic policy respectively.

To evaluate the costs under the use of a state-dependent, time-independent base stock policy, we introduce \( V^*_t(K) \) as the expected costs obtained in \( t \) periods when following a base stock policy \( S \in \mathcal{K} \) while being allowed to have \( K \) late deliveries. It holds that:

\[
V^*_0(K) = 0, \text{ for } K \in \mathcal{K} \text{ and, for } t \in \{1, \ldots, T\},
\]

\[
V^*_t(K) = C(K, S) + \sum_{d=0}^{N} p[X = d]V^*_{t+1}(K - (d - S)(K - (d - S))^+) \text{ for } K \in \mathcal{K}, S \in \mathcal{S}.
\]

The total expected costs under base stock policy \( S \) are equal to \( V^*_T(K^{ob}) \).

**5.1. Heuristic 1**

We define a policy that uses the base stock level that minimizes the expected costs over an infinite horizon, without considering the contract performance or duration. The base stock level is set to meet the targeted service level in steady-state. This policy is, therefore, state-independent, time-independent and independent of the contract duration. This is a major drawback since, as seen in Section 2.2, it would underestimate the stock level needed to meet the contract at the end of the contract duration. Such policies are widespread in the literature (Basten and van Houtum, 2014) and the most commonly used in practice, due to their ease of implementation in ERP systems. We use \( J \) to denote the set of base stock levels \( S \) under which, in steady-state, the average number of XLDs per period is lower than \( K^{ob}/T \):

\[
J = \left\{ S | 0 \leq S \leq N; \sum_{d=3+1}^{N} p[X = d](d - S) \leq K^{ob}/T \right\}
\]

Let \( S^*_t \) denote the optimal base stock level for Heuristic 1:

\[
S^*_t = \text{argmin}_{S \in J} \left\{ \sum_{d=0}^{N} p[X = d](c^d(S - d)(S - d)^+ + c^e(d - S)(d - S)^+) \right\}.
\]

The total expected costs of using this policy over the contract duration is given by \( V^*_T(K^{ob}) \).

**5.2. Heuristic 2**

Similar to Heuristic 1, Heuristic 2 is state-independent and time-independent. The difference is that it takes into account the finite contract duration. A similar heuristic, for different service measures, can be found in many finite horizon papers, see e.g. Al Hanbali and van der Heijden (2013) for example. Heuristic 2 optimizes the state-independent and time-independent base stock level. Hence, it is at least equally good as Heuristic 1. Let \( S^*_2 \) denote the optimal base stock level for Heuristic 2:

\[
S^*_2 = \text{argmin}_{S \in \{0, \ldots, N\}} \left\{ [V^*_T(K^{ob})] \right\}.
\]

The expected costs of using this policy during the contract duration is given by \( V^*_T(K^{ob}) \).

**5.3. Heuristic 3**

We define a state-dependent myopic policy. This policy is therefore time-independent and independent of the contract duration. For any given \( K \in \mathcal{K} \), this policy sets a target stock level to minimize the one-period costs. Should a practitioner want to adjust stock levels based on contract performance, this policy would be one of the most intuitive ones. This policy is very risky though, as the costs of the further periods are not considered. Nevertheless, myopic policies represent an effective alternative to state-dependent policies as shown in Luo and Shang (2019) for example. Let \( S^*_2 \) denote the base stock level that minimizes the one-period costs associated with fulfilling the contract for a given \( K \). We have:
Lemma 3. The optimal base stock level $\hat{S}_K^*$ is non-increasing in $K \in \mathcal{X}$.

This is a direct consequence of $C(K, S)$, the direct expected costs function, being convex in $S$ and supermodular by Lemma 2 parts (iv) and (v) respectively. At the beginning of period $T$, the on-hand stock is increased to $\hat{S}_K^{(0)}$. In each of the next periods, the on-hand stock is increased to $\hat{S}_K^{(t)}$ This is possible since, by Lemma 2, $\hat{S}_K^{(0)} \geq \hat{S}_K^{(1)} \geq \ldots \geq \hat{S}_K^{(t)}$. Let $\hat{V}_t(K)$ denote the expected costs obtained in $t$ periods under Heuristic 3. We have:

$$(K) = C(K, \hat{S}_K^*) + \sum_{d=0}^{N} P\{X = d\} \hat{V}_{t-1} \left( K - \left( d - S \right)^* \right)$$

for $t \in \{1, \ldots, T\}$, $K \in \mathcal{X}$, and $\hat{V}_0(K) = 0$, for $K \in \mathcal{X}$.

The expected costs of using this policy during the contract duration is given by $\hat{V}_T(K^{(0)})$.

6. Numerical study

The purpose of this section is to quantify the cost benefits of the optimal policy over the heuristics. The numerical study also provides us some insights beyond the average cost differences and shows us for which situations we see the biggest differences. In Section 6.1, we explain how we designed our test bed. Section 6.2 provides the key insights gained.

6.1. Design

For our numerical experiment, we consider a contract length of $T = 50$ weeks and we are particularly interested in varying the following variables. Varying the installed base size, $N$, is interesting to see the impact of the number of systems in scope of the contract. Varying $K^{(0)}$ brings insights on how the service level agreement target setting influences stocking decisions. Our XLD service measure is intended to reduce the infrequent long downs. Therefore, we are interested in values of $K^{(0)}$ in the range $[1; N]$. The importance of taking into account the characteristics of spare parts is studied by Huiskonen (2001). In this experiment, we are most interested in the effects of the reliability and the price of the component. We are interested in lower values of $p$, i.e., $0 < p \leq 0.1$. The probability of failure $p$ during one week is interesting since, within our range of $p$, the variance increases as $p$ increases while the coefficient of variation decreases as $p$ increases. The expectation here is to have a smaller optimality gap for less reliable systems. The
Table 1
Test bed for the numerical experiment.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$N$</th>
<th>$K^{(b)}$</th>
<th>$p$</th>
<th>$c^h$</th>
<th>$c^e$</th>
<th>$c^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Weeks)</td>
<td></td>
<td></td>
<td></td>
<td>(k€ per week)</td>
<td>(k€ per shipment)</td>
<td>(k€ per occurrence)</td>
</tr>
<tr>
<td>50</td>
<td>$[3; 9; 27]$</td>
<td>$\left( N, \frac{N}{3}, N \right)$</td>
<td>$[0.01; 0.05; 0.1]$</td>
<td>$0.1; 1; 10$</td>
<td>10</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2
Summary of the results of the numerical experiment.

<table>
<thead>
<tr>
<th>Gap</th>
<th>Heuristic 1</th>
<th>Heuristic 2</th>
<th>Heuristic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Max</td>
<td>Average</td>
</tr>
<tr>
<td>$N$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>203.4%</td>
<td>1940%</td>
<td>12.2%</td>
</tr>
<tr>
<td>9</td>
<td>966.3%</td>
<td>8279%</td>
<td>3.4%</td>
</tr>
<tr>
<td>27</td>
<td>661.7%</td>
<td>7061%</td>
<td>4.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>222.6%</td>
<td>1940%</td>
<td>9.8%</td>
</tr>
<tr>
<td>0.05</td>
<td>208.3%</td>
<td>1623%</td>
<td>5.2%</td>
</tr>
<tr>
<td>0.1</td>
<td>1400.4%</td>
<td>8279%</td>
<td>5.4%</td>
</tr>
<tr>
<td>0.1</td>
<td>1396.5%</td>
<td>8279%</td>
<td>0.8%</td>
</tr>
<tr>
<td>1</td>
<td>204.5%</td>
<td>1153%</td>
<td>10.8%</td>
</tr>
<tr>
<td>10</td>
<td>230.3%</td>
<td>1940%</td>
<td>8.9%</td>
</tr>
<tr>
<td>Total</td>
<td>8279%</td>
<td>6.8%</td>
<td>96%</td>
</tr>
</tbody>
</table>

Table 3
Optimality gaps of 81 instances under the three heuristics.

<table>
<thead>
<tr>
<th></th>
<th>Heuristic 1</th>
<th>Heuristic 2</th>
<th>Heuristic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>11</td>
<td>32</td>
<td>52</td>
</tr>
<tr>
<td>0%&lt;optimality gap ≤ 5%</td>
<td>10</td>
<td>24</td>
<td>14</td>
</tr>
<tr>
<td>5%&lt;optimality gap ≤ 20%</td>
<td>8</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>20%&gt;optimality gap</td>
<td>52</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

holding costs, $c^h$, are particularly relevant as different values reflect variation in the cost price of the component. We use only high value components in the test bed as it is more in line with the type of component subject to such contract (e.g., plane engines, landing gears). The emergency and penalty costs are kept constant. The values used in the test bed are inspired by the practice of ASML, a supplier of photolithography equipments for the semiconductor industry. The proposed test bed yields 81 different instances and is shown in Table 1.

6.2. Results

A summarized overview of the results is given in Table 2. The detailed results can be found in Appendix B. Heuristics 1 is, on average, 61.0% more expensive than the optimal policy. Even though Heuristic 1 performs poorly, it performs well in over a quarter of the cases with an optimality gap lower than 6.8% confirming the insights of Section 2.2. Even though Heuristic 2 can have optimality gaps up to 96%, the base stock levels it sets, are equal to $S_T(K^{(b)})$ in 70 out of the 81 instances. Interestingly, it is also the case for the instance with the highest optimality gap.

Heuristic 3 is on average 4.5% more expensive than the optimal policy. Heuristic 3 having the smallest average optimality gap shows that a myopic policy could be an effective alternative to a state-dependent policy. The maximum optimality gap is 49% and occurs when nine systems are considered, $K^{(b)} = 2N/3$, $p = 0.05$ and $c^h = 10$. This situation is very realistic in a setting such as the one of ASML and such an optimality gap would be too high for an implementation in practice. On the other hand, as shown in Table 3, 66 out of the 81 instances have an optimality gap of at most 5%. In other words, in 81% of the cases, this heuristic could be implemented. The 15 instances where the gap is higher than 5%, all occur for $c^h = 10$. In all these cases, the base stock level set by Heuristic 3 is lower than the optimal one. This is a known pitfall of the myopic policy that optimizes for the one-period costs without considering the remaining periods. In the practice of ASML, such expensive modules are seldom and have low failure rates. For the instances where $c^h = 10$ and $p = 0.01$, the average optimality gap of Heuristic 3 is 1.4%.

The numerical results show that the optimal policy is significantly better than both Heuristic 2 and Heuristic 3 for multiple instances. This shows the value of taking into account the remaining contract duration as well as the current contract performance in stocking decisions. Heuristics 2 and 3 building on the former and the latter respectively perform relatively well. Heuristic 3 does perform the best though with the lowest average optimality gap, the lowest maximum gap and being optimal in 64% of the cases.

7. Conclusion

In this paper, we introduce the XLD service measure to answer the need for reducing harmful infrequent long outages. Using a finite horizon Markov decision process, we prove that the optimal policy is a state-dependent, time-dependent base stock policy. Using a numerical study, we compare the optimal policy with heuristics. Our Heuristic 3, a myopic heuristic, is the best performing heuristic but can still have high optimality gaps in some cases. This shows that significant savings can be made by taking into account the current contract performance and the remaining contract duration in spare parts stocking decisions. These savings can be translated, for the OEM, in either higher margin or a more competitive service contract price.

Interesting for further research would be the extension to a multi-item model and defining better performing heuristics.
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Appendices

A Proofs

Proof of Lemma 1 Parts (i) and (ii): Let $S \in \mathcal{S}$ be given. First, we need to prove that $c(K + 1, S, d) - c(K, S, d) \leq 0$ for $K \in \mathcal{K} \setminus \{K^{(b)}\}$. This is
shown as follows:
\[ c(K + 1, S, d) - c(K, S, d) = c^h(S - d)^* + c^v(d - S) + c^v(d-S-K-1)^* \]
\[ - c^v(S-d)^* - c^v(d-S-K)^* + c^v((d-S-K)-(d-S-K))^* \leq 0. \]

Next, we need to prove that \( c(K, S, d) - c(K + 1, S, d) \leq c^h \) for \( K \in \mathcal{K} \setminus \{K^{00}\} \). This property is obtained along the same lines.

**Parts (iii) and (iv)**: The holding costs are given by \( c^v(S-d)^* \). This function is piecewise linear, non-increasing in \( S \) and constant in \( K \). Therefore, the holding costs are convex in \( K \) for a given \( S \) and in \( S \) for a given \( K \). The emergency costs are given by \( c^v(d-S)^* \). This function is piecewise linear, non-decreasing in \( S \) and constant in \( K \). The emergency costs are thus convex in \( K \) and in \( S \). The penalty costs are given by \( c^v((d-S-K)^* \). This function is piecewise linear, non-decreasing in \( S \) and \( K \). So, the penalty costs are convex in \( K \) and in \( S \). \( c(K, S, d) \) is the summation of functions that are convex both in \( K \) and \( S \), and is therefore also convex in \( K \) and \( S \).

**Part (v)**: We need to prove that \( c(K + 1, S + 1, d) + c(K, S, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K + 1, S, d) \geq 0 \) for \( K \in \mathcal{K} \setminus \{K^{00}\} \) and \( S \in \mathcal{S} \setminus \{N\} \). This is shown as follows (use Lemma 1(iii) for the last step):

\[ c(K + 1, S + 1, d) + c(K, S, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K + 1, S, d) \geq 0 \] for \( K \in \mathcal{K} \setminus \{K^{00}\} \) and \( S \in \mathcal{S} \setminus \{N\} \). This is shown as follows (use the convexity of the functions \( (S-d)^* \) and \( (d-S)^* \) for the last step):

**Proof of Lemma 2.** \( C(K, S) = \sum_{i=0}^{N} P[X = d]c(K, S, d) \), i.e., \( C(K, S) \) is the summation with positive weights of the functions \( c(K, S, d) \). Therefore, all the properties that hold for \( c(K, S, d) \) also hold for \( C(K, S) \).

**Proof of Theorem 1.** We proceed by induction to \( t \). For \( t = 0 \), \( V_t(K, I) = 0 \) for all \( K \in \mathcal{K} \) and \( I \subset \mathcal{S} \) and thus, part B holds for \( t = 0 \). Let us now assume that part B holds for a given \( t \in [0, ..., T-1] \). We need to prove that parts A and B holds for \( t + 1 \).

**Part A:** We prove that \( \tilde{V}_{t+1}(K, S) - \tilde{V}_{t+1}(K + 1, S) \geq 0 \), for \( K \in \mathcal{K} \setminus \{K^{00}\} \) and \( S \in \mathcal{S} \):

\[ (K, S) - \tilde{V}_{t+1}(K + 1, S) = C(K, S) + \sum_{i=0}^{N} P[X = d]V_t((K + 1 - (d-S))(K - (d-S))^*), (S - d)(S-d)^*) - C(K + 1, S) - \sum_{i=0}^{N} P[X = d]V_t((K + 1 - (d-S))(K + 1 - (d-S))^*), (S - d)(S-d)^*) \]

\[ = (K, S) - C(K + 1, S) + \sum_{i=0}^{N} P[X = d](V_t((K - (d-S))(K - (d-S))^*), (S - d)(S-d)^*)) \]

\[ \geq 0. \]

The inequality follows from Lemma 2(ii), Theorem 1.B(iv) and i.B(ii).

**Part A:** We now prove that \( \tilde{V}_{t+1}(K + 1, S) \leq c^h \), for \( K \in \mathcal{K} \setminus \{K^{00}\} \) and \( S \in \mathcal{S} \):

\[ (K, S) - \tilde{V}_{t+1}(K + 1, S) = C(K, S) + \sum_{i=0}^{N} P[X = d][V_t((K - (d-S))(K - (d-S))^*), (S - d)(S-d)^*) \]

\[ \leq \sum_{i=0}^{N} P[X = d][V_t((K - (d-S))(K - (d-S))^*), (S - d)(S-d)^*) \]

\[ \leq c^h. \]
by Theorem 1.B(v). For the second part of the expression we have two cases. First if $S + K \geq N$, it holds that $(d - S - K)^+ = 0$, i.e., no penalty costs can be incurred. We have (use Theorem 1.B(vi) for the last step):

$$\Pr[X = d]c^p(d - S - K)(d - S - K)^+ - c^p(d - S - K - 1)(d - S - K - 1)^+ + V_i((K - d + S)((K - d + S)^+), 0)$$

$$- V_i((K + 1 + d - S)((K + 1 + d - S)^+), 0)]$$

$$= \sum_{d=0}^N \Pr[X = d]V_i((K - d + S), 0) - V_i((K + 1 + d - S), 0)]$$

$$\leq \sum_{d=0}^N \Pr[X = d]c^p.$$ 

Next, if $S + K < N$, we have (use Theorem 1.B(vi) for the last step):

$$\sum_{d=0}^N \Pr[X = d]c^p(d - S - K)^+ - c^p(d - S - K - 1)^+ + V_i((K - d + S)^+), 0)$$

$$= \sum_{d=0}^N \Pr[X = d][V_i((K - d + S, 0) - V_i((K + 1 + d - S, 0])$$

$$+ \sum_{d=S+1}^N \Pr[X = d]c^p(d - S - K)^+ - c^p(d - S - K - 1)^+]$$

$$\leq \sum_{d=0}^N \Pr[X = d]c^p.$$ 

Since it is true for all cases, we have $\tilde{V}_i(K, S) - \tilde{V}_i(K + 1, S) \leq \sum_{d=0}^N \Pr[X = d]c^p + \sum_{d=0}^N c^p = c^p$.

Part A(iii): We need to prove that $\tilde{V}_{i+1}(K, S + 2) - \tilde{V}_{i+1}(K + 1, S + 1) - \tilde{V}_{i+1}(K, S + 1) + \tilde{V}_{i+1}(K + 1, S) \geq 0$, for $K \in \mathcal{X}\setminus\{K^{\text{obj}}\}$ and $S \in \mathcal{X}\setminus\{N - 1, N\}$. We have:

$$\tilde{V}_{i+1}(K, S + 2) - \tilde{V}_{i+1}(K + 1, S + 1) + \tilde{V}_{i+1}(K, S + 1) - \tilde{V}_{i+1}(K + 1, S)$$

$$= C(K, S + 2) - C(K + 1, S + 1) - C(K, S + 1) + C(K + 1, S) + \sum_{d=0}^N \Pr[X = d]$$

$$V_i((K - (d - S - 2)^+)((S + 1 + d)^+), (S + 1 + d)^+)$$

$$- V_i((K - (d - S - 1)^+)((S + 1 + d - 1)^+), (S + 1 + d - 1)^+))$$

$$= C(K, S + 2) - C(K + 1, S + 1) - C(K, S + 1) + C(K + 1, S)$$

$$+ \sum_{d=0}^N \Pr[X = d]V_i((K + 1 + d - S), 0) - V_i((K + 1 + d - S, 0])$$

$$\Pr[X = d]V_i((K - (d - S - 2)^+)((K - d + S)^+), 0) - V_i((K - (d - S - 1)^+)((K - d + S)^+), 0)$$

$$+ V_i((K + 1 + d - S),(K + 1 + d - S)^+), 0)$$

Therefore, $\tilde{V}_{i+1}(K, S)$ is superconvex in $S$ for a given $K$.

Part A (iv): We need to prove that $\tilde{V}_{i+1}(K + 2, S) - \tilde{V}_{i+1}(K + 1, S + 1) - \tilde{V}_{i+1}(K + 1, S) + \tilde{V}_{i+1}(K + 1, S + 1) \geq 0$, for $K \in \mathcal{X}\setminus\{K^{\text{obj}} - 1, K^{\text{obj}}\}$ and $S \in \mathcal{X}\setminus\{N\}$. We have:

$$\tilde{V}_{i+1}(K + 2, S) - \tilde{V}_{i+1}(K + 1, S + 1) - \tilde{V}_{i+1}(K + 1, S) + \tilde{V}_{i+1}(K + 1, S + 1)$$

$$= C(K + 2, S) - C(K + 1, S + 1) - C(K + 1, S) + C(K + 1, S + 1) + \sum_{d=0}^N \Pr[X = d]$$

$$V_i((K + 2 - (d - S)^+)((S + 1 - d)^+), (S + 1 - d)^+))$$

$$- V_i((K + 1 - (d - S)^+)((S + 1 - d - 1)^+), (S + 1 - d - 1)^+))$$

$$= C(K + 2, S) - C(K + 1, S + 1) - C(K + 1, S) + C(K + 1, S + 1)$$

$$+ \sum_{d=0}^S \Pr[X = d]V_i((K + 2 + d - S),(K + 2 + d - S)^+), 0) - V_i((K + 1 + d - S + 1)(K + 1 + d - S + 1)^+, 0)$$(K + 1 + d - S + 1, 0) + V_i((K + 1 + d - S + 1)(K + 1 + d - S + 1)^+, 0)$$(K + 1 + d - S + 1, 0) + V_i((K + 1 + d - S + 1)(K + 1 + d - S + S)^+, 0)$$(K + 1 + d - S + 1, 0) + V_i((K + 1 + d - S + S + 1)^+, 0)$$(K + 1 + d - S + 1, 0) + V_i((K + 1 + d - S + S + 1)(K + 1 + d - S + S + 1)^+, 0)$

$$\leq \sum_{d=0}^S \Pr[X = d]V_i((K + 2 + d - S),(K + 2 + d - S)^+), 0) - V_i((K + 1 + d - S + 1)(K + 1 + d - S + 1)^+, 0)$$(K + 1 + d - S + 1, 0) + V_i((K + 1 + d - S + S + 1)^+, 0)$$(K + 1 + d - S + S + 1, 0) + V_i((K + 1 + d - S + S + S + 1)^+, 0)$$(K + 1 + d - S + S + 1, 0) + V_i((K + 1 + d - S + S + S + S + 1)^+, 0)$$

The last step follows by Lemma 1(v), Theorem 1.B(viii) and the summation with positive weights.

Part A(v): We need to prove that $\tilde{V}_{i+1}(K, S + 1) - \tilde{V}_{i+1}(K + 1, S) - \tilde{V}_{i+1}(K, S + 1) + \tilde{V}_{i+1}(K, S) \geq 0$, for $K \in \mathcal{X}\setminus\{K^{\text{obj}}\}$ and $S \in \mathcal{X}\setminus\{N\}$. We have:
\[ \hat{V}_{T_0}(K + 1, S + 1) - \hat{V}_{T_2}(K + 1, S) - \hat{V}_{T_3}(K, S + 1) + \hat{V}_{T_4}(K, S) \]

\[ = C(K + 1, S + 1) - C(K + 1, S) - C(K, S + 1) + C(K, S) \]

\[ P[X = d] = |V_{T_0}((K + 1 - (d - S - 1))(K + 1 - (d - S - 1))| \times (S + 1 - d)\,(S + 1 - d)^* \]

\[ - V_C((K + 1 - (d - S))\,(S + 1 - d)^*), (S - d)^*) \]

\[ = C(K + 1, S + 1) - C(K + 1, S) - C(K, S + 1) + C(K, S) \]

\[ + \sum_{i=0}^{S+d} P[X = d]|V_{T_0}((K + 1 + S + d + S)(K + 1 + S + d + S)^*, 0) - V_C((K + 1 + S + d + S)^*, 0) \]

\[ = C(K + 1, S + 1) - C(K + 1, S) - C(K, S + 1) + C(K, S) \]

\[ + \sum_{i=0}^{S+d} P[X = d]|V_{T_0}((K + 2 + d + S)(K + 2 + d + S)^*, 0) - V_{T_0}((K + 1 + d + S)^*, 0) + V_{T_0}((K - d + S)^*, 0) \]

\[ = \sum_{i=0}^{S+d} N \cdot P[X = d]|V_{T_0}((K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) \]

\[ + V_C((K + 2 + d + S)^*, 0) - 2V_C((K + 1 + d + S)^*, 0) + V_C((K - d + S)^*, 0) \]

\[ \] 

We study each term separately. For each \( d \in [0, ..., S] \), \( c(K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) \)

\[ + V_C((K + 2 + d + S)^*, 0) - 2V_C((K + 1 + d + S)^*, 0) + V_C((K - d + S)^*, 0) \geq 0. \]

For the second row of Table 4, we have (use Lemma 1(iii) and Theorem 1.B(x) for the last step):

\[ A(d) = c(K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) \]

\[ + V_C((K + 2 + d + S)^*, 0) - 2V_C((K + 1 + d + S)^*, 0) + V_C((K - d + S)^*, 0) \geq 0. \]

For the second row of Table 4, we have (use Theorem 1.B(vi) for the last step):

\[ A(d) = c(K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) + V_C(1) - 2V_C(0) + V_C(0) \]

\[ = c^1(S + 1 + d)^* + c^1(d - S - K)^* - c^1(d - S - K - 2)^* \]

\[ - c^2(S - d)^* - c^2(d - S)^* - c^2(d - S - K)^* \]

\[ - c^3(S + 1 + d)^* - c^3(d - S - K)^* + c^3(d - S - K + 1)^* \]

\[ + c^3(S - d)^* + c^3(d - S)^* + c^3(d - S - K)^* + V_C(1) - 2V_C(0) + V_C(0) \]

\[ = c^0((d - S - K)^* + c^0(d - S - K - 1)^* + c^0(d - S - K - 2)^* + V_C(0) + V_C(0) \]

\[ = c^0 + V_C(1) - 0 \geq 0. \]

For the third row of Table 4, we have (use Lemma 1(iii) for the last step):

\[ A(d) = c(K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) \]

\[ + V_C(1) - 2V_C(0) + V_C(0) \]

\[ = c(K + 1, S + 1, d) - c(K + 1, S, d) - c(K, S + 1, d) + c(K, S, d) \geq 0. \]

Part A (vi): We need to prove that \( \hat{V}_{T_0}(K, S + 2) - 2\hat{V}_{T_2}(K, S + 1) + \hat{V}_{T_4}(K, S) \geq 0 \), for \( K \in \mathbb{R} \) and \( S \in \mathbb{R} \setminus \{N\} \). For \( K < K^{\text{ob}} \), we have (use Theorem 1.A(ii) and (iv) for the last step):

\[ \hat{V}_{T_1}(K, S + 2) - 2\hat{V}_{T_2}(K, S + 1) + \hat{V}_{T_4}(K, S) \]

\[ = \hat{V}_{T_1}(K, S + 2) - 2\hat{V}_{T_2}(K, S + 1) + \hat{V}_{T_4}(K, S) \]

\[ + \hat{V}_{T_3}(K + 1, S + 1) - \hat{V}_{T_3}(K + 1, S) - \hat{V}_{T_3}(K + 1, S) - \hat{V}_{T_3}(K + 1, S) \]

\[ + \hat{V}_{T_4}(K + 1, S + 1) - \hat{V}_{T_4}(K + 1, S) - \hat{V}_{T_4}(K + 1, S) + \hat{V}_{T_4}(K, S) \geq 0. \]

For \( K = K^{\text{ob}} \), we have (use Theorem 1.A(ii) and (iv) for the last step):

Table 4

<table>
<thead>
<tr>
<th>Overview of the different cases</th>
<th>( K &lt; N - S + 1 )</th>
<th>( K = N - S + 1 )</th>
<th>( K &gt; N - S + 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( S + 1 \leq d &lt; S + K + 1 )</td>
<td>( S + 1 \leq d &lt; N - 1 )</td>
<td>( S + 1 \leq d &lt; N - 1 )</td>
<td>( S + 1 \leq d &lt; N + 1 )</td>
</tr>
<tr>
<td>2. ( d = S + K + 1 )</td>
<td>( d = N - 1 )</td>
<td>( d = N )</td>
<td>NA</td>
</tr>
<tr>
<td>3. ( S + K + 1 \leq d \leq N )</td>
<td>( d = N )</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
\[ \bar{V}_{i1}(K, S + 2) - 2 \bar{V}_{i1}(K, S + 1) + \bar{V}_{i1}(K, S) = \bar{V}_{i1}(K, S + 2) - 2 \bar{V}_{i1}(K, S + 1) + \bar{V}_{i1}(K, S) + V_{i1}(K - 1, S + 1) - V_{i1}(K - 1, S + 2) - V_{i1}(K - 1, S + 2) - V_{i1}(K - 1, S + 2) + \bar{V}_{i1}(K, S + 1) - \bar{V}_{i1}(K - 1, S + 2) + \bar{V}_{i1}(K - 1, S + 2) - \bar{V}_{i1}(K - 1, S + 2) - \bar{V}_{i1}(K - 1, S + 2) + \bar{V}_{i1}(K, S + 1) + \bar{V}_{i1}(K, S + 1) + \bar{V}_{i1}(K, S) \geq 0. \]

Part A(ii): Similarly to part (i), \( \bar{V}_{i1}(K, S) \) is superconvex in \( K \) and supermodular by Theorem 1.A(viii) and Theorem 1.A(ix) respectively. Therefore, \( \bar{V}_{i1}(K, S) \) is convex in \( K \in \mathcal{I} \) for a given \( S \in \mathcal{I} \). From Theorem 1.A(i), \( \bar{V}_{i1}(K, S) \) is convex in \( K \in \mathcal{I} \) for a given \( S \in \mathcal{I} \). We know that the \( S \) that minimizes \( V_{i1}(K, I) \) is independent of \( I \), except that \( I \) acts as a lower bound. We have:

\[ V_{i1}(K, I) = \begin{cases} V_{i1}(K, S_{i1}(K)), & \text{for } 0 \leq I \leq S_{i1}(K), \\ V_{i1}(K, I), & \text{for } I > S_{i1}(K). \end{cases} \]

That means that \( V_{i1}(K, I) = V_{i1}(K, I + 1) \) up to \( I = S_{i1}(K) - 1 \), after which \( V_{i1}(K, I) \) will be increasing, convex in \( I \), which concludes our Proof. Therefore, a state-dependent base stock policy is optimal in each time period.

Part B(iii): By Theorem 1.A(v), \( \bar{V}_{i1}(K, S) \) is supermodular. Therefore, \( \Delta S \bar{V}_{i1}(K, S) \leq \Delta K \bar{V}_{i1}(K + 1, S) \) for all \( S \) and \( K \). As a consequence, \( S_{i1}(K) \geq S_{i1}(K) \). We now need to prove that \( S_{i1}(K) \leq S_{i1}(K + 1) + 1 \). We need \( \Delta K \bar{V}_{i1}(K, S) \geq \Delta K \bar{V}_{i1}(K + 1, S - 1) \) for all \( S \) and \( K \). We have (use Theorem 1.A(iii) for the last step):

\[ \Delta K \bar{V}_{i1}(K, S) - \Delta K \bar{V}_{i1}(K + 1, S - 1) = \bar{V}_{i1}(K, S + 1) - \bar{V}_{i1}(K, S) - \bar{V}_{i1}(K + 1, S + 1) + \bar{V}_{i1}(K, S + 1) - \bar{V}_{i1}(K + 1, S) \geq 0. \]

Part B(iv): Let \( t \in [0, T - 1] \) and \( K \in \mathcal{I} \) be given. For all \( I \in \mathcal{I} \setminus \{N\} \), we have:

\[ V_{i1}(K, I) = \min_{S \in \{1, \ldots, N\}} V_{i1}(K, S) \leq \min_{S \in \{1, \ldots, N\}} \bar{V}_{i1}(K, S) = V_{i1}(K, I + 1). \]

Parts B(v) and (vi): We prove that \( V_{i1}(K, I) = V_{i1}(K + 1, I + 1) \geq 0 \), for \( K \in \mathcal{I} \setminus \{K_{\text{obj}}\} \) and \( I \in \mathcal{I} \). From Theorem 1.A(i), it follows that \( V_{i1}(K, I) - V_{i1}(K + 1, I + 1) = \min_{S \in \{1, \ldots, N\}} V_{i1}(K + 1, S) - \min_{S \in \{1, \ldots, N\}} V_{i1}(K + 1, S) \geq 0 \), which concludes our Proof. The same reasoning holds for proving that \( V(K, I) - V(K + 1, I) \leq 0 \).

Part B(viii): We need to prove that \( V_{i1}(K, I + 2) - V_{i1}(K, I + 1) - V_{i1}(K + 1, I + 1) + V_{i1}(K + 1, I) \geq 0 \), for \( K \in \mathcal{I} \setminus \{K_{\text{obj}}\} \) and \( I \in \mathcal{I} \setminus \{N - 1, N\} \). We have two cases:

a. \( S_{i1}(K) \neq S_{i1}(K + 1) \), by Theorem 1.B(iii), it is equivalent to \( S_{i1}(K) = S_{i1}(K + 1) + 1 \)

\[ V_{i1}(K, I + 2) - V_{i1}(K, I + 1) - V_{i1}(K + 1, I + 1) + V_{i1}(K + 1, I) = \bar{V}_{i1}(K, S_{i1}(K)) - \bar{V}_{i1}(K + 1, S_{i1}(K)) = 0. \]

b. \( S_{i1}(K) = S_{i1}(K + 1) \). We have (use Theorem 1.A(iii) in the last step):

\[ V_{i1}(K, I + 2) - V_{i1}(K, I + 1) - V_{i1}(K + 1, I + 1) + V_{i1}(K + 1, I) = \bar{V}_{i1}(K, S_{i1}(K)) - \bar{V}_{i1}(K + 1, S_{i1}(K)). \]

Part B(viii): We need to prove that \( V_{i1}(K + 2, I) - V_{i1}(K + 1, I) - V_{i1}(K + 1, I + 1) + V_{i1}(K, I + 1) \geq 0 \), for \( K \in \mathcal{I} \setminus \{K_{\text{obj}} - 1, K_{\text{obj}}\} \) and \( I \in \mathcal{I} \setminus \{N\} \). We have four cases:

a. \( S_{i1}(K) = S_{i1}(K + 1) = S_{i1}(K + 2) \)

\[ V_{i1}(K + 2, I) - V_{i1}(K + 1, I) - V_{i1}(K + 1, I + 1) + V_{i1}(K, I + 1) = \bar{V}_{i1}(K + 2, I) - \bar{V}_{i1}(K + 1, I) - \bar{V}_{i1}(K + 1, I + 1) + \bar{V}_{i1}(K, I + 1) \geq 0. \]
- If $I < S_{i+1}(K)$, we have (use Theorem 1.A(vii) in the last step):
\[V_{i+1}(K + 2, I) - V_{i+1}(K + 1, I) - V_{i+1}(K + 1, I + 1) + V_{i+1}(K, I + 1)\]
\[= \tilde{V}_{i+1}(K + 2, S_{i+1}(K)) - \tilde{V}_{i+1}(K + 1, S_{i+1}(K)) + \tilde{V}_{i+1}(K, S_{i+1}(K)) \geq 0.\]

b. $S_{i+1}(K) \neq S_{i+1}(K + 1) \neq S_{i+1}(K + 2);$ 
- If $I \geq S_{i+1}(K) - 1$, we have (use Theorem 1.A(iv) in the last step):
\[V_{i+1}(K + 2, I) - V_{i+1}(K + 1, I) - V_{i+1}(K + 1, I + 1) + V_{i+1}(K, I + 1)\]
\[= \tilde{V}_{i+1}(K + 2, I) - \tilde{V}_{i+1}(K + 1, I) + \tilde{V}_{i+1}(K, I + 1) \geq 0.\]

- If $I \leq S_{i+1}(K + 2)$, we have (use Theorem 1.A(v), 1.A (vi) and 1.A(vii) in the last step):
\[V_{i+1}(K + 2, I) - V_{i+1}(K + 1, I) - V_{i+1}(K + 1, I + 1) + V_{i+1}(K, I + 1)\]
\[= \tilde{V}_{i+1}(K + 2, S_{i+1}(K + 2)) - \tilde{V}_{i+1}(K + 1, S_{i+1}(K + 2)) + \tilde{V}_{i+1}(K, S_{i+1}(K + 2)) \geq 0.\]

c. $S_{i+1}(K) = S_{i+1}(K + 1) = S_{i+1}(K + 2);$ 
- If $I \geq S_{i+1}(K)$, we have (use Theorem 1.A(iv) in the last step):
\[V_{i+1}(K + 2, I) - V_{i+1}(K + 1, I) - V_{i+1}(K + 1, I + 1) + V_{i+1}(K, I + 1)\]
\[= \tilde{V}_{i+1}(K + 2, I) - \tilde{V}_{i+1}(K + 1, I) + \tilde{V}_{i+1}(K, I + 1) \geq 0.\]

- If $I \leq S_{i+1}(K)$, we have (use Theorem 1.A(iv) in the last step):
\[V_{i+1}(K, I) - V_{i+1}(K + 1, I) - V_{i+1}(K + 1, I + 1) + V_{i+1}(K, I + 1)\]
\[= \tilde{V}_{i+1}(K, I) - \tilde{V}_{i+1}(K, I + 1) + \tilde{V}_{i+1}(K, I + 1) \geq 0.\]

To conclude, for all the cases, the expression is greater or equal to zero. Therefore, $V_i(K, I)$ is superconvex in $K$ for all these cases which concludes our Proof.

Part B(ix): We need to prove that $V_{i+1}(K + 1, I + 1) - V_{i+1}(K + 1, I) - V_{i+1}(K, I + 1) + V_{i+1}(K, I) \geq 0$, for $K \in \mathcal{X}\backslash[K^{eb}]$ and $I \in \mathcal{X}\backslash[N]$. We have two cases:

a. $S_{i+1}(K) = S_{i+1}(K + 1);$ 
- If $I \geq S_{i+1}(K)$, we have (use Theorem 1.A(v) in the last step):
\[V_{i+1}(K + 1, I + 1) - V_{i+1}(K + 1, I) - V_{i+1}(K, I + 1) + V_{i+1}(K, I)\]
\[= \tilde{V}_{i+1}(K + 1, I + 1) - \tilde{V}_{i+1}(K + 1, I) + \tilde{V}_{i+1}(K, I + 1) \geq 0.\]

b. $S_{i+1}(K) \neq S_{i+1}(K + 1);$ 
- If $I \geq S_{i+1}(K) - 1$ we have:
\( V_{i+1}(K+1, I+1) - V_{i+1}(K, I) = V_{i+1}(K, I + 1) + V_{i+1}(K, I) - V_{i+1}(K + 1, I) \)

\[ \bar{V}_{i+1}(K+1, I) - \bar{V}_{i+1}(K, I) + \bar{V}_{i+1}(K, I + 1) - V_{i+1}(K + 1, I) = 0. \]

b. \( S_{i+1}(K) \neq S_{i+1}(K+1) \):
- If \( I \geq S_{i+1}(K) \), we have (use Theorem 1.A(9) in the last step):

\[ V_{i+1}(K+1, I + 1) - V_{i+1}(K, I) + V_{i+1}(K, I + 1) + V_{i+1}(K, I) \geq 0. \]

- If \( I < S_{i+1}(K+1) \), we have:

\[ V_{i+1}(K+1, I + 1) - V_{i+1}(K, I) + V_{i+1}(K, I + 1) + V_{i+1}(K, I) \geq 0. \]

If \( I = S_{i+1}(K+1) - 1 \), we have (use the optimality principle for the last step):

\[ V_{i+1}(K+1, I + 1) - V_{i+1}(K, I) + V_{i+1}(K, I + 1) + V_{i+1}(K, I) \geq 0. \]

\( V_{i+1}(K+1, I + 1) - V_{i+1}(K, I) + V_{i+1}(K, I + 1) + V_{i+1}(K, I) \geq 0 \) in all the cases, thus \( V(K, I) \) is supermodular.

Part B(\( \xi \)): Since \( V(K, I) \) is superconvex in \( K \) and supermodular, it is convex in \( K \).

B Results of numerical study.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( K )</th>
<th>( \xi )</th>
<th>( p )</th>
<th>Optimal</th>
<th>Heuristic 1</th>
<th>Heuristic 2</th>
<th>Heuristic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.1</td>
<td>1</td>
<td>5.0</td>
<td>5.0</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.1</td>
<td>1</td>
<td>5.0</td>
<td>5.0</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.1</td>
<td>1</td>
<td>17.2</td>
<td>14.8</td>
<td>18.7%</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.1</td>
<td>10</td>
<td>87.2</td>
<td>485.3</td>
<td>456.9%</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.1</td>
<td>10</td>
<td>42.8</td>
<td>485.3</td>
<td>1032.8%</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.1</td>
<td>10</td>
<td>23.8</td>
<td>485.3</td>
<td>1939.9%</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.05</td>
<td>0.1</td>
<td>8.8</td>
<td>14.4</td>
<td>62.9%</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.05</td>
<td>0.1</td>
<td>8.1</td>
<td>14.4</td>
<td>8.5%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.05</td>
<td>0.1</td>
<td>8.0</td>
<td>8.1</td>
<td>0.9%</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.05</td>
<td>1</td>
<td>52.9</td>
<td>52.9</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.05</td>
<td>1</td>
<td>47.4</td>
<td>47.4</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.05</td>
<td>1</td>
<td>46.6</td>
<td>46.6</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.05</td>
<td>10</td>
<td>412.7</td>
<td>438.8</td>
<td>6.3%</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.05</td>
<td>10</td>
<td>362.6</td>
<td>433.2</td>
<td>19.5%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.05</td>
<td>10</td>
<td>321.6</td>
<td>432.5</td>
<td>38.4%</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.1</td>
<td>0.1</td>
<td>9.1</td>
<td>97.3</td>
<td>856.5%</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.1</td>
<td>0.1</td>
<td>9.0</td>
<td>45.1</td>
<td>400.1%</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.1</td>
<td>0.1</td>
<td>9.0</td>
<td>26.9</td>
<td>198.6%</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.1</td>
<td>1</td>
<td>71.8</td>
<td>120.1</td>
<td>67.3%</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.1</td>
<td>1</td>
<td>59.3</td>
<td>77.9</td>
<td>31.2%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.1</td>
<td>1</td>
<td>53.8</td>
<td>59.7</td>
<td>11.0%</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>N/3</td>
<td>0.1</td>
<td>10</td>
<td>448.7</td>
<td>448.2</td>
<td>0.1%</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>N/3</td>
<td>0.1</td>
<td>10</td>
<td>405.1</td>
<td>405.9</td>
<td>1.1%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.1</td>
<td>10</td>
<td>374.0</td>
<td>387.8</td>
<td>3.7%</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>N/3</td>
<td>0.01</td>
<td>0.1</td>
<td>6.3</td>
<td>6.3</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>N</td>
<td>0.01</td>
<td>0.1</td>
<td>6.3</td>
<td>6.3</td>
<td>0.0%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N/3</td>
<td>0.01</td>
<td>0.1</td>
<td>46.9</td>
<td>47.4</td>
<td>1.2%</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>0.01</td>
<td>0.1</td>
<td>45.5</td>
<td>47.4</td>
<td>4.2%</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>N/3</td>
<td>0.01</td>
<td>0.1</td>
<td>45.1</td>
<td>47.4</td>
<td>5.3%</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>N</td>
<td>0.01</td>
<td>0.1</td>
<td>212.1</td>
<td>458.5</td>
<td>116.1%</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>N/3</td>
<td>0.01</td>
<td>0.1</td>
<td>75.6</td>
<td>458.5</td>
<td>506.2%</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>N</td>
<td>0.01</td>
<td>0.1</td>
<td>47.5</td>
<td>458.5</td>
<td>864.9%</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>N/3</td>
<td>0.05</td>
<td>0.1</td>
<td>12.4</td>
<td>183.8</td>
<td>1383.5%</td>
<td>2</td>
</tr>
<tr>
<td>135</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>