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2 × 10 Gbit/s WDM 1310-nm Optical Transmission over 63.5-km Standard Single-Mode Fiber Using Optical Preamplifiers

H. de Waardt, L. F. Tiemeijer, and B. H. Verbeek

Abstract—20 Gbit/s transmission over 63.5 km SMF at 1310 nm is reported by using two channel 10 Gbit/s wavelength (de)multiplexing (Δλ = 1.5 nm). Two 1310 nm SL-MQW semiconductor optical amplifiers are utilized for loss compensation and sensitivity improvement. For the 1310 nm wavelength domain, a record bitrate x distance product of 1.27 Tbit/km has been obtained. Crosstalk penalties are identified, and the feasibility of an extension up to at least four, 10 Gbit/s channels is discussed.

I. INTRODUCTION

At present, 10 Gbit/s transmission systems are on the verge of commercial introduction and a growing demand emerges for 20 Gbit/s or more to meet the future requirements for broadband integrated services digital networks (B-ISDN). Many different approaches have shown very impressive results such as single channel 20 Gbit/s transmission employing external modulation [1], 20 Gbit/s PDM transmission [2], 160 Gbit/s WDM transmission [3] and 100 Gbit/s OTDM transmission [4]. All these experiments have been carried out in the 1550 nm wavelength domain and have been made possible by the availability of highly efficient 1550 nm fiber amplifiers (EDFA's). Very little attention has been paid to transmission in the 10-100 Gbit/s area, in the 1310 nm wavelength domain [5], [6], a natural choice for high bitrate transmission considering the near absence of dispersion-related problems at this wavelength. This restricted attention is mainly due to the lack of a suitable 1310 nm amplifier to compensate for losses introduced by the fiber attenuation and the (de)multiplexing processes. Recently we have published 89 km transmission in the 10-100 Gbit/s area, in the 1310 nm wavelength domain [7] using low noise low polarization sensitivity strained layer MQW semiconductor optical amplifiers (SOA's) [8]. Using these amplifiers we have examined the potential of multichannel transmission of 10 Gbit/s channels in the 1310 wavelength domain. In this paper we demonstrate 20 Gbit/s WDM transmission over 63.5 km SMF employing the excellent properties of 1310 nm SL-MQW SOA's and investigate the limitations on the number of channels that can be accommodated.

II. EXPERIMENTAL SETUP

As sources for the transmission experiments SL-MQW DFB laser diodes (CH A and CH B) are used which are directly modulated with 10 Gbit/s 2^11 − 1 PRBS data patterns. Two channels are joined together by a 3 dB coupler as shown in Fig. 1. Bulk active layer DFB-LD's modulated with 3 Gbit/s 2^11 − 1 PRBS are employed as additional interfering channels during the crosstalk measurements (CH C and CH D). The receiver consists of two cascaded optical preamplifiers followed by a 50 Ohm optical front end [7]. Both SOA's are operated with 200 mA drive currents resulting in 25.7 dB to 27.5 dB fiber-coupled gain depending on the channel number and the polarization sensitivity is 2 dB for SOA1 and 1.4 dB for SOA2. A 0.2 nm fiber Fabry-Perot (Micron-Optics FFP-100, insertion loss 3 dB, FSR 20 nm) is used for channel selection and for reduction of the spontaneous-spontaneous beat noise. Our simple AC-coupled receiver restricts our system experiments to a relatively short 10 Gbit/s 2^11 − 1 PRBS data pattern. However, sensitivity measurements with longer test patterns reveal a similar sensitivity degradation (0.7 dB for 2^21 − 1 PRBS) for the receiver alone and the preamplified receiver, indicating that the SOA cascade itself does not contribute to the observed sensitivity degradation. Transmitter parameters and receiver sensitivities are summarized in Table I.

III. CROSSTALK AND CHANNEL SPACING

In a wavelength multiplexed transmission system channel crosstalk results in signal degradation. In our experimental setup, penalties may arise from filter crosstalk and from crosstalk in the SOA cascade. The filter crosstalk determines the minimum channel spacing. To determine the filter crosstalk penalty a measurement was carried out without the optical amplifiers. A transmitter channel spacing of 0.5 nm between the two 10 Gbit/s channels was established with equal source powers. This yields a channel rejection of 11.9 dB for CH A and 11.3 dB for CH B. In this situation a crosstalk penalty of 0.6 dB was measured for CH A and 0.4 dB for CH B. In order to further suppress the filter crosstalk the channel spacing of 0.5 nm was increased to 1.5 nm resulting in a channel rejection by the optical bandpass filter (OBPF) of well over 20 dB and no detectable crosstalk penalty. The output spectrum of the SOA cascade showing the two 10 Gbit/s channels (Δλ = 1.5 nm) is given in Fig. 2.
The sensitivity degradation due to crosstalk in the SOA cascade was investigated by using the channels B, C, and D. The crosstalk introduced in the 10 Gbit/s channel A has been evaluated by monitoring the change in the bit error rate of this channel, starting with equal channel powers of $-29$ dBm and followed by a stepwise increase of the power of the interfering channel B, C, or D (Fig. 3). We observe that channels C and D which have a larger channel gain than channel B also introduce a larger crosstalk penalty, due to a combined influence of the increased channel gain and a reduced saturation output power at shorter wavelengths [8]. By inspecting the received bit frames of channel A we could identify the crosstalk predominantly as cross gain modulation. The influence of gain saturation in the SOA cascade on channel A is examined by injecting channel B, C, or D without modulation.

IV. 20 Gbit/s TRANSMISSION

A full WDM 20 Gbit/s transmission experiment has been realized by replacing the two attenuators (Fig. 1) by one attenuator after the 3 dB coupler (mux) and by inserting a second 3 dB coupler between the SOA cascade and the OBPF. By moving our filter/front-end combination from one coupler branch to the other, we can separately demultiplex and detect CH A and CH B, thereby realizing the full 20 Gbit/s system throughput. A 63.5 km SMF link with a total loss of 24 dB and a zero dispersion at 1305 nm terminated with a fiber optical isolator (1.3 dB loss) was inserted after the attenuator. The channel powers after the multiplexer are $+4$ dBm for CH A and $+3$ dBm for CH B. The receiver sensitivity at the input of the SOA cascade was first measured back-to-back after polarization optimization and yields $-28.2$ dBm for CH A and $-28.4$ dBm for CH B (Fig. 4). No evidence of channel crosstalk was found. After installation of the 63.5 km fiber link
a sensitivity of $-27.8$ dBm (CH A) resp. $-28.0$ dBm (CH B) has been measured (Fig. 5). From the observed penalty of 0.4 dB for each channel we can assign 0.2 dB to dispersion as confirmed in separate single channel measurements over the 63.5 km link. The remaining penalty of 0.2 dB we attribute to crosstalk due to cross phase modulation [9] of the two copropagating channels over the 63.5 km fiber link. To confirm the feasibility of 20 Gbit/s transmission in a real practical environment, we replaced the attenuator and the 63.5 km link by 48 km field-installed standard SMF, embedded in ducts crossing an urban area, with a total span loss of 25 dB (including 12 connectors). A BER performance $<5 \times 10^{-11}$ could be maintained for both 10 Gbit/s channels.

V. DISCUSSION AND SUMMARY

Practical high bit rate, dense WDM systems do not only require optical amplifiers but also low loss wavelength division multiplexers and demultiplexers to avoid the need for excessive amplification. In our 20 Gbit/s transmission experiment the total demultiplexer losses were 8 dB and 8.3 dB respectively which can be tolerated because of the large gain of the amplifier cascade. The inclusion of additional 3 dB couplers to increase the number of channels further is unrealistic because it will make the (de)multiplexing losses significantly higher. Therefore an extension with additional channels demands an advanced (de)multiplexer. A promising candidate is the polarization, independent compact 8-channel PHASAR demultiplexer/filter which has demonstrated on-chip losses of 4–5 dB/ch [10]. As a next step care should be taken that the crosstalk in the SOA is minimized. This crosstalk critically depends on the number of channels, their wavelength allocation and the channel input power. This is illustrated in Fig. 6 were we represent our crosstalk data (Fig. 3) as the ratio of the interfering power and the signal power versus the signal power. Taking for instance the curve (*) obtained for channel C (1310.3 nm) and neglecting a possible asymmetry in crosstalk between CH A and C, we can conclude that our preamplified receiver should be able to operate with 4 channels (Δλ = 1.5 nm) located between 1310 and 1315 nm simultaneously for an input power range of $-28$ dBm to $-18$ dBm per channel still maintaining a BER better than $10^{-9}$ per channel. It should be noted that Fig. 6 represents a worst case estimate because all interfering channels are in phase [11].
Regarding the results reported in [12] we demonstrate a better receiver sensitivity (-28 dBm versus -22 dBm) and a closer channel spacing, employing a less complicated receiver with only one SOA cascade. We do not need a separate demux filter in front of the SOA cascade due to the higher fiber-coupled saturation output powers (> +9 dBm) of our SL-MQW SOA's, resulting in lower crosstalk in our amplifier cascade.

In summary, a two channel, 10 Gbit/s WDM system at 1310 nm is described and analyzed. Crosstalk penalties are identified and a 20 Gbit/s transmission experiment is carried out over 63.5 km standard single mode fiber, yielding a record bitrate x distance product of 1.27 Tbit/s.km for the 1310 nm wavelength domain. The feasibility for 20 Gbit/s WDM transmission over 48 km field installed fiber is also shown. Provided a low loss (de)multiplexer is used, an extension up to at least four 10-Gbit/s channels (aggregated capacity 40 Gbit/s) is considered feasible with this scheme.
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