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A Correspondence between Nuprl and the Ramified Theory of Types*

Fairouz Kamareddine†         Twan Laan†

April 23, 1996

Abstract

In Russell's Ramified Theory of Types (RTT), two hierarchical concepts dominate: orders and types. The use of orders has as a consequence that the logic part of RTT is predicative. The concept of order however, is almost dead since Ramsey eliminated it from RTT. This is why we find Church's simple theory of types (which uses the type concept without the order one) at the bottom of the Barendregt Cube rather than RTT. Despite the disappearance of orders which have a strong correlation with predicativity, predicative logic still plays an influential role in Computer Science. An important example is the proof checker Nuprl, which is based on Martin-Löf's Type Theory which uses type universes. Those type universes, and also degrees of expressions in Authomath, are closely related to orders. In this paper, we concentrate on Nuprl. We describe Nuprl as a Pure Type System and relate it to Russell's RTT. To be successful at so doing, we are forced to explicitly typing Nuprl (but this is not restrictive). We show also that Russell's orders play a crucial role in understanding the hierarchy of Nuprl.

1 Introduction

The Ramified Theory of Types (RTT) was developed by Bertrand Russell [21, 24] in order to solve the paradoxes that resulted from Frege's "Grundgesetze der Arithmetik" [6]. It has a double hierarchy: one of types (which can be seen as an elementary version of Church's well-known Simple Theory of Types [2]) and one of orders, which can be compared with Kripke's Hierarchy of Truths, see [13, 11]. The hierarchy of orders is less known, as it became unpopular when Ramsey [19] and Hilbert and Ackermann [7] showed that one can avoid the paradoxes without this hierarchy. Nevertheless, orders can elegantly explain some useful hierarchies. In [11], for example, we showed that RTT's orders correspond to the hierarchy of truths where each level corresponds to Tarski's truth notion, but the limit corresponds to a level which can talk about its own truth. Orders moreover, are still present in Martin-Löf's philosophical conceptions of type theories and especially in his layers of universes [16], as we shall illustrate in this paper (via Nuprl [3]). Furthermore, orders are closely related to the degree of expression notion of Authomath [18].

Logic based on the double hierarchy of orders and types is usually called predicative. The difference between predicative and impredicative logic may seem small, nevertheless, this small difference can have some drastic consequences in fundamental mathematics. When constructing the real numbers out of the rationals (with Dedekind-cuts), the Theorem of the Lowest Upper Bound1 is not provable in predicative logic (see [23]). The Theorem of the Lowest Upper Bound is, however, one of the most fundamental theorems in real analysis.
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1This Theorem states that any non-empty set of real numbers with an upper bound has a lowest upper bound.
Many modern type systems are impredicative. For instance, the systems of the Barendregt cube [1] that have the rule "(\Xi, \ast)" are all impredicative. Hence, a proof checker like Coq [5], based on the Calculus of Constructions [4], is itself founded on impredicative logic.

Nevertheless, mathematics with predicative logic is possible, and from a constructive point of view it is even attractive. For instance, the proof checker Nuprl [3, 10] is based on predicative logic yet many mathematical theories can be developed using this proof checker (see [9]).

Nuprl's type theory is related to type theories proposed by Martin-Löf [16], used as a foundation for constructive mathematics. Nuprl's logic is related to its type theory via the well-known propositions-as-types embedding, also known as the Curry-Howard-de Bruijn isomorphism (see [8]). It is constructive on two points: It is based on intuitionistic logic (as is the Curry-Howard-de Bruijn isomorphism) and it is based on predicative logic.

In Section 2 we give a formal description of a part of the type system of Nuprl as a Pure Type System (PTS) [22]. The systems of the Barendregt cube are examples of PTSs. Nuprl in PTS style enables us to formalize the concept of order in Nuprl and to show its correctness. This order classifies types and terms of Nuprl into their relevant hierarchy.

Before we can give any correspondence between RTT and Nuprl, we must give a formal presentation of RTT itself. Such a formal presentation is not given in "Principia". In Section 3 we present a simplified formalization of RTT, which is based on a more extensive formalization given in [14].

In Section 4, we present an embedding of RTT in Nuprl's type system. As we present Nuprl within the framework of PTSs, we also obtain a description of RTT in PTS-style. We show that the orders in RTT correspond to orders in Nuprl.

2 The Nuprl type system

2a A fragment of Nuprl in PTS-style

We give a description of a part of the type system on which Nuprl is based (see [9, 3]). We don't give a full presentation of all of Nuprl's type constructors, as we will only need parts of it. The description of the typing rules is given in a natural deduction style similar to that used in the Barendregt Cube [1], and Pure Type Systems [22].

Below we assume \( \mathcal{V} \) to be a set of variables, \( \mathbb{Z} \) to be the set of integers, and \( \mathbb{S} = \{*, 1, 2, \ldots \} \) a set of sorts. The intuition behind the sort \(*_a\) is that it represents the propositions (and, more general, the types) of order \( \leq a \). \(*_a\) corresponds to the Universe of Types \( \mathbb{U}_a \) in [9, 16].

Definition 2.1 (Terms) The set of terms \( T \) is defined by the following abstract syntax:

\[
T ::= \text{S} | \mathcal{V} | \bot | \mathbb{Z} | \text{TT} | \text{AV}T.T | \Pi T T \times T | (T, T) | \tau_1(T) | \tau_2(T)
\]

We let \( \alpha, \beta, x, y, z, \ldots \) range over \( \mathcal{V}; m, n, \ldots \) over \( \mathbb{Z} \), and \( A, B, M, N, a, b \) over \( T \). When \( x \) does not occur free in \( B \), we write \( A \rightarrow B \) for \( \Pi x: \! A. \! B \). Free and bound variables are defined as usual. \( \text{FV}(A) \) and \( \text{BV}(A) \) denote the set of free and bound variables of \( A \). \( A[x:=B] \) denotes the term in which all the free occurrences of \( x \) in \( A \) have been replaced by \( B \). Syntactic equality of terms is taken modulo renaming of bound variables. This allows us to assume the following:

Convention 2.2 (Barendregt's Convention) Names of bound variables differ from the free ones in a term. Moreover, we use different bound names for different bound variables.

We take the axiom \( (\rightarrow_{\beta}) : (\lambda x: \! T.A)B \rightarrow_{\beta} A[x:=B] \) and the axiom \( (\rightarrow_{\sigma}) : \tau_1((A, B)) \rightarrow_{\sigma} A \) and \( \tau_2((A, B)) \rightarrow_{\sigma} B \). We define the reduction relations \( \rightarrow_{\beta} \) and \( \rightarrow_{\sigma} \) generated by the above two axioms respectively (with the usual compatibility rules of course). \( \rightarrow_{\beta} \) and \( \rightarrow_{\sigma} \) are the reflexive transitive closures of \( \rightarrow_{\beta} \) and \( \rightarrow_{\sigma} \). We define moreover \( \rightarrow_{\beta_{\sigma}} \) and \( \rightarrow_{\sigma_{\beta}} \) in the obvious way and take \( \rightarrow_{\beta_{\sigma}} \) to be the symmetric closure of \( \rightarrow_{\beta_{\sigma}} \). We define contexts and some related properties:

Definition 2.3 (Contexts) A context is a finite list \( \alpha_1: A_1, \ldots, \alpha_n: A_n \) of declarations \( \alpha_i: A_i \). \( \{\alpha_1, \ldots, \alpha_n\} \) is called the domain of the context. If \( \Gamma, \Delta \) are contexts then we write \( \Gamma \subseteq \Delta \) if all declarations in \( \Gamma \) are also in \( \Delta \). We let \( \Gamma, \Delta \) range over contexts.
Definition 2.4 (Derivable statements) A statement \( \Gamma \vdash A : B \) is derivable if it can be deduced by repeated application of the rules below:

| (Axioms) | \( \vdash \bot : *_{1} \)  
|          | \( \vdash *_{n} : *_{n+1} \) \((n \in \mathbb{N})\)  
|          | \( \vdash \mathbb{Z} : *_{1} \) \((n \in \mathbb{Z})\) |
| (Start)  | \( \Gamma \vdash A : *_{n} \) \((x \text { is } \Gamma \text{-fresh})\) |
| (Weak)   | \( \Gamma, x:A \vdash x:A \) |
| (II-form) | \( \Gamma \vdash A : *_{n} \) \((x \text { is } \Gamma \text{-fresh})\) |
| (II)     | \( \Gamma \vdash \Pi x.A.B : *_{n} \) |
| (\(\lambda\)) | \( \Gamma \vdash (\lambda x.A.b) : (\Pi x:A.B) : *_{n} \) |
| (App)    | \( \Gamma \vdash M : (\Pi x:A.B) \) \(\Gamma \vdash N : A\) |
| (x-form) | \( \Gamma \vdash (A \times B) : *_{n} \) |
| (Pairs)  | \( \Gamma \vdash a : A \) \(\Gamma \vdash b : B\) \(\Gamma \vdash (A \times B) : *_{n}\) |
| (Left)   | \( \Gamma \vdash (a, b) : (A \times B) \) |
| (Right)  | \( \Gamma \vdash \pi_{1}(M) : A \) |
|          | \( \Gamma \vdash \pi_{2}(M) : B \) |
| (Conv)   | \( \Gamma \vdash M : A \) \(\Gamma \vdash B : *_{n}\) \(A \equiv_{\beta} B\) |
| (\(\subseteq\)) | \( \Gamma \vdash M : B \) \(\Gamma \vdash A : *_{n}\) \(\Gamma \vdash A : *_{n+1}\) |

Definition 2.5

- \( \Gamma \) is called legal if there are \( A, B \) such that \( \Gamma \vdash A : B \);
- \( A \) is called legal if there are \( \Gamma, B \) such that \( \Gamma \vdash A : B \) or \( \Gamma \vdash B : A \);
- \( A \) is called a \( \Gamma \)-term if there is \( B \) such that \( \Gamma \vdash A : B \) or \( \Gamma \vdash B : A \);
- \( A \) is called a \( \Gamma \)-type if there is \( n \) such that \( \Gamma \vdash A : *_{n} \).

We now show some PTS properties of the Nuprl type system.\(^2\) Omitted proofs are as in [1].

Theorem 2.6 (Church Rosser Theorem for \( \rightarrow_{\beta} \) and \( \rightarrow_{\sigma} \))

1. If \( A \rightarrow_{\beta} B_{1} \) and \( A \rightarrow_{\beta} B_{2} \) then there is \( C \) such that \( B_{1} \rightarrow_{\beta} C \) and \( B_{2} \rightarrow_{\beta} C \).
2. If \( A \rightarrow_{\sigma} B_{1} \) and \( A \rightarrow_{\sigma} B_{2} \) then there is \( C \) such that \( B_{1} \rightarrow_{\sigma} C \) and \( B_{2} \rightarrow_{\sigma} C \).

Proof: 2: any orthogonal term rewrite system (hence \((\Gamma, \rightarrow_{\beta})\)) is Church Rosser (see [12]). \(\Box\)

Theorem 2.7 (Church Rosser Theorem for \( \rightarrow_{\beta_{\sigma}} \))

1. If \( A \rightarrow_{\beta} B_{1} \) and \( A \rightarrow_{\sigma} B_{2} \) then \( \exists C \) such that \( B_{1} \rightarrow_{\sigma} C \) and either \( B_{2} \rightarrow_{\beta} C \) or \( B_{2} \equiv C \);
2. If \( A \rightarrow_{\beta} B_{1} \) and \( A \rightarrow_{\sigma} B_{2} \) then \( \exists C \) such that \( B_{1} \rightarrow_{\sigma} C \) and either \( B_{2} \rightarrow_{\beta} C \) or \( B_{2} \equiv C \);
3. If \( A \rightarrow_{\beta} B_{1} \) and \( A \rightarrow_{\sigma} B_{2} \) then \( \exists C \) such that \( B_{1} \rightarrow_{\sigma} C \) and \( B_{2} \rightarrow_{\beta} C \).

\(^2\)We remark that we presented an explicitly typed (with terms of the form \( \lambda x:A.B \)) version of Nuprl, whilst Nuprl itself is implicitly typed (with terms of the form \( \lambda x.B \)).
4. \( \rightarrow_{\beta_0} \) has the Church Rosser property.

**Proof:** induction on the structure of \( A \). 2: use 1. 3: use 2. 4: use 3 and Theorem 2.6. \( \square \)

**Lemma 2.8 (Transitivity Lemma)** Let \( \Gamma, \Delta \) be legal contexts such that \( \Gamma \vdash x : C \) for all \( x : C \in \Delta \). Then \( \Delta \vdash A : B \Rightarrow \Gamma \vdash A : B \).

**Lemma 2.9 (Substitution Lemma)** If \( \varepsilon, \varepsilon, \Delta \vdash B : C \) and \( \Gamma \vdash D : A \) then \( \Delta \varepsilon \vdash B[x := D] : C[x := D] \).

**Lemma 2.10 (Thinning Lemma)** Let \( \Gamma, \Delta \) be legal contexts, \( \Gamma \subseteq \Delta \). \( \Gamma \vdash A : B \Rightarrow \Delta \vdash A : B \).

**Lemma 2.11 (Generation Lemma)**

1. If \( \Gamma \vdash s : n \vdash C \) then \( C \beta_0 s_m \) for a \( m > n \), and if \( C \not= s_m \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
2. If \( \Gamma \vdash \bot : C \) then \( C \beta_0 s_m \) for some \( m \geq 1 \), and if \( C \not= s_m \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
3. If \( \Gamma \vdash Z : C \) then \( C \beta_0 s_m \) for some \( m \geq 1 \), and if \( C \not= s_m \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
4. If \( \Gamma \vdash n : C \) then \( C \beta_0 s_m \), and if \( C \not= \bot \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
5. If \( \Gamma \vdash x : C \) then there is \( B \) such that \( x : B \in \Gamma \), and either \( B \beta_0 C \), or there are \( m, n \) with \( m < n \) and \( B \beta_0 s_m, C \beta_0 s_n \). If \( C \not= B \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
6. If \( \Gamma \vdash (\Pi x : A.B) : C \) then there is \( m \) such that \( \Gamma \vdash A : s_m, \Gamma, x : A \vdash B : s_m \) and \( C \beta_0 s_n \) for all \( m > n \). If \( C \not= s_n \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
7. If \( \Gamma \vdash (\lambda x : A.b) : C \) then there are \( m, B \) such that \( \Gamma \vdash (\Pi x : A.B) : s_m, \Gamma, x : A \vdash B : s_m \) and \( C \beta_0 s_n \). If \( C \not= s_n \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
8. If \( \Gamma \vdash AB : C \) then there are \( x, P, Q \) such that \( \Gamma \vdash A : (\Pi x : B.P), \Gamma \vdash B : P \) and either \( C \beta_0 s_m \), or there are \( m, n \) with \( m < n \) and \( Q[x := B] \beta_0 s_m, C \beta_0 s_n \). If \( C \not= Q[x := B] \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
9. If \( \Gamma \vdash (A \times B) : C \) then there is \( m \) such that \( \Gamma \vdash A : s_m, \Gamma \vdash B : s_m \) and \( C \beta_0 s_n \) for all \( m > n \). If \( C \not= s_n \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
10. If \( \Gamma \vdash (a, b) : C \) then there are \( m, A, B \) such that \( \Gamma \vdash (A \times B) : s_m, \Gamma \vdash a : A, \Gamma \vdash b : B \) and \( C \beta_0 s_n \). If \( C \not= A \times B \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).
11. If \( \Gamma \vdash \pi_1(M) : C \) then there are \( A_1, A_2 \) such that \( \Gamma \vdash M : (A_1 \times A_2) \) and either \( C \beta_0 A_i \), or there are \( m, n \) with \( m < n \) and \( A_i \beta_0 s_m, C \beta_0 s_n \). If \( C \not= s_n \) then \( \Gamma \vdash C : s_p \) for some \( p \geq 1 \).

**Proof:** Tadious but straightforward induction on the derivation \( \Gamma \vdash M : C \). \( \square \)

**Corollary 2.12 (Correctness of Types)** If \( \Gamma \vdash A : B \) then there is \( n \geq 1 \) such that \( \Gamma \vdash B : s_n \).

**Theorem 2.13 (Subject Reduction)** If \( \Gamma \vdash A : B \) and \( A \rightarrow_{\beta_0} A' \) then \( \Gamma \vdash A' : B \).

Due to \( \subseteq \), Unicity of Types doesn't hold for Nuprl. A weak version however, is possible:

**Definition 2.14** For each term \( A \) we define a term \( |A| \) as follows:

\[
|\ast_m| =\ast_1 \quad |\Pi x : A.B| = \Pi x : A.|B|
\]
\[
|x| = x \quad |A \times B| = |A| \times |B|
\]
\[
|\bot| = \bot \quad |\langle A, B \rangle| = |\{ A, B \}|
\]
\[
|Z| = Z \quad |\pi_1(M)| = \pi_1(|M|)
\]
\[
|M|N| = |M||N| \quad |\pi_2(M)| = \pi_2(|M|)
\]
\[
|\lambda x : A.b| = \lambda x : A.|b|
\]

**Theorem 2.15 (Weak Unicity of Types)** If \( \Gamma \vdash A : B_1 \) and \( \Gamma \vdash A : B_2 \) then \( |B_1| =_{\beta_0} |B_2| \).

**Proof:** Induction on the structure of \( A \). We only treat \( A \equiv (\lambda x : M.N) \). By Lemma 2.11, \( \exists D_1, D_2 \) with \( B_1 =_{\beta_0} \Pi x : M.D_1 \), and \( \Gamma, x : M \vdash N : D_1 \). By the induction hypothesis, \( |D_1| =_{\beta_0} |D_2| \).

Hence, \( |B_1| =_{\beta_0} |\Pi x : MD_1| \equiv |\Pi x : MD_1| =_{\beta_0} |\Pi x : MD_2| =_{\beta_0} |B_2| \). \( \square \)
2b Orders in Nuprl

Correctness of Types makes the following lemma and definition possible:

**Lemma 2.16** If A is a \( \Gamma \)-term then \( \exists \) a \( \Gamma \)-term \( B \), \( \exists n \geq 1 \) such that \( \Gamma \vdash A : B : *_{n} \).

**Proof:** A is a \( \Gamma \)-term \( \Rightarrow \exists \) \( \Gamma \)-term \( B \) with \( \Gamma \vdash A : B \) or \( \Gamma \vdash B : A \). If \( \Gamma \vdash A : B \), then by Correctness of Types \( \exists n \geq 1 \) where \( \Gamma \vdash A : B : *_{n} \). If \( \Gamma \vdash B : A \) then again by Correctness of Types \( \exists n \geq 1 \) where \( \Gamma \vdash A : *_{n} \) and hence by Start and Thinning, \( \Gamma \vdash A : *_{n} : *_{n+1} \). \( \square \)

Note that if A is a \( \Gamma \)-term then for any \( A' \) where \( A \rightarrow_{\beta\sigma} A' \), \( A' \) is a \( \Gamma \)-term. There are also \( A' \equiv_{\beta\sigma} A \) where \( A \not\equiv_{\beta\sigma} A' \) yet \( A' \) is a \( \Gamma \)-term. We define \( [A]_{\Gamma} = \{ A' | A' \text{ is } \Gamma \text{-term and } A \equiv_{\beta\sigma} A' \} \). Now, we define the order of a term:

**Definition 2.17** Assume A is a \( \Gamma \)-term. We define \( \text{ordr}(A) \), the order of A in \( \Gamma \), as the smallest natural number \( a \) for which there are \( A' \in [A]_{\Gamma} \) and \( B \) such that \( \Gamma \vdash A' : B : *_{a+1} \).

We prove some elementary properties of \( \text{ordr}(A) \):

**Lemma 2.18** Let A be a \( \Gamma \)-term and \( \text{ordr}(A) = a \). The following holds:

1. If \( A' \in [A]_{\Gamma} \) then \( \text{ordr}(A) = \text{ordr}(A') \).

2. There are \( A' \) and \( B \) such that \( \Gamma \vdash A' : B : *_{a+1} \) and \( A \rightarrow_{\beta\sigma} A' \).

**Proof:** 1. easy. 2. by definition of \( \text{ordr}(A) \), \( \exists A'' \equiv_{\beta\sigma} A \) and \( B \) where \( \Gamma \vdash A'' : B : *_{a+1} \). By Church Rosser, \( A, A'' \) have a common reduct, say \( A' \). By Subject Reduction, \( \Gamma \vdash A' : B : *_{a+1} \). \( \square \)

**Corollary 2.19** For a \( \Gamma \)-term \( (A, B) \), \( \text{ordr}(\pi_{1}((A, B))) = \text{ordr}(A) \) and \( \text{ordr}(\pi_{2}((A, B))) = \text{ordr}(B) \).

**Corollary 2.20** For a \( \Gamma \)-term A in \( \beta\sigma \)-normal form and \( \text{ordr}(A) = a \), \( \exists B \) where \( \Gamma \vdash A : B : *_{a+1} \).

The order of a term does not change if the context is expanded:

**Lemma 2.21** If \( \Gamma \vdash A : B \) and \( \Gamma, x:C \) is legal, then \( \text{ordr}(A) = \text{ordr}_{\Gamma, x:C}(A) \).

**Proof:** Let \( a = \text{ordr}_{\Gamma, x:C}(A) \). (\( \geq \)) By Thinning, \( \Gamma \vdash A' : P \Rightarrow \Gamma, x:C \vdash A' : P \) for all \( A' \equiv_{\beta\sigma} A \) and \( P \), so \( \text{ordr}(A) \geq a \). (\( \leq \)) \( \exists A' \equiv_{\beta\sigma} A \) and \( P \) with \( \Gamma, x:C \vdash A' : P : *_{a+1} \). By Lemma 2.18, assume \( A \rightarrow_{\beta\sigma} A' \). By Lemma 2.9, \( \Gamma \vdash A'[x := C] : P[x := C] : *_{a+1} \). As \( \text{Fv}(A') \subseteq \text{Fv}(A) \subseteq \text{dom}(\Gamma) \), \( x \not\in \text{Fv}(A') \). Hence \( A' \equiv A'[x := C] \), so \( \Gamma \vdash A' : P[x := C] : *_{a+1} \) and \( \text{ordr}(A) \leq \text{ordr}_{\Gamma, x:C}(A) \). \( \square \)

**Corollary 2.22** If \( A \) is a \( \Gamma \)-term and \( \Delta \supseteq \Gamma \) is legal then \( \text{ordr}_{\Delta}(A) = \text{ordr}(A) \).

The order of a term does not increase under substitution:

**Lemma 2.23** If \( \Gamma, x:A, \Delta \vdash B : C \) and \( \Gamma \vdash D : A \) then \( \text{ordr}_{\Gamma, x:A, \Delta}(B) \geq \text{ordr}_{\Gamma, x:A, \Delta}[x := D](B[x := D]) \).

**Proof:** \( \Gamma' = \Gamma, x:A, \Delta; \Gamma'' = \Gamma, \Delta[x := D]; b = \text{ordr}_{\Gamma}(B) \). \( \exists P, B' \equiv_{\beta\sigma} B \) s.t. \( \Gamma \vdash B' : P : *_{a+1} \). By Lemma 2.9 \( \Gamma'' \vdash B'[x := D] : P[x := D] : *_{a+1} \). By \( B[x := D] = \beta\sigma B'[x := D] \), so \( b \geq \text{ordr}_{\Gamma}'(B[x := D]) \). \( \square \)

**ordr_{\Gamma, x:A, \Delta}(B) = \text{ordr}_{\Gamma, x:A, \Delta}[x := D](B[x := D]) \) does not hold in general: take \( \Gamma \equiv y : *_{1} \). Then \( \Gamma, x : *_{2} \vdash x : *_{2} \) and \( \Gamma \vdash y : *_{2} \), and (by Lemma 2.28 below) \( \text{ordr}_{\Gamma, x:A, \Delta}(x) = 2 \) and \( \text{ordr}_{\Gamma, x:A, \Delta}[y : y] = \text{ordr}_{\Gamma}(y) = 1 \).

The orders of constants and sorts are easy to calculate:

**Lemma 2.24** (Orders of constants and sorts) Let \( \Gamma \) be a legal context. Then \( \text{ordr}(\bot) = a + 1 \), \( \text{ordr}(\perp) = 1 \), \( \text{ordr}(\mathbb{Z}) = 1 \), and \( \text{ordr}(\pi) = 0 \).

**Proof:** We only prove \( \text{ordr}(\bot) = a + 1 \) (the other cases are similar). As \( \Gamma \vdash \star_{a} : *_{a+1} \), \( \text{ordr}(\bot) \leq a + 1 \). Now assume \( \Gamma \vdash A' : P : \star_{a} \) for an \( A' \equiv_{\beta\sigma} \star_{a} \) (hence \( A' \rightarrow_{\beta\sigma} \star_{a} \)). By repeated Subject Reduction, \( \Gamma \vdash \star_{a} : P : \star_{a} \). By Generation, \( P = \beta\sigma c \) for \( c > a \) (hence \( P \rightarrow_{\beta\sigma} *_{c} \)). By repeated Subject Reduction, \( \Gamma \vdash \star_{a} : \star_{a} \), so again by Generation, \( \exists d > c \) where \( \star_{a} \equiv_{\beta\sigma} \star_{d} \). Hence \( d = b \), so \( a < e < b \), so \( b \geq a + 2 \), so \( \text{ordr}(\star_{a}) \geq a + 1 \). \( \square \)
If $B$ is a $\Gamma$-type then there is always $B'$ of type $\ast_{\text{ord}(B)}$ such that $B \rightarrow \beta_\sigma B'$:

**Lemma 2.25** Let $B$ be a $\Gamma$-type and $b = \text{ord}(B)$. $\exists B'$ such that $\Gamma \vdash B' : \ast_b$ and $B \rightarrow_{\beta_\sigma} B'$.

**Proof:** Assume $\Gamma \vdash B : \ast_p$. By Lemma 2.18, $\exists B'$ and $P$ such that $\Gamma \vdash B' : P : \ast_{b+1}$ and $B \rightarrow_{\beta_\sigma} B'$. By Weak Unicity of Types 2.15, $[P] = \beta_\sigma [p]$, say: $P = \beta_\sigma q$. Hence $P \rightarrow_{\beta_\sigma} \ast_q$.

- By repeated Subject Reduction, $\Gamma \vdash \ast_q : \ast_{b+1}$. By Lemma 2.24, $b + 1 \geq q + 1$, so $b \geq q$.
- By the Conversion Rule, $\Gamma \vdash B' : \ast_q : \ast_{b+1}$, so by definition of $b, q \geq b$.

We find: $q = b$, so $P = \beta_\sigma \ast_b$, so by conversion $\Gamma \vdash B' : \ast_b$. $\square$

This lemma confirms that $\ast_a$ can be seen as the type of types (propositions) of order $\leq a$:

**Corollary 2.26** If $P$ is a $\Gamma$-type in $\beta_\sigma$-normal form, then $\Gamma \vdash P : \ast_a \iff \text{ord}(P) \leq a$.

**Proof:** Let $p = \text{ord}(P)$. "$\Rightarrow"$ is by definition of $\text{ord}(P)$; for "$\Leftarrow"$, by Lemma 2.25, $\exists P'$ where $\Gamma \vdash P' : \ast_p$ and $P \rightarrow_{\beta_\sigma} P'$. As $P$ is in normal form, $P' = P$, so $\Gamma \vdash P : \ast_p$. Since $p \leq a$, repeated use of $(\subseteq)$ derives $\Gamma \vdash P : \ast_a$. $\square$

Another result is that a term is always of a lower order than its type:

**Corollary 2.27** If $\Gamma \vdash A : B$ then $\text{ord}(A) < \text{ord}(B)$.

**Proof:** Let $a = \text{ord}(A), b = \text{ord}(B)$. $B$ is a type, so by Lemma 2.25, $\exists B'$ where $\Gamma \vdash B' : \ast_b$ and $B \rightarrow_{\beta_\sigma} B'$. $\Gamma \vdash A : B$, so by conversion, $\Gamma \vdash A : B' : \ast_b$. By definition of $a, b \geq a + 1$, so $b > a$. $\square$

In the above corollary, $\text{ord}(A) = \text{ord}(B) - 1$ does not hold: take $\Gamma = \emptyset, A \equiv \ast_1$, and $B \equiv \ast_2$.

In Lemma 2.24, we calculated the order of sorts and constants. Now, we present methods to calculate the order of almost all the other terms:

**Lemma 2.28** Let $C$ be a $\Gamma$-term. The following holds:

1. If $C \equiv x$ where $x:A \in \Gamma$ then $\text{ord}(x) = \text{ord}(A) - 1$.
2. If $C \equiv \Pi x:A . B$ then $\text{ord}(\Pi x:A . B) = \max(\text{ord}(A), \text{ord}(\Pi x:A . B))$.
3. If $C \equiv \lambda x:A . B$ then $\text{ord}(\lambda x:A . B) = \max(\text{ord}(A) - 1, \text{ord}(\lambda x:A . B))$.
4. If $C \equiv A \times B$ or $C = (A, B)$ then $\text{ord}(C) = \max(\text{ord}(A), \text{ord}(B))$.

**Proof:**

1. Let $m = \text{ord}(x)$. From Corollary 2.20, $\exists B$ with $\Gamma \vdash x : B : \ast_{m+1}$. As $m + 1$ is minimal, $\text{ord}(B) = m + 1$. By the Generation Lemma, $A = \beta_\sigma B$. Hence, $\text{ord}(A) = m + 1$.

2. Let $a = \text{ord}(A), b = \text{ord}(\Pi x:A . B)$, and $p = \text{ord}(\Pi x:A . B)$. By Lemma 2.25, $\exists P$ with $\Gamma \vdash P : \ast_p$ and $\Pi x:A . B \rightarrow_{\beta_\sigma} P$. $P$ must be of the form $\Pi x:A_1 . B_1$, where $A \rightarrow_{\beta_\sigma} A_1$ and $B \rightarrow_{\beta_\sigma} B_1$. By Lemmas 2.25 and 2.11, $A_2$ and $B_2$ such that $\Gamma \vdash A_2 : \ast_a, \Gamma, x:A_1 \vdash B_2 : \ast_b, A \rightarrow_{\beta_\sigma} A_2$ and $B \rightarrow_{\beta_\sigma} B_2$. By Church Rosser, $A_1$ and $A_2$ have a common reduce $A_3$; $B_1$ and $B_2$ have a common reduce $B_3$. By repeated Subject Reduction: $\Gamma \vdash A_3 \ast_b, \Gamma, x:A_1 \vdash B_3 : \ast_b$. As $A \rightarrow_{\beta_\sigma} A_3$ and $B \rightarrow_{\beta_\sigma} B_3$, Subject Reduction gives $\Gamma \vdash (\Pi x:A_3 . B_3) : \ast_n$. Now, $p = \max(a, b)$ as follows:

- By Generation $\exists m \leq p$ with $\Gamma \vdash A_3 : \ast_m$ and $\Gamma, x:A_3 \vdash B_3 : \ast_m$. By Transitivity, $\Gamma, x:A \vdash B_3 : \ast_m$. Hence $a, b \leq m \leq p$.
- As $\Gamma \vdash A_3 : \ast_m$ and $\Gamma, x:A_3 \vdash B_3 : \ast_b$, so by repeated application of $(\subseteq)$, $\Gamma \vdash A_3 : \ast_{\max(a, b)}$ and $\Gamma, x:A_3 \vdash B_3 : \ast_{\max(a, b)}$. By II-formation, $\Gamma \vdash (\Pi x:A_3 . B_3) : \ast_{\max(a, b)}$, and so $p \leq \max(a, b)$.

3. Let $a = \text{ord}(\lambda x:A . B), m = \text{ord}(\Pi x:A . B), n = \text{ord}(\Pi x:A . B)$. By Lemma 2.18, $\exists P, Q$ where $\Gamma \vdash P : Q : \ast_{m+1}$ and $\lambda x:A . B \rightarrow_{\beta_\sigma} P$. Observe that $P \equiv \lambda x:A'. B'$ for some $A', B'$ with $A \rightarrow_{\beta_\sigma} A'$ and $B \rightarrow_{\beta_\sigma} B'$. By the Generation Lemma, $\exists B$ such that $\Gamma, x:A' \vdash B' : B$ and $Q = \beta_\sigma \Pi x:A'. B'$. Now $m + 1 = \text{ord}(Q) = \text{ord}(\Pi x:A'. B) = \text{ord}(\Pi x:A . B) = \max(a, \text{ord}(\Pi x:A . B))$ by 2 above. Now $m = \max(a - 1, n)$ because $m + 1 = \max(a, n + 1)$ as is seen by the two cases.
\[m + 1 = a.\] By the Transitivity Lemma, \(\Gamma, x:A \vdash b': B.\) By Corollary 2.27: \(\text{ord}_{\Gamma, x:A}(b') = n < \text{ord}_{\Gamma, x:A}(B),\) so \(m + 1 = \max(a, n + 1).\)

\(m + 1 = \text{ord}_{\Gamma, x:A}(B) > a.\) \(\exists b', b''\) with \(\Gamma, x:A' \vdash b': n+1\) and \(b' \rightarrow_{\beta \sigma} b''.\) By Transitivity, \(\Gamma, x:A \vdash b'' \rightarrow_{\beta \sigma} b'''.\) Hence, \(\max(a, n + 1) \geq m + 1,\) and as \(a < m + 1, n + 1 \geq m + 1\) and \(n \geq m.\) As \(\Gamma, x:A \vdash b': B,\) \(n < \text{ord}_{\Gamma, x:A}(B) = m + 1.\) Hence \(n = m\) and \(m + 1 = \max(a, n + 1).\)

4: Case \(C \equiv A \times B\) is similar to 2. Case \(C \equiv \langle A, B\rangle\) is similar to 3. \(\Box\)

As \(MN\) may be a redex, its order is harder to determine. We can, however, prove the following:

**Lemma 2.29** If \(\Gamma \vdash M: \Pi x: P . Q\) and \(\Gamma \vdash N: P\) then \(\text{ord}_{\Gamma}(N), \text{ord}_{\Gamma}(MN) \leq \text{ord}_{\Gamma}(M).\)

**Proof:** Let \(m = \text{ord}_{\Gamma}(M).\) \(\exists M', R\) such that \(\Gamma \vdash M': R : \star_{m+1}\) and \(M \rightarrow_{\beta \sigma} M'.\) By Subject Reduction, \(\Gamma \vdash M': \Pi x: P . Q,\) so by Weak Unicity of Types, \([R] =_{\beta \sigma} [\Pi x: P . Q] \equiv \Pi x: P . [Q].\) By Church Rosser \(\exists R'\) such that \(\Gamma \vdash M' : R' \equiv \Pi x: P . [Q] \\rightarrow_{\beta \sigma} [R'].\) Also, \(R'\) must be of the form \(\Pi x: P', Q',\) where \(P \rightarrow_{\beta \sigma} P'\) and \([Q] \rightarrow_{\beta \sigma} [Q'].\) By Subject Reduction and Conversion, \(\Gamma \vdash M': \Pi x: P', Q': \star_{m+1}.\) As \(m\) is minimal, \(\text{ord}_{\Gamma}(\Pi x: P', Q') = m + 1.\) Now, \(m = \text{ord}_{\Gamma}(M) = \text{ord}_{\Gamma}(\Pi x: P', Q') - 1 = \max(\text{ord}_{\Gamma}(P') - 1, \text{ord}_{\Gamma, x: P'}(Q') - 1) \geq \text{ord}_{\Gamma}(P') - 1 = \text{ord}_{\Gamma}(P) - 1 \geq \text{ord}_{\Gamma}(N).\) By conversion, \(\Gamma \vdash N : P',\) so \(\Gamma \vdash MN : Q [x := N].\) As \(MN =_{\beta \sigma} MN',\) we have \(\text{ord}_{\Gamma}(MN) = \text{ord}_{\Gamma}(MN') < \text{ord}_{\Gamma}(Q'[x := N]) \leq \text{ord}_{\Gamma, x: P'}(Q') \leq \text{ord}_{\Gamma}(\Pi x: P', Q') = m + 1,\) so \(\text{ord}_{\Gamma}(MN) \leq m.\) \(\Box\)

This shows that a function can never take an argument of higher order, and that the order of a term can not increase when applying an argument to that term.

### 3 The Ramified Theory of Types RTT

In this section we give a short, formal description of Russell's Ramified Theory of Types (RTT). This formalisation is both faithful to Russell's original informal presentation and compatible with the present formulations of type theories. The basic aim of RTT is to exclude the logical paradoxes from logic by eliminating all self-references. An extended philosophical motivation for this theory can be found in [24], pages 38-55. We will not go into the full details of the formalisation of RTT (these details can be found in [14], the presentation by Russell himself in "Principia" is informal).

In Subsection 3a we introduce propositional functions. In Subsection 3b we assign types to some of these propositional functions. Paradoxical propositional functions are, of course, not typeable.

#### 3a Propositional Functions

In this section we shall describe the set of propositions and propositional functions which Whitehead and Russell use in "Principia". We give a modernised, formal definition which corresponds to the description in "Principia". The basis of the system of our formalization there is

- an infinite set \(A\) of *individual-symbols* and an infinite set \(V\) of *variables*;
- an infinite set \(R\) of *relation-symbols* together with an arity map \(a: R \rightarrow \mathbb{N}^+\).

0-ary relations are not explicitly used in "Principia" but could be added without problems. Since functions are relations in Principia, we will not introduce a special set of function symbols.

We assume that \(\{a_1, a_2, \ldots\} \subseteq A; \{x, x_1, x_2, \ldots, y, y_1, \ldots, z, z_1, \ldots\} \subseteq V; \{R, R_1, \ldots, S, S_1, \ldots\} \subseteq R.\) We will use the letters \(x, y, z, x_1, \ldots\) as meta-variables over \(V,\) and \(R, R_1, \ldots\) as meta-variables over \(R.\) Note that variables are written in *typewriter* style and that meta-variables are written in *italics*: \(x\) denotes one, *fixed* object in \(V\) whilst \(x\) denotes an arbitrary object of \(V.\)

We assume that there is an *order* (e.g. alphabetical) on the collection \(V,\) and write \(x < y\) if the variable \(x\) is ordered before the variable \(y.\) In particular, we assume that

\[x < x_1 < \ldots < y < y_1 < \ldots < z < z_1 < \ldots\]
We also have the logical symbols ∧, ¬ and ∀ in our alphabet, and the non-logical symbols: parentheses and the comma. Note that Russell used classical logic (intuitionistic logic wasn't widespread when "Principia" appeared) and hence he didn't need to make symbols like ∨, →, 3 primitive.

**Definition 3.1 (Propositional functions)** We define a collection \( \mathcal{F} \) of propositional functions, and for each element \( f \) of \( \mathcal{F} \) we simultaneously define the collection \( \text{FV}(f) \) of free variables of \( f \):

1. If \( R \in \mathcal{R} \) and \( i_1, \ldots, i_{a(R)} \in \mathcal{A} \cup \mathcal{V} \) then \( R(i_1, \ldots, i_{a(R)}) \in \mathcal{F} \).

\[ \text{FV}(R(i_1, \ldots, i_{a(R)})) \overset{\text{def}}{=} \{i_1, \ldots, i_{a(R)}\} \cap \mathcal{V}; \]

2. If \( z \in \mathcal{V}, n \in \mathbb{N} \) and \( k_1, \ldots, k_n \in \mathcal{A} \cup \mathcal{V} \cup \mathcal{F} \), then \( z(k_1, \ldots, k_n) \in \mathcal{F} \).

\[ \text{FV}(z(k_1, \ldots, k_n)) \overset{\text{def}}{=} \{z, k_1, \ldots, k_n\} \cap \mathcal{V}. \]

3. If \( n = 0 \), we write \( z() \) so as to distinguish the propositional function \( z() \) from the variable \( z \).

4. If \( f, g \in \mathcal{F} \) then \( f \wedge g \in \mathcal{F} \) and \( \neg f \in \mathcal{F} \).

\[ \text{FV}(f \wedge g) \overset{\text{def}}{=} \text{FV}(f) \cup \text{FV}(g); \text{FV}(\neg f) \overset{\text{def}}{=} \text{FV}(f); \]

4. If \( f \in \mathcal{F} \) and \( x \in \text{FV}(f) \) then \( \forall x[f] \in \mathcal{F} \).

\[ \text{FV}(\forall x[f]) = \text{FV}(f) \setminus \{x\}. \]

5. All propositional functions can be constructed by using the rules 1, 2, 3 and 4 above.

We use the letters \( f, g, h \) as meta-variables over \( \mathcal{F} \) and similar to Convention 2.2, we assume that bound variables differ from free ones and that different bound variables have different names.

A propositional function \( f \) is a proposition in which some parts (the free variables) have been left undetermined. It will turn into a proposition as soon as we assign values to all its free variables. In this light, a proposition can be seen as a degenerated propositional function (with 0 free variables).

It will be clear now what the intuition behind propositional function of the form \( R(i_1, \ldots, i_{a(R)}) \), \( f \wedge g, \neg f \) and \( \forall x[f] \) is. The intuition behind propositional functions of the second kind is not so obvious. \( z(k_1, \ldots, k_n) \) is a propositional function of higher order: \( z \) is a variable for a propositional function with \( n \) free variables; the argument list \( k_1, \ldots, k_n \) indicates what should be substituted\(^4\) for these free variables as soon as one assigns such a propositional function to \( z \).

Notice that there are propositional functions of the form \( z(k_1, \ldots, k_n) \) (where \( z \in \mathcal{V} \)) but that expressions of the form \( f(k_1, \ldots, k_n) \), where \( f \in \mathcal{F} \), are not propositional functions. Even substituting \( f \) for \( z \) in \( z(k_1, \ldots, k_n) \) does not lead to \( f(k_1, \ldots, k_n) \), as the notion of substitution in IFF is quite different from the usual notion of substitution in first order logic.

**Example 3.2** Here are some higher-order propositional functions (pfs) from mathematics:

1. The pfs \( z(x) \) and \( z(y) \) in the definition of Leibniz-equality: \( \forall z[z(x) \equiv z(y)] \).

2. The pfs \( z(0), z(x) \) and \( z(y) \) in the formulation of complete induction:

\[ [z(0) \wedge \forall x[y[z(x) \equiv s(x, y)]]] \rightarrow \forall x[z(x)]. \]

3. The pf \( z() \) in the formulation of the law of the excluded middle: \( \forall z[z() \vee \neg z()]. \)

**3b Ramified Types**

Not all propositional functions should be allowed in our language. For instance, the expression \( \neg z(x) \) is a perfectly legal element of \( \mathcal{F} \), nevertheless, it is the propositional function that makes it possible to derive the Russell Paradox. Therefore, types are introduced.

**Definition 3.3 (Ramified Types)** The ramified types \( \mathcal{T} \) are defined inductively as follows:

1. \( t^0 \) is a ramified type (0 is called the order of this type);

2. If \( t_1, \ldots, t_n \) are ramified types of orders \( a_1, \ldots, a_n \) respectively, and \( a > \max(a_1, \ldots, a_n) \), then \( (t_1, \ldots, t_n)^a \) is a ramified type of order \( a \) (if \( n = 0 \) then take \( a \geq 1 \));

3. All ramified types can be constructed using the rules 1 and 2.

---

\(^{3}\) A variable is not a propositional function. See [20], Chapter VIII: "The variable", p.94 of the 7th impression.

\(^{4}\) In Principia, it is not clear how such substitutions are carried out. One must depend on intuition and on how substitution is used in the Principia. It is quite hard and elaborate to give a proper definition of substitution.
\( e \) is the type of individuals, and \((t_1, \ldots, t_n)^a\) is the type of the propositional functions with \(n\) free variables, say \(x_1, \ldots, x_n\), such that if we assign values \(k_1\) of type \(t_1\) to \(x_1, \ldots, x_n\), then we obtain a proposition. The type \((\cdot)^a\) is the type of propositions of order \(a\).

Russell strictly divides his propositional functions in orders. For instance, both \(\forall p(p) \land \neg(p)\) and \(\forall(a)\) are propositions, but of different level: The first presumes a full collection of propositions, hence it cannot belong to the same collection of propositions as the propositions \(p\) over which it quantifies (among which \(\forall(a)\)). This led Russell to make \(\forall p(p) \land \neg(p)\) belong to a type of a higher order (level) than the order of \(\forall(a)\). This can already be seen in the definition of ramified types: \((t_1, \ldots, t_n)^a\) can only be a type if \(a\) is strictly greater than each of the orders of the \(t_i\).

**Definition 3.4** Let \(x_1, \ldots, x_n\) be a list of distinct variables, and \(t_1, \ldots, t_n\) be a list of ramified types. We call \(x_1 : t_1, \ldots, x_n : t_n\) a context and call \(\{x_1, \ldots, x_n\}\) its domain.

We write \(\Gamma \vdash f : t\) to express that \(f \in \mathcal{F}\) has type \(t\) in context \(\Gamma\), and extend the variable convention to contexts: If \(z\) is bound in \(f\), then \(z\) does not occur in the domain of \(\Gamma\).

We use \(\Gamma, \Delta\) to range over contexts and \(t_1, t_2, \ldots\) to range over types. To avoid confusion we sometimes write \(\Gamma_N\) for derivability in the RTT type system, and \(\Gamma_R\) for derivability in RTT.

We now present the typing rules for RTT. These rules are derived from and equivalent to the rules in [14], which are as close as possible to Russell's original ideas. We change our notation for propositional functions slightly: Instead of \(\forall\varepsilon[f]\) we write \(\forall z : t[f]\), where \(t\) is some ramified type.

**Definition 3.5 (Typing Rules for RTT)**

- If \(c \in \mathcal{A}\), then \(\Gamma \vdash c : e^0\) for any context \(\Gamma\);
- If \(f \in \mathcal{F}\), and \(x_1 < \ldots < x_n\) are the free variables of \(f\), and \(t_1, \ldots, t_n\) are types such that \(x_i : t_i \in \Gamma\), then \(\Gamma \vdash f : (t_1, \ldots, t_n)^a\) if and only if
  - If \(f \equiv R(t_1, \ldots, t_{\lambda(a)})\) then \(t_i = e^0\) for all \(i\), and \(a = 1\);
  - If \(f \equiv z(k_1, \ldots, k_m)\) then there are \(u_1, \ldots, u_m\) such that \(z(u_1, \ldots, u_m)^a = t \in \Gamma\), and \(\Gamma \vdash k_i : u_i\) for all \(k_i \in \mathcal{A} \cup \mathcal{F}\), and \(k_i : u_i \in \Gamma\) for all \(k_i \in \mathcal{V}\);
  - If \(f \equiv f_1 \land f_2\) then there are \(u_{11}, u_{21}\) such that \(\Gamma \vdash f_i : u_{ii}\) and \(a = \max(a_1, a_2)\);
  - If \(f \equiv \neg f'\) then \(\Gamma \vdash f' : (t_1, \ldots, t_n)^a\).
  - If \(f \equiv \forall z  : t_0[f']\) then there is \(j\) such that \(\Gamma, x : t_0 \vdash f' : (t_1, \ldots, t_j, t_{j+1}, t_{j+2}, \ldots, t_n)^a\).

**Example 3.6** \(\neg x(x)\) is not typeable in any context \(\Gamma\). If \(\Gamma \vdash \neg x(x) : t\) then \(t\) must be of the form \((u)^a\), with \(\forall u \in \Gamma\), as \(\neg x(x)\) has one free variable. Hence \(\Gamma \vdash x(x) : (u)^a\), and by Unicity of Types below, \(u \equiv (u)^a\), with \(x : u \in \Gamma\). As \(\Gamma\) is a context, \(u \equiv u'\), hence \(u \equiv (u)^a\). Absurd.

An important result (whose proof follows directly from the definition of \(\Gamma \vdash f : t\)) is the following:

**Theorem 3.7** (Unicity of Types) If \(\Gamma \vdash f : t\) and \(\Gamma \vdash f : u\) then \(t \equiv u\).

## 4 RTT in Nuprl

We present a straightforward embedding of RTT in the type theory of Nuprl. The embedding will consist of two parts: First we give a representation of the ramified types in Nuprl (Subsection 4a), then we represent the typable propositional functions in Nuprl (Subsection 4b).

### 4a Ramified Types in Nuprl

The main clue to our embedding is the interpretation of \(\ast_n\) as the sort containing all order-\(n\)-propositions. There is a small difference in that Nuprl considers any term of type \(\ast_n\) to be of type \(\ast_{n+1}\) as well. This means that any proposition of order \(n\) can be interpreted as a proposition of order \(n+1\) as well. This inclusion is not a feature of RTT; yet it isn't a serious extension.

Another small point is that Russell doesn't specify his underlying set of "individuals" and that we want to use \(\mathbb{Z}\) as translation of this underlying set. Therefore, we will assume that the set \(\mathcal{A}\) of RTT-individuals is equal to the set \(\mathbb{Z}\) of integers.
Definition 4.1 Define a mapping $T : \mathcal{T} \rightarrow \mathbb{T}$ as follows:

$$T(0) \overset{\text{def}}{=} \mathbb{Z} \quad \text{and} \quad T(t_1^{a_1}, \ldots, t_n^{a_n}) \overset{\text{def}}{=} T(t_1^{a_1}) \cdots T(t_n^{a_n}) \rightarrow *a$$

Note that $T(*)^a = *a$ and $T$ does indeed interpret the type of order-a-propositions as $*a$. Moreover, translations of ramified types are typable in Nuprl:

**Lemma 4.2** If $t^a$ is a ramified type of order $a$ then $\Gamma \vdash T(t^a) : *a+1$.

**Proof:** Induction on the construction of ramified types.

When we speak of a ramified type $t^a$ of order $a$, we actually mean that the terms that are of type $t^a$ have order $a$. $T(t^a)$ itself should, therefore, have order $a + 1$ in Nuprl. Indeed, we can prove:

**Lemma 4.3** If $\Gamma$ is a legal context then $\text{ordr}(T(t^a)) = a + 1$.

**Proof:** Induction on ramified types. $T(0) = \mathbb{Z}$ and $\text{ordr}(\mathbb{Z}) = 1$ by Lemma 2.24. Now assume $\text{ordr}(T(t_1^{a_1})) = a_i + 1$ for $i = 1, \ldots, n$. Notice that

$$\text{ordr}(T((t_1^{a_1}, \ldots, t_n^{a_n})) = \max(\text{ordr}(T(t_1^{a_1})), \ldots, \text{ordr}(T(t_n^{a_n})), \text{ordr}(*a))$$

4b Propositional Functions of RTT in Nuprl

We extend the mapping $T$ of Definition 4.1 so that a propositional function with free variables $x_1 < \ldots < x_n$ will be translated into a $\lambda$-term of the form $\lambda x_1 : t_1 \cdots x_n : t_n. A$, where $A$ itself is not of the form $\lambda x : t. A'$.

**Definition 4.4** Let $\Gamma$ be a RTT-context. We extend $T$ to the sets $A$, $V$ and $\mathcal{F}$. If $i \in A \cup V$ then $T(i) \overset{\text{def}}{=} i$. Now let $f \in \mathcal{F}$ and assume $f$ has free variables $x_1 < \ldots < x_n$, such that $x_i : t_i \in \Gamma$.

- If $f = R(i_1, \ldots, i_{a(R)})$ then $T(f) \overset{\text{def}}{=} \lambda x_1 : T(t_1) \cdots x_n : T(t_n). R_i_1 \cdots i_{a(R)}$
- If $f = z(k_1, \ldots, k_m)$ then $T(f) \overset{\text{def}}{=} \lambda x_1 : T(t_1) \cdots x_n : T(t_n). xT(k_1) \cdots T(k_m)$;
- If $f = g_1 \land g_2$, and $g_1$ has free variables $y_1 < \ldots < y_{m_1}$, then $T(g_1) \equiv \lambda y_1 : u_1 \cdots y_{m_1} : u_{m_1}. G_i$ for some term $G_i$. Let $T(f) \overset{\text{def}}{=} \lambda x_1 : T(t_1) \cdots x_n : T(t_n). G_1 \times G_2$.
- If $f = \neg g$, then $T(g) \equiv \lambda x_1 : T(t_1) \cdots x_n : T(t_n). G$. Let $T(f) \overset{\text{def}}{=} \lambda x_1 : T(t_1) \cdots x_n : T(t_n). G \rightarrow \bot$.
- If $f = \forall x : t. g$ then $T(g) \equiv \lambda x_1 : T(t_1) \cdots x_i : T(t_i). x : T(t). x_i+1 : T(t_{i+1}) \cdots x_n : T(t_n). G$ for some term $G$. Let $T(f) \overset{\text{def}}{=} \lambda x_1 : T(t_1) \cdots x_n : T(t_n). \forall x : T(t). G$.

The extension of $T$ as defined above also depends on the context $\Gamma$. Normally it will be clear which context $\Gamma$ is meant. If confusion arises, we write $T_{\Gamma}$ to indicate the context in question.

It is important to notice that, for propositions $f$, $T(f)$ is exactly the interpretation of $f$ provided by the Curry-Howard-de Bruijn isomorphism.

Finally, we define a special Nuprl-context $\Gamma_0$ which contains information on the relation and $a(R)$ times $\mathbb{Z}$ individual symbols of RTT by: $\Gamma_0 \overset{\text{def}}{=} \{ R : \mathbb{Z} \rightarrow \cdots \rightarrow \mathbb{Z} \rightarrow t_1 | R \in \mathcal{R} \}$.

We assume $\mathcal{R}$ to be finite for the moment, so that $\Gamma_0$ is finite as well, and therefore is a Nuprl-context. $\Gamma_0$ is legal, as we have $\Gamma_0 \vdash \mathbb{Z} \rightarrow \cdots \rightarrow \mathbb{Z} \rightarrow *1$.

The following theorem states that the embedding $T$ respects the type structure of RTT. This means that we can see Nuprl as an extension of the Ramified Theory of Types.
Theorem 4.5 (Nuprl extends RTT) If $\Gamma \vdash_R f : t$ then $\Gamma_0 \vdash_N T(f) : T(t)$.

Proof: Induction on the definition of $\Gamma \vdash_R f : t$. If $\Gamma \vdash c : \nu^0$ because $c \in \mathbb{Z}$ then $c, \mathbb{Z} \in \Gamma_0$, so $\Gamma_0 \vdash c : \mathbb{Z}$. Now assume $f \in F$, $f$ has free variables $x_1 < \ldots < x_n$, and $t_1, \ldots, t_n$ where $x_i : t_i \in \Gamma$ for $i = 1, \ldots, n$, and $\Gamma \vdash_R f : (t_1, \ldots, t_n)^a$. By Lemma 4.2, $\Gamma_0 \vdash N T(t_1) : *_{a_1}$, for some $a_1$. Hence, by the Start and Weakening rules, we add $x_i T(t_i)$ one by one to the context $\Gamma_0$, obtaining a legal context $\Gamma_i = \Gamma_0, x_1 T(t_1), \ldots, x_n T(t_n)$. We only treat the case $f = \forall x : g[a]$:

If $f = \forall x : g[a]$ then $\exists y$ such that $\Gamma, x : \nu \vdash_R g : (t_1, \ldots, t_m, t_1, t_2, \ldots, t_n)^a$. By the induction hypothesis, $\Gamma_0 \vdash R T(g) : (t_1 \ldots T(t_m) \ldots T(t_n)) \Rightarrow T(t) \Rightarrow T(t) \Rightarrow T(t) \Rightarrow T(t_n) \Rightarrow *_{a_1}$. By the Generation Lemma, $\Gamma_0, x_1 T(t_1), \ldots, x_j T(t_j), x_i T(t_i), \ldots, x_n T(t_n) \vdash N G \vdash *_{a_1}$ where $g \equiv \lambda x_1 \ldots x_j \ldots x_n G$. As the types of the variables in the context are independent from each other, we also have $\Gamma_1, x : \nu \vdash N G \vdash *_{a_1}$. As the order of type $\nu$ is smaller than $a_1$, we have $\Gamma_1 \vdash N T(t_0) : *_{a_1}$ (Lemma 4.2), so by II-formation: $\Gamma_1 \vdash N \exists x : T(t_0) G : *_{a_1}$. By $\lambda$-abstracting over all the variables in $FV(f)$ we obtain $\Gamma_0 \vdash N T(f) : T(t)$.

It would be nice if we could also prove a kind of opposite of Theorem 4.5. However, the statement $\Gamma_0 \vdash N T(f) : T(t)$ then there is a context $\Gamma$ such that $\Gamma \vdash_R f : t$ is not true. We can derive $\Gamma_0 \vdash N T(\forall x : x^0[R(x)]) : *_{a_1}$ for any $n \geq 1$. Nevertheless, we have $\Gamma \vdash_R \forall x : x^0[R(x)] : ()^1$ for all RTT-contexts $\Gamma$, so by Unicity of Types 3.7 it is impossible that $\Gamma \vdash_R \forall x : x^0[R(x)] : ()^n$ for any $n > 1$. It is clear that this difference between RTT and Nuprl is caused by the type inclusion rule $\subseteq$, which is only present in Nuprl, and not in RTT. We do have a partial result, however:

Lemma 4.6 If $\Gamma \vdash_R f : (t_1^a, \ldots, t_n^a)$ and $x_1 < \ldots < x_n$ are the free variables of $f$, then $\text{ord}_N(T(\forall x_1 : t_1^a \ldots \forall x_n : t_n^a[f])) = a$.

Proof: Induction on the definition of $\Gamma \vdash_R f : (t_1^a, \ldots, t_n^a)$. Note that $x_i : t_i^a \in \Gamma$ for all $i$, and $\Gamma \vdash_R \forall x_i : t_i^a \ldots \forall x_n : t_n^a[f] : ()^a$. Let $\Gamma_i \equiv \Gamma_0, x_i : T(t_i^a), \ldots, x_n : T(t_n^a)$. We only treat the case $f = \exists z(k_1, \ldots, k_m)$; the other cases are similar. $z \in FV(f)$, say: $z = x_p$. As $x_p : t_p^a \in \Gamma$, $a_p = a - 1$. Hence $\text{ord}_N(z) = \text{ord}_N(T(t_p^a)) = 1 = a - 1$. By 2.29, $\text{ord}_N(z T(k_1) \ldots T(k_m)) \leq a - 1$. Hence

$$\text{ord}_N(T(\forall x_1 : t_1^a \ldots \forall x_n : t_n^a[f])) = \text{ord}_N(\Pi x_1 : T(t_1^a) \ldots \Pi x_n : T(t_n^a). z T(k_1) \ldots T(k_m))$$

$$\leq \max(\text{ord}_N(z T(k_1) \ldots T(k_m)), \text{ord}_N(T(t_p^a)))$$

$$\leq \max(\text{ord}_N(z T(k_1) \ldots T(k_m)), \text{ord}_N(t_p^a)) = a_p + 1 = a$$

Corollary 4.7 If $\Gamma \vdash_R f : ()^a$ then $\text{ord}_N(T(f)) = a$.

5 Conclusions

In this paper we gave a description in PTS format of a fragment of the type theory behind the proof checker Nuprl. We showed that the obtained system has some basic properties of PT systems (Church Rosser, Generation Lemma, Correctness of Types, Subject Reduction, and a weak, but not restrictive, form of Unicity of Types).

Our formulation of Nuprl as a PTS is faithful to the idea behind universes in Martin-Löf’s type theory as in [15, 16], where universes are built à la Russell5 in that $\Pi, \Sigma$, etc. are both set (or type) forming operations and operations to form canonical elements of universes. This is clear in our compact formulation of the Nuprl fragment where Martin-Löf’s universes $U_i$ are $\nu_i$ for us, Martin-Löf’s II-formation, II-introduction and II-elimination correspond to our (II-form), (\lambda) and (App) respectively. Of course in PTS style, there are no equality rules, but (Conv) plays some role of these equality rules. As for $\Sigma$, which we replaced by $\times$, it is obvious that (Pairs), (Left) and (Right) play the role of $\Sigma$-introduction and elimination.

Most important of all, is our definition of the concept of order on Nuprl terms which captures the notion of Type Universe of Martin-Löf’s formulation à la Russell and is related to Type Universe

5In [17] Martin-Löf built universes à la Tarski where a distinction was made between sets and their codes.
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in Nuprl [9] (and to Degree of Expression in AUTOMATH [18]). Orders in Nuprl are also shown to be related to orders in the Ramified Type Theory RTT of Principia Mathematica [24] in a precise way: If we translate a proposition $f$ of order $n$ in RTT into a Nuprl type $T(f)$ by means of a propositions-as-types embedding, the order of $T(f)$ in Nuprl is also $n$.

As a bonus, the embedding $T$ results in a description of RTT in a propositions-as-types style in which the notion of order is maintained. Moreover, a PTS description of RTT is obtained.

There are more similarities between RTT and Nuprl. Both Nuprl and RTT have a kind of higher order substitution (see Chapter 5 of [10] and Section 3 of [14]). We are currently investigating the similarities between both notions of substitution.
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