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Table 2. Calculated Average Lengths of Isotactic (from eqs 1, 3, and 5) and Syndiotactic (from eqs 2, 4, and 6) Sequences of a Polymer Chain for Various Values of \( P_m \)

<table>
<thead>
<tr>
<th>( P_m )</th>
<th>( \langle n \rangle )</th>
<th>( \langle n_0 \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.112</td>
<td>1.111</td>
</tr>
<tr>
<td>0.2</td>
<td>1.245</td>
<td>1.248</td>
</tr>
<tr>
<td>0.4</td>
<td>1.670</td>
<td>1.668</td>
</tr>
<tr>
<td>0.5</td>
<td>2.000</td>
<td>2.002</td>
</tr>
<tr>
<td>0.6</td>
<td>2.498</td>
<td>2.502</td>
</tr>
<tr>
<td>0.8</td>
<td>4.961</td>
<td>4.977</td>
</tr>
<tr>
<td>0.9</td>
<td>9.907</td>
<td>9.980</td>
</tr>
</tbody>
</table>
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It is evident that curve fitting of experimental data in the practice of chemistry is very important. One of the barriers for students to use for example the least-squares fitting method is the complexity of the software.

Recent articles in this Journal have introduced simple methods that can solve curve-fitting problems on personal computers (1–3). For the strictly linear function (1) and for the general nonlinear functions (2) iterative procedures are available. O’Neill et al. (3) introduced a noniterative procedure that is applicable to multilinear equations. So far, for nonlinear equations one still had to resort to iterative methods.

In this article a simple method is introduced that can be used for all types of functions involving up to three parameters to be fitted. The method gives the optimal parameters with their uncertainties in the form of unbiased joint confidence intervals and can weigh the experimental data correctly. Furthermore, in contrast to iterative methods, insight into the occurrence of local minima is gained.

This method could be used for teaching students the least-squares method in a way that makes it understandable. Of course modern iterative matrix methods can solve the same problems that can be solved by this method when care is taken to avoid zeroing in to local minima.

The Least-Squares Method

If we assume only errors in the dependent variables \( y_i \) and we have a set of \( p \) parameters \( \Theta \) in the function \( y_i = f(x_i, \Theta) \), the least-squares estimates of the parameters \( \Theta \) are those that satisfy the minimum value of the sum of squares, \( SS(\Theta) \), of the weighted residuals (further referred to as the sum of squares), calculated with \( i \) data points.

\[
SS(\Theta) = \sum_i w_i (y_i - f(x_i, \Theta))^2
\]

where \( w_i \) are the weighting factors, which are

\[
w_i = \frac{1}{\sigma_i^2}
\]

and \( \sigma_i \) is the uncertainty in \( y_i \).

In many cases no statistical information about the uncertainty of \( y_i \) is available, and in that case one should make an assumption about the error structure in the \( y_i \) values. Most often the relative error in \( y_i \) is supposed to be constant and in that case \( w_i \) should be taken as \( 1/y_i^2 \); this is equivalent to minimizing the relative residuals:

\[
SS(\Theta) = \sum_i \left( \frac{y_i - f(x_i, \Theta)}{y_i} \right)^2
\]

When the absolute errors in \( y_i \) can be assumed constant, \( w_i \) in eq 1 can be taken as 1 for all datapoints.

Most statistical software packages then look for the minimum in the sum of squares space by iterative procedures. In the case of (multi)linear functions this can be done by evaluating the analytical expressions one obtains when solving the differential equations of the sum of squares function with respect to the parameters. For nonlinear equations, however, the advent of fast personal com-
computers means it is no longer necessary to use iterative procedures.

One could simply calculate all of the sums of squares in a region for the parameters where we can be sure that realistic solutions for the parameters can be found. This can be done in a spreadsheet program like Excel or be programmed in, for example, Basic. By just keeping track of the lowest sum of squares value during the calculation of the sum of squares array one can obtain the least-squares sum $ss(\Theta)$ at the best set of parameters. When one takes a wide region for the parameters, there is no risk in finding only a local minimum. The latter aspect is one of the drawbacks of using the iterative procedures, where sometimes the result depends on the choice of the starting values of the parameters in the iterative process.

Furthermore we can visualize (in the case of two parameters) the sum of squares space by just printing out the numbers as is done in Figure 1 or plotting it as a surface as done in Figure 2. For three parameters several visualizations as a function of the third parameter can be plotted. The minimum obtained with this procedure will of course coincide with values obtained by any other (iterative) least squares procedure when the same weighting of the y-values is used. It is also possible to first take a large overview on the sum of squares space and then zoom in onto the region of the minimum. This procedure was used previously to obtain best values for up to four parameters (4).

**Parameter Uncertainties**

The unbiased joint confidence regions for a level of confidence, $z$, around the best values found for the parameters can be constructed using the inequality:

$$ ss(\Theta) \leq ss(\Theta) \left( 1 + \frac{F_z(p, i - p)}{F_z(p, i - p)} \right) $$  \hspace{1cm} (4)

where $F_z(p, i - p)$ represents a value from the $F$-distribution at level $z$ and at $p$ and $i - p$ degrees of freedom.

In fact this inequality, which gives the uncertainty in the parameters, represents a contour line in the sum of squares space (Fig. 2). In this approach no assumptions about linearity of the model functions $R(x_i, \Theta)$ are made with respect to the joint confidence regions, which in some statistical programs are taken as linearized confidence ellipsoids. In some cases it is proven that, where the function is nonlinear, approximate (linearized) confidence ellipsoids are inappropriate (5), whereas the unbiased joint confidence regions from this method are always correct and can for example be obtained by a contour plotting routine (Fig. 2) or by manually drawing the contour line in the sum of squares data in Figure 1.

It is useful to check the deviations between experimental and calculated points. If trends in the residuals are observed, the model may not be adequate for the data. When the actual residuals are in many cases larger than the estimated uncertainties in $\gamma_j$, the model is not adequate either.

To check whether an alternative model B gives a significant improvement of the fit over model A, despite the fact that a different number of parameters $p$ is used, the following statistical test can be made:

$$ \frac{ss_B(\hat{\Theta}) - ss_A(\hat{\Theta})}{ss_A(\hat{\Theta})/(i - p)} \geq F_z(p_A - p_B, i - p_A) $$ \hspace{1cm} (5)

If this inequality holds, model A provides the better fit at a confidence level $z$.

**An Example in Copolymerization Modeling**

One of the fields where using the right statistical procedures has been and still is an important issue is in the determination of reactivity ratios in copolymerization (6). The use of statistically invalid procedures on otherwise good data resulted in tremendous diversity of tabulated reactivity ratios.

A spectacular finding was the fact that the kinetics of copolymerization in most cases could not be described by
the so-called ultimate model, where only the last monomeric unit determines the reactivity of a growing polymeric radical, but that a penultimate effect had to be introduced (7).

Fukuda studied the system styrene and methyl methacrylate at 40 °C with the rotating sector method (7). The classic work of Fukuda serves here as an example for the statistical method introduced before.

The propagation rate constant, \( k_p \), can be described as a function of the monomer feed ratio \( f \) with the equations

\[
\bar{k}_p = -\frac{r_1 \bar{r}_1}{(\bar{r}_1 + \bar{r}_2)} = \frac{r_1 (f_1 + f_2)}{f_1 + f_2}
\]

where

\[
\bar{r}_1 = \bar{k}_{111} (f_1 + f_2) + \frac{r_2 (f_1 + f_2)}{f_1 + f_2}
\]

and

\[
\bar{k}_{111} = \frac{r_1 (f_1 + f_2)}{f_1 + f_2} + \frac{r_2 (f_1 + f_2)}{f_1 + f_2}
\]

with

\[
k_\text{meu} = k_{111} (i \neq j)
\]

\[
r_1^* = k_{ij} (i \neq j)
\]

\[
s_1 = k_{111} (i \neq j)
\]

where \( k_\text{meu} \) is the rate constant for the radical with penultimate unit \( p \), a terminal unit \( m \) to add a monomer \( n \) (\( p,m,n = 1 \) or 2). In the so called restricted penultimate model it is assumed that \( r_1 = r_1' \) and \( r_2 = r_2' \) where the subscript 1 refers to styrene and the subscript 2 refers to methyl methacrylate.

The parameters \( r_1 = r_1' = 0.523 \), \( r_2 = r_2' = 0.460 \), \( k_{111} = 120 \) L mol\(^{-1}\) s\(^{-1}\) and \( k_{222} = 377 \) L mol\(^{-1}\) s\(^{-1}\) were fixed, leaving \( s_1 \) and \( s_2 \) as the only unknown parameters. The accepted procedure to obtain the two unknown parameters is the nonlinear least-squares curve-fitting method, which yielded in Fukuda's work \( s_1 = 0.30 \) and \( s_2 = 0.53 \) as optimum values.

Because Fukuda states that he has a constant relative error of \( \pm 10\% \) in his values we used relative error minimization according to eq 3. For these data, we plotted the sum of squares space numerically in Figure 1 and as a surface in Figure 2. The sum of squares surface is plotted as \( s_1(\theta) \) subtracted from a constant \( C \) to visualize the fitting optimum as a maximum (\( C = 13.2 \)). As a minimum we obtained \( s_1 = 0.31 \) and \( s_2 = 0.40 \) with a relative sum of squares of 0.063. Also we found a local minimum at the same values Fukuda reported with a sum of squares at a somewhat higher value of 0.064.

This fact shows the strength of the method; there is less risk of obtaining only a local minimum. We also plotted the 95% unbiased joint confidence interval for \( s_1 \) and \( s_2 \) in Figure 2, which shows that the model is very insensitive to variations in \( s_2 \), explaining the occurrence of several local minima. In a reanalysis of the original data of Fukuda, Davis et al. (8) calculated the linearized joint confidence region, which also showed the insensitivity of the model for \( s_2 \).

Examination of the residuals showed that there is no systematic variation and that the actual deviations of the data with respect to the fitted \( k_p \) values are not bigger than the expected errors. From this example we can conclude that the penultimate model does fit the \( k_p \) data well as shown in Figure 3, but that the model is not sensitive for variations in \( s_2 \). This is also shown by the fact that the original fit of Fukuda \( (s_1 = 0.30, s_2 = 0.53) \) gives a quite similar plot as that shown in Figure 3. Furthermore it is shown that local minima can be found in this sum of squares space. It is important to take into account the error structure in the \( y \)-values because this determines the choice of the weighting factors. In this example, when we use eq 1 with no weighting, we obtain \( s_1 = 0.29 \) and \( s_2 = 0.59 \).

The importance of the use of unbiased (delineated) joint confidence regions in model evaluation in copolymerization is also recognized by Hill et al. (9).

To calculate a sum of squares space in this example with a simple Basic program (listing available on request from the author), it takes only a few seconds on a personal computer to produce the matrix shown in Figure 1.

This statistical method has been applied with success in a second-year practical polymer course at the Eindhoven University of Technology.

Conclusion

A visualization of the sum of squares space together with obtaining the least-squares sum by the described technique is a general statistically valid method that can be applied to linear, multilinear, and nonlinear equations and also gives an unbiased joint confidence region.

The method is transparent to students, easy to explain, applicable to almost any problem, and easily realized in compact computer programs.
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