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WDM Monitoring Technique Using Adaptive Blind Signal Separation

E. Tangdiongga, Student Member, IEEE, N. Calabretta, Student Member, IEEE, P. C. W. Sommen, and H. J. S. Dorren

Abstract—We present a cost-effective method to monitor the performance of wavelength-division-multiplexed (WDM) channels. The method is based on simple optical signal processing in a combination with electronic signal processing. The photocurrent of a detected (multichannel) optical signal is analyzed using an adaptive blind signal separation method. A maximum data decorrelation criterion is used to separate the WDM channels. We show experimentally that four WDM channels can be reconstructed accurately by this numerical method.

Index Terms—Cross-connects, monitoring, wavelength-division multiplexing.

I. INTRODUCTION

It is well known that transparent optical networks require sufficient monitoring of the wavelength-division-multiplexed (WDM) channels to provide the network management with adequate information about the quality of the transported signal [1]. Preferably, this information is obtained without affecting the transparency of the network. Moreover, it is important that the monitoring method can be implemented at the network node itself and that the monitoring method is independent of the number of wavelength channels.

Several methods for monitoring the signal based on, for example, tunable filters [2], phased array with diffraction gratings [3], [4], and pilot tones [5] have been investigated. In [6], a signal monitoring method is presented that is based on a combination of simple optical processing and complicated electronic processing. It is shown in [6] that a probability density function (PDF) related to the eye pattern of a WDM signal can be used to obtain information of the optical power and the noise levels of optical channels. A disadvantage of the method is that only a limited number of WDM channels can be analyzed with an accurate estimation of the noise of the distinct WDM channels.

In this letter, we improve the electronic signal processing of [6] in such a way that complete bit patterns of the WDM channels can be reconstructed by analyzing the photocurrents with a symmetric adaptive decorrelation (SAD) scheme [7]. The algorithm separates the signals through a maximum data decorrelation, similar to the analysis presented in [3]. The concepts of our method are described theoretically and experimentally verified for four WDM channels. Theoretical analysis shows that the method also works for a larger number of channels.

II. SYSTEM DESCRIPTION

Fig. 1 shows a diagram of the proposed optical monitoring scheme. A small fraction of the WDM signal, which is transmitted from a distant node, is extracted by an asymmetric optical power splitter for monitoring purposes. The optical signal then passes through an optical signal processor and is converted into an electrical signal by a photodetector. Electronic digital signal processing is used to separate the WDM channels. A unique reconstruction of the WDM channels in the electrical domain requires that the lost wavelength information (the conversion to the electrical domain makes the wavelength information lost) is compensated by a form of nonlinear optical signal processing. An example of an optical signal processor could be a wavelength-dependent attenuator (WDA), in which the optical length of one of the branches is adjustable [6], but in principle, any device that has a nonlinear relation between the wavelength and the output power can be used. As we will see later, it is not necessary to know the details of the nonlinear signal processing (e.g., the WDA). Digital signal processing (DSP) methods are used to analyze the measured photocurrents. In the next section, we show that a symmetric adaptive decorrelation (SAD) scheme, as described in [7] can be used to separate the WDM channels.

III. ADAPTIVE SIGNAL PROCESSING

As a starting point, we assume that each WDM channel has a nonreturn-to-zero (NRZ) data format with an ideal extinction ratio. This implies that only binary 1’s contain a square optical pulse of amplitude $\sqrt{P_n(t)}$, where $P_n(t)$ is the time-dependent optical power in the $n$th channel. The input signal to the photodetector $E_0(t)$ is composed by a summation of the instantaneous discrete wavelength channels $E_n(t)$. The photocurrent
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Fig. 2. Schematic of symmetric adaptive decorrelator for signal separation.

\[ y_p(t) = \mathcal{R}[E_p(t)]^2 + y_{th}(t) \]  

(1)

where \( \mathcal{R} \) is the photodetector responsivity, and \( E_p(t) = \sum_n E_n(t) \). The detector thermal noise \( y_{th}(t) \) is modeled as an additive white Gaussian stochastic process with zero mean. It has to be remarked that the photodetector response is linear if the optical phase of the wavelength channels is uniformly distributed with zero average (within the sampling time). We use for the signal processing in the electrical domain, a symmetric adaptive decorrelator as described in [7]. For reasons of clarity, we focus on the description for the case where two WDM channels are present. The derivation for an arbitrary number of channels can be performed in a similar manner. To describe the electronic digital signal processing, we use time discretization, where \( t_0 \) is the initial sampling time and \( \Delta t \) is the sampling interval. We assume that the signals \( y_1(k) \) and \( y_2(k) \) can be written in the following forms:

\[ y_1(k) = s_1(k) + h_1s_2(k) + y_{th}(k) \]
\[ y_2(k) = s_2(k) + h_2s_1(k) + y_{th}(k). \]

(2)

In (2), \( s_j(k), j \in \{1, 2\} \) represents the independent WDM channels. The attenuation coefficients of the WDA are given by \( h_j \), which can be determined by processing the signals \( y_j \) according to the SAD, as presented in Fig. 2. The output signals \( u_j \) are given by

\[ u_1(k) = y_1(k) - u_2(k)y_2(k) \]
\[ u_2(k) = y_2(k) - u_1(k)y_1(k). \]

(3)

The performance criterion is to minimize the cross-correlation of \( u_1(k) \) and \( u_2(k) \), i.e., \( E[\hat{s}_1(k)\hat{s}_2(k-l)] = 0 \) \( \forall l \). \( \mathbb{E}[\cdot] \) indicates the estimated value. A stochastic gradient algorithm (type steepest descent) can be used to find the minimum. This leads to the following iteration series for the weight \( u_j(k) \):

\[ u_j^{(k+1)}(l) = u_j^{(k)}(l) - \mu \frac{\delta \mathcal{I}}{\delta u_j}(l) \quad \text{with} \quad f = \sum_{l=0}^{L} \left[ E_{y_1y_2}^{(k)}(l) \right]^2 \]
\[ E_{y_1y_2}^{(k)}(l) = (1 + u_1^{(k)}u_2^{(k)})E_{y_1y_2}^{(k)}(l) - u_1^{(k)}E_{y_2y_2}^{(k)}(l) \]
\[ - u_2^{(k)}E_{y_1y_1}^{(k)}(l) \]

(4)

where \( L \) is the number of photocurrent samples and \( \mu \) is the adaptation constant \( (0 < \mu < 1) \). In our DSP, we have replaced the estimates of the cross-correlation \( \hat{E}_{y_1y_2}^{(k)} \) with their instantaneous sampled value \( u_1(k)u_2(k) \). Issues related to the convergence and stability of this algorithm are discussed in [7]. If (4) converges, the signals \( u_1(k) \) and \( u_2(k) \) in (3) are decorrelated. Adequate signal separation is obtained when the weights \( u_j \) in the adaptive scheme are equal to the WDA values, i.e., \( u_j(\infty) = W_j = h_j \). The original signals \( s_j(k) \) can then be reconstructed by an additional postprocessing step, which consists of applying a filter with a transfer function \( \frac{1}{[1-W_1W_2]} \) on the output channels \( u_j(k) \). By using a similar strategy as performed in [7], expressions for an arbitrary number of WDM channels can be obtained. Finally, we want to remark that the adaptive nature of the signal processing means that it is not necessary to know the details of the WDA since the attenuation coefficients are determined by the SAD. The fact that the WDM signals are recovered by inversion of (3) means that an accurate reconstruction of WDM channels requires that the inverse problem is sufficiently well posed.

IV. EXPERIMENT

Channel monitoring using the signal separation scheme is demonstrated in a four-channel WDM setup, as shown in Fig. 3. The channel wavelengths that are used are at 1551.0, 1554.2, 1557.4, and 1560.6 nm respectively. The laser sources are modulated directly by NRZ data from a pseudorandom binary sequence of length \( 2^{23} - 1 \) at 622-Mb/s bit rate. With the channel spacing of 3.2 nm, the interchannel beating terms will lie outside the 450-MHz receiver bandwidth. Optical delay lines with different lengths are used to ensure that the channels are uncorrelated for a finite time span. The channels are coupled to the variable attenuators, which perform the WDA functions. The signals are detected by a p-i-n photodetector and further processed electronically to obtain the signal separation. As an initial step for the DSP, we set all weights to zero and use a 3-GHz bandwidth digital oscilloscope to obtain the sampled photocurrents. Each set of photocurrents is obtained by sequentially attenuating channels 1–4. Fig. 4 shows the four sampled photocurrents. These photocurrents are processed electronically and the results can be displayed on a monitor. As a typical result of the signal reconstruction, Fig. 5 shows the original channel 2 and the output of the DSP. Compared to the original signal, the signal separation scheme shows in general an excellent reconstruction result with a small deviation at 1’s. The deviation is...
merely caused by the variation in the signal levels due to the beating power of the thermal and shot noise to the signal, which is larger for 1’s than that for 0’s. The power level per channel before the attenuators was approximately $-3 \text{ dBm}$ and the extinction ratio was 15 dB. The optical signal-to-noise ratio was better than 30 dB (in a 0.1-nm resolution bandwidth). The performance of the signal reconstruction is largely dependent on the input signal levels to the photodetector. Lower input powers result in a large deviation of the signal reconstruction compared to the original signal. We observed that the power penalty is larger than approximately 2 dB [for bit error rate (BER) $= 10^{-5}$] in the receiver sensitivity if the power level decreases further than $-22 \text{ dBm}$. The scheme apparently needs sufficient input powers mainly to suppress the influence of the noise. The absolute minimum input power for this setup is $-25 \text{ dBm/channel}$ before a significant deviation occurs. Given the receiver sensitivity of $-32 \text{ dBm for a BER} = 10^{-9}$, the minimum power can further be decreased when a combination of an optical preamplifier and a low-noise RF postdetection amplifier is employed. By doing so, an improved sensitivity of $-28 \text{ dBm/channel}$ is attained. Finally, the technique is evaluated to be polarization insensitive since the attenuators and photodetector were polarization insensitive.

V. CONCLUSION

We have proposed and demonstrated an optical monitoring technique that utilizes a signal separation scheme based on adaptive signal separation techniques. In order to reconstruct the signals uniquely, a form of nonlinear optical signal processing has to be implemented. The adaptive nature of the reconstruction method means that it is not necessary to know the details of the nonlinear optical signal processing. The method has been demonstrated for four channels at 622-Mb/s bit rate. If we assume that we have $N$ channels, each containing $L$ sample points, then for each iteration the computation of the weights is proportional to $L^2 N$ operations. In the experiment described in this letter, it was used that $N = 4$ and $L = 800$ (this corresponds to 30 samples/bit). In cases of more channels, it follows that the computation of the weights requires a rapidly increasing number of operations (due to the permutations that have to be taken over all the channels). On the other hand, monitoring of the channels is not required in the bit time, but rather on the timescale that the network is reconfigured. Since this algorithm is sensitive for amplitude fluctuations, we believe that this monitoring concept can also be applied to other amplitude-modulated data formats.
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