Plane turbulent impinging jets (PTIJ) at moderate Reynolds numbers are used in a wide range of applications. A typical example in building engineering is an air curtain (AC), which can be used to separate two environments in terms of heat and mass transfer, for example, at entrances of buildings to reduce heat losses, in clean rooms and hospitals to prevent contamination and inside buildings and tunnels to prevent smoke propagation between two or more zones.

This thesis provides high-quality experimental data for a detailed analysis of the fluid dynamics of PTIJ. The experimental data are also used to validate steady Reynolds-averaged Navier-Stokes (RANS) computational fluid dynamics (CFD) simulations of PTIJ flows. The validated model is applied in a generic study in which an isothermal jet separates two environments subjected to a cross-jet pressure gradient. The results of this study provide insights into the separation efficiency of PTIJ and the sensitivity of the separation efficiency to jet height-to-width ratio, jet angle and the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio). Finally, the separation efficiency of ACs is analyzed for the situation where an AC is subjected to the influence of a vertical wall above the door opening.

Recommendations are provided with respect to the performance of the different RANS turbulence models for predicting PTIJ flows. It is shown that the separation efficiency of PTIJ can be improved by adjusting certain parameters of PTIJ. These recommendations and findings can be relevant in practical applications of ACs and can be used for both future research and AC design and implementation.
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Plane turbulent impinging jets (PTIJs) at moderate to high Reynolds numbers are used in a wide range of applications. A typical example in building engineering is an air curtain (AC), which can be used to separate two environments in terms of heat and mass transfer, for example, at entrances of buildings and refrigeration rooms to reduce heat losses, in cleanrooms and hospitals to prevent pollutant spreading and inside buildings and tunnels to prevent smoke propagation between two or more zones.

The existing literature on PTIJs and ACs can be divided into two clear categories: (1) basic studies on PTIJs; and (2) application-oriented studies on ACs; both of which can be performed experimentally and numerically (e.g. using computational fluid dynamics; CFD). With regard to basic studies, in spite of the rather large number of experimental and numerical studies on PTIJs performed in the past, there is a scarcity of detailed and high-quality experimental and numerical data on PTIJs at moderate Reynolds numbers (7,000 – 14,000) and for a jet heights larger than 10 jet widths that are representative for AC applications. Moreover, most previous basic numerical studies on PTIJs only focused on the jet impingement region. The majority of the application studies are case-specific and lack generality in conclusions. Finally, the vast majority of previous studies focused on ACs discharged from nozzles just above the door opening. However, in some cases ACs have to be installed close to the ceiling, i.e. at a substantial distance from the top of the door opening. In these cases the AC jet characteristics first resemble a plane wall jet flowing along a vertical wall and after reaching the top of the door opening the jet flow gradually obtains the characteristics of a plane free jet.

The objectives of the thesis are: (1) to obtain high-quality experimental data for a detailed analysis of the fluid dynamics of PTIJs at moderate Reynolds numbers; (2) to validate steady Reynolds-averaged Navier-Stokes (RANS) CFD simulations of PTIJ flows based on the obtained experimental data; (3) to provide insight into the performance in terms of separation efficiency of ACs positioned in the opening between two environments and to analyze the sensitivity of the separation efficiency to different jet discharge widths, jet discharge angles and jet discharge velocities; (4) to investigate the
behavior and separation efficiency of an AC when it first flows along a wall before reaching the door opening.

The research is performed using: (1) 2D particle image velocimetry (PIV) measurements as an experimental method for a basic study on PTIJs at moderate Reynolds numbers; and (2) validated CFD simulations as a suitable numerical method to model PTIJs and to assess the influence of AC jet parameters on jet separation efficiency.

Chapter 2 of this thesis presents 2D PIV measurements for the whole vertical centerplane of a PTIJ. The jet Reynolds number ranges from 7,200 to 13,500 and two different jet height-to-width ratios are studied. The profiles of centerline and cross-jet mean velocity and turbulence intensity show that PTIJs behave as a free plane turbulent jet until 70-75% of the total jet height. In addition, the jet issued from the nozzle with higher aspect ratio shows more intensive entrainment and a faster decay of the centerline velocity compared to the jet with lower aspect ratio for identical jet Reynolds numbers.

Chapter 3 presents a detailed validation study for 3D steady RANS CFD simulations of PTIJ flows with a jet height-to-width ratio of 22.5 at two moderate Reynolds numbers, i.e. $Re = 8,000$ and $Re = 13,000$ based on the 2D PIV data presented in Chapter 2. The results show that the differences in validation metrics between the considered turbulence models are very small. Nonetheless, the results do show that the best overall performance for mean velocity and turbulent kinetic energy is provided by the realizable $k$-$\varepsilon$ and RNG $k$-$\varepsilon$ models. It is concluded that 3D steady RANS simulations are suitable to assess general flow characteristics such as the jet spreading rate, the jet decay rate, and the extent of the potential core region. These quantities are relevant, for example, in predictions of heat and mass transfer through ACs.

In Chapter 4, the generic situation of an isothermal jet separating two environments subjected to a cross-jet pressure gradient is studied. The study is performed using 2D steady RANS simulations with the RNG $k$-$\varepsilon$ turbulence model for $5,000 < Re < 30,000$. First, the computational model is validated based on available data from particle image velocimetry (PIV) measurements. Second, the influence of several jet parameters, such as the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio), jet height-to-width ratio and jet discharge angle, on jet separation efficiency is evaluated and quantified. Finally, the minimum deflection modulus to prevent breakthrough of the jet and the corresponding minimum momentum flux ratios are defined based on conservation of momentum and are
compared to the values of the optimal momentum flux ratios as obtained from the CFD simulations.

The results show that for this particular case: (1) the jets with the smallest height-to-width ratios ($h_{jet}/w_{jet} = 18$) provide the highest modified separation efficiency; and (2) inclined jets with angles $\alpha_0 = 5^\circ$ and $10^\circ$ result in a slightly higher modified separation efficiency than straight jets ($\alpha_0 = 0^\circ$) and jets with angle $\alpha_0 = 20^\circ$. It is also shown that the optimal separation efficiency is reached at lower momentum flux ratios for jets with smaller height-to-width ratios and for inclined jets. The values of optimal momentum flux ratio calculated for jets at angles $\alpha_0 = 0^\circ$, $5^\circ$, $10^\circ$ and $20^\circ$ determined based on CFD simulations deviate by up to 31.2% from the values obtained from the analytical equation based on conservation of momentum.

Chapter 5 presents a numerical study to predict the influence of an upstream wall on AC separation efficiencies. The analysis is performed by steady isothermal 2D RANS simulations after validation with experimental data from literature for both a plane wall jet and a plane free jet. The effect of different wall heights is analyzed: no wall (reference case), 0.5 m, 1.0 m and 2.0 m wall. For every wall height, a configuration with the AC unit installed against the ceiling (Case A) and a configuration with the AC unit installed near the bottom of the wall (Case B) are considered. The numerical results indicate that for both Cases A and B the presence of the wall leads to reduced jet bending and reduced jet decay. For Case A this is attributed to (1) the Coanda effect, (2) the fact that jet expansion is partly constrained by the wall, and (3) the fact that the static pressure difference acts over a lower (free) jet height. For Case B, this is attributed to the lower jet height. The results show that the presence of a wall in both Cases A and B increases the separation efficiency $\eta$ (based on infiltration of pollutant) of the air curtain. However, the presence of a wall in both Cases A and B decreases the modified separation efficiency $\eta^*$ (based on infiltration and exfiltration).

Chapter 6 provides the limitations and recommendations for future work and a general discussion. Finally, Chapter 7 summarizes the results of the previous chapters and provides the conclusions.
Chapter 1

Introduction

1.1 Plane turbulent impinging jet and air curtain

The development of air curtains started in 1904 when Theophilus Van Kannel applied for a patent (Van Kannel 1904) on means for excluding drafts from open doorways. The patent presented a device preventing the entrance of dust or wind through an open doorway by blowing air from the top, the bottom or from both sides of the entrance or by blowing air horizontally from the opposite side of the doorway, from the inside straight to the outside. The created air stream would counteract the wind pressure across a doorway. The device developed by Van Kannel (1904) would allow an open doorway for the public.

The patent was granted, but the door was never built and never put into practical use (Hayes and Stoecker 1969a). Van Kannel’s device was the actual predecessor of the modern air curtain (AC). However, there are several clear distinctions between these two devices. Firstly, the invention of Van Kannel required a doorway with a length of several meter to fit all the necessary equipment (Fig. 1a), while modern ACs are compact and require a depth of 0.7 m to 1.0 m (e.g. Biddle, Fig. 1b). Secondly, the invention of Van Kannel consisted of multiple separate elements such as multiple blasts, regulating wings and exhausts, while a modern air curtain is composed of a single complete unit with all elements necessary for proper functioning. Finally, the first AC by Van Kannel had mechanical regulating wings to adjust the blowing speed according to the pressure gradient across the doorway and channels to direct the flow. Advanced modern ACs have control sensors that measure pressure gradients across the doorway and adjust the velocity at the nozzle exit according to these gradients. The AC technique aims to provide an optimal aerodynamic sealing between two environments separated by an AC. In addition, there is a need to avoid excessive energy consumption of the AC due to unnecessarily high velocities at the nozzle exit, which cause thermal and kinetic energy
dissipation from the jet to the ambient environment. Moreover, too high velocities at the nozzle exit result in unnecessary high electricity consumption of the operating fan (e.g. Gil-Lopez et al. 2013).

Figure 1: a) Van Kannel’s invention, the configuration with air blowing from the sides: plan view (adapted from US patent 1904). b) Modern air curtain (biddle.co.uk)

In general, ACs are plane turbulent impinging jets (PTIJs), as schematically shown in Figure 2. A PTIJ consists of the following three distinctive flow regions (e.g. Guyonnaud et al. 2000, Maurel and Solliere 2001, Koched et al. 2011): (1) the potential core region with a centerline velocity more than or equal to 98% of the jet discharge velocity $V_0$, where the length of the potential core region $h_p$ generally satisfies $3w_{jet} \leq h_p \leq 8w_{jet}$, with $w_{jet}$ the jet discharge width (the width of the nozzle from which the jet is issued); (2) the intermediate region with decaying centerline velocity, including the transition region from the potential core to the developed region, with self-similar profiles for mean velocity and turbulence intensity; and (3) the impingement region, where the flow is influenced by the pressure gradient created by the opposing impingement plate, where the height of the impingement region $h_i$ satisfies $0.10h_{jet} \leq h_i \leq 0.13h_{jet}$, with $h_{jet}$ the distance from the nozzle exit to the floor.

In order to specify the jet geometry the following conventional parameters are used: nozzle aspect ratio ($d_{jet}/w_{jet}$, the ratio of nozzle depth to width), jet height-to-width ratio ($h_{jet}/w_{jet}$), and jet discharge angle ($\alpha_0$, angle between jet centerline at the nozzle exit and line perpendicular to the impingement plate, Fig. 2b). The spreading of the jet along the jet centerline is characterized by the jet half-width. The jet half-width $\delta_{0.5}$ at a certain
downstream position $y$ (Fig. 2a) is the horizontal distance between the jet centerline and the point where the mean streamwise velocity is equal to half the local jet mean centerline velocity $V_{0,y}$. The jet spreading rate $K_y$ can be defined as the variation of the jet half-width $\delta_{0.5}$ along the jet centerline (Pope 2000):

$$K_y = d\delta_{0.5} / dy$$

(1)

Within the jet intermediate region the distribution of jet centerline velocities can be described as (Flora and Goldschmidt 1969):

$$(V_0 / V_{0,y})^2 = K_u (y - y_0) / w_{jet}$$

(2)

with $K_u$ the jet decay rate and $y_0$ the vertical distance between the nozzle exit and the kinematic virtual jet origin. The jet decay rate is a measure of mixing of the jet with the ambient environment. It can be quantified as the slope of the velocity distribution
in Fig. 3, where near-linear behavior is observed. Also, the kinematic virtual jet origin can be estimated from the distribution of \((V_0/V_{0,y})^2\) along the jet centerline. It is defined as the distance from the nozzle exit \((y = 0)\) to the extrapolated intersection of the near-linear distribution \((V_0/V_{0,y})^2\) with the abscissa \(y/w_{jet}\). The virtual origin for the velocity distribution shown in Fig. 3 is the point with coordinates \((x; y) = (-y_0; 0)\). The virtual origin is generally located upstream the actual nozzle exit \((y < 0)\), however, in some cases it is located downstream of the nozzle exit \((y > 0)\) (Rajaratnam 1976). The position of the virtual origin is found to be dependent on the turbulence intensity at the nozzle exit (Flora and Goldschmidt 1969).

The physical properties of PTIJs have a lot in common with those of plane turbulent free jets (PTFJs). Similar to PTIJs, PTFJs consist of three regions, the first two of those three regions are the potential core and the intermediate region (Fig. 4a). As in the case of PTIJs, the intermediate region consists of the transition region, where the potential core is totally consumed by the shear layer and the centerline velocity starts to decay due to entrainment of ambient air towards the jet centerline, and the self-similar region zone, where the normalized cross-jet velocity profiles are self-similar at different distances from the discharge nozzle and show a Gaussian shape. The intermediate region is followed by the termination region, which is the zone where the jet centerline velocity

![Figure 3: Plot to define jet decay rate \(K_u\) and kinematic virtual jet origin \(y_0\) based on measurement results from Khayrullina et al. (2017). The plot includes indications of the virtual origin \((y_0)\), the potential core \((h_p)\) and the start of the intermediate and developed regions.](image)
decreases to zero due to diffusion and cannot be distinguished from the surrounding fluid (e.g. Awbi 1991). PTIJ subjected to a cross-flow can become similar to PTFJ in a cross-flow (Fig. 4b). The structure of the PTFJ in a cross-flow comprises three regions (Fig. 4b): the potential core region, the zone of the maximum deflection and the vortex zone (e.g. Rajaratnam 1976). From the end of the potential core region (first region) the zone of the maximum deflection (second region) starts where the jet undergoes the largest deflection and develops a turbulent mixing layer. In the third region, the vortex zone, the jet axis approaches the cross-flow direction asymptotically and the jet velocity magnitude and direction become close to those of the cross-flow stream.

Figure 4: a) Structure of a free jet. b) Free jet in a cross-flow

1.2 Literature study and problem statement

As mentioned before, ACs can be represented by PTIJs and partially by PTFJs, the properties of which are similar to PTIJs. This section first provides a non-exhaustive overview of experimental studies on PTFJs and PTIJs. Then, available numerical studies on both PTFJs and PTIJs are briefly discussed. Finally, a concise overview of studies on ACs concludes this section.
1.2.1 Experimental studies on plane turbulent free jets

An overview of the first experimental studies on PTFJs was provided in a publication by Gutmark and Wygnanski (1976). The first investigation on PTFJs (to the best knowledge of the author) was conducted by Forthmann (1934). Later, among others, Abramovitch (1963), Rajaratnam (1976), Chen and Rodi (1980) and Ramaprian and Chandrasekhar (1985) conducted experiments on the flow structure of PTFJs. These studies showed that due to the large velocity gradients between the jet and the ambient environment, turbulent eddy structures are generated. These eddy structures are responsible for the entrainment of ambient fluid into the jet through the jet boundaries. Due to this entrainment, the jet is spreading with a growing shear layer on both jet sides and the jet centerline velocity decays with increasing distance from the discharge nozzle.

Recent experimental studies on PTFJs considered the influence of different parameters on the jet structure (e.g. Deo et al. 2007a-c, 2008; Mi and Nathan 2010). The investigated parameters included the jet Reynolds number, the presence of sidewalls, the shape of the nozzle and the nozzle aspect ratio. For the influence of sidewalls, Deo et al. (2007a) showed that for jets at $Re = 7,000$ and $10,000$ (at large aspect ratio equal to 60) the length of the potential core was greater for the case with sidewalls, which implied a lower rate of near-field entrainment. Also, the near-field decay and spreading rates were lower for the case with sidewalls than for the jet without sidewalls. This was attributed to the fact that jets with sidewalls cause less three-dimensional flow behavior than jets which are not constrained by sidewalls. Deo et al. (2007b) studied the influence of nozzle shape on the flow and highlighted that the downstream development of any PTFJ is dependent upon its exit boundary conditions (i.e. nozzle-exit profiles) and upstream conditions (i.e. contraction and nozzle-exit shapes). Deo et al. (2007c) analyzed the influence of nozzle aspect ratio. In line with the earlier study by van der Hegge Zijnen (1958), they found that an increase in aspect ratio leads to increasing rates of jet spreading and centerline velocity decay. With regard to the jet Reynolds number, Deo et al. (2008) found that an increase of $Re$ causes the length of the potential core to decrease and the near-field spreading rate to increase. Mi and Nathan (2010) investigated various cross-sectional nozzle-exit geometries, such as circular, rectangular, triangular, star-shaped and ellipsoidal. They found that the near-field flow (close to the nozzle exit) for jets with non-axisymmetric (non-circular) nozzles had a higher decay rate of mean velocity and higher entrainment rates than these for axisymmetric jets. The greatest decay rate was observed for a triangular nozzle. In addition they indicated that a change in the nozzle-exit geometry did not change the far-field properties of the jet.
Deo et al. (2007b) and Deo (2013) showed that the decay, jet spreading rate and entrainment rate are enhanced for the case of a jet issued from a sharp-edged nozzle (Fig. 5a) due to higher turbulence intensity at the nozzle exit compared to the smoothly-shaped nozzle (Fig. 5b).

![Image of jet nozzles](image)

**Figure 5**: a) Sharp-edged nozzle. b) Smoothly-shaped nozzle (Adapted from Deo et al. (2007b))

The influence of a cross-flow on jet behavior was studied by e.g. Haniu (1985), Huang et al. (2005), and Plesniak and Cusano (2005). For the potential core region it was found that jets in a cross-flow have in general a smaller length of the potential core than jets without a cross-flow (Rajaratnam 1976). Also, the jet had a slightly higher spreading rate than a vertical jet that was not subjected to a cross-flow (e.g. Haniu and Ramaprian 1979, Huang et al. 2005).

### 1.2.2 Experimental studies on plane turbulent impinging jets

A range of basic experimental studies on PTIJs has been published since the 1960s. These studies generally analyzed the structure of the jet and the behavior of turbulent vortical structures by means of different measurement and visualization techniques. Part of these studies focused on the jet dynamics in the impingement region of the jet. For example, they investigated the influence of jet parameters, such as the jet properties at the nozzle exit, the presence of sidewalls and the jet height on heat transfer at the impingement plate. The influence of turbulence parameters at the nozzle exit on heat
transfer at the impingement plate was highlighted by Gardon and Akfirat (1965), Cartwright and Russell (1967), Beitelmal et al. (2000) and Zhou and Lee (2007), who showed that higher turbulence intensities at the nozzle exit resulted in enhanced heat transfer at the impingement plate. They also showed that the influence of turbulence intensity decreased for jets with a height-to-width ratio beyond eight. Regarding jet heights, Gardon and Akfirat (1965) and Korger and Krizek (1966) showed that the maximum mass transfer coefficients at the stagnation point occurred for jets with height-to-width ratios of 8 to 10.

The effect of the jet discharge angle was studied by e.g. Beitelmal al. (2000), Eren and Celik (2006) and Akansu et al. (2008). They concluded that the maximum heat transfer region in inclined slot jets shifted towards the direction of the jet nozzle and heat transfer at the impingement plate increased as the inclination decreased.

The influence of cross-flow on impingement heat transfer was discussed by Qi et al. (2001) and Zuckerman and Lior (2006). They mentioned that the stagnation point was shifted due to the cross-flow and the heat transfer rates were reduced compared to the situation without cross-flow.

Another group of studies examined the whole jet flow field, i.e. over the entire height of the jet. These studies focused on the structure of the jet (e.g. Maurel and Solliec 2001, Koched et al. 2011), the existence of vortical structures in the jet flow (e.g. Sakakibara et al. 2001, Loubière and Pavageau 2008) and the role of these vortical structures in the dissipation of the jet energy to the ambient environment. The existence of 3D vortices in the impingement region was also highlighted, in which heat can be exchanged between the jet and the impingement surface. In line with studies on PTFJs, Ashforth-Frost et al. (1997) showed a decrease in entrainment and jet spreading and an increase of the potential core length for the configuration with sidewalls compared to the situation without sidewalls.

1.2.3 Numerical studies on plane turbulent jets

In addition to all aforementioned experimental studies, a range of numerical studies on both PTFJs and PTIJs have been published. The vast majority of these studies employed computational fluid dynamics (CFD) simulations, consisting of either the (steady)
Reynolds-averaged Navier-Stokes (RANS) or the large eddy simulation (LES) approach. Many RANS studies, e.g. Seyedein et al. (1994), Heyerichs and Pollard (1996) and Shi et al. (2002) questioned the performance of the standard $k$-$\varepsilon$ turbulence model (SKE) for PTIJs, while a number of validation studies for PTFJs (i.e. without impingement) showed a sufficient performance of steady RANS in combination with the SKE turbulence model (e.g. Berg et al. 2006, Aziz et al. 2008, Isman et al. 2008). Moreover, it was shown that the performance of turbulence models can differ per characteristic zone of a PTIJ (e.g. Zuckerman and Lior 2006) and per predicted flow variable (e.g. mean velocity, turbulent kinetic energy). For example, Aziz et al. (2008) found a better performance of the SKE turbulence model than the renormalization group $k$-$\varepsilon$ turbulence (RNG) model in predicting the jet spreading rate, jet decay rate and velocity profiles of a PTFJ, while the turbulent kinetic energy was only accurately predicted by the RNG model with a mean deviation of 14% from the experimental values. Finally, Angioletti et al. (2005), Jaramillo et al. (2008) and Dutta et al. (2013) indicated the absence of generality in the results of different studied cases of PTIJs due to different boundary conditions and computational settings.

1.2.4 Studies on air curtains

Air curtain studies have generally been focused on the dimensioning of air curtains, determination of the air-curtain efficiency by development of empirical formulae, and defining the most influential parameters with respect to the air curtain separation efficiency. The separation efficiency is the most widely used performance indicator of an air curtain. It is defined as the rate of heat or mass transfer through the opening with an AC compared to that of the same opening without an AC (e.g. Frank and Linden 2014):

$$\eta = 1 - \frac{Q_{ac}}{Q_0}$$  \hfill (3)

with $Q_{ac}$ and $Q_0$ the heat or pollutant mass transfer through the opening with an AC, and without an AC, respectively.
Along with environmental parameters, e.g. temperature and pressure differences between the two separated environments, the separation efficiency of an AC depends on a wide range of jet parameters. Similar to basic studies on PTFJs and PTIJs, these parameters include the nozzle shape, the nozzle aspect ratio, the jet height-to-width ratio, the jet Reynolds number, the jet turbulence intensity at the nozzle exit and the jet discharge angle. Regarding the nozzle shape, to the best knowledge of the author no studies on ACs are available for different nozzle shapes, however, conclusions of studies on PTFJs might be relevant and applicable to ACs. For example, Deo et al. (2007b) showed that PTFJs with sharp-edged nozzles resulted in higher jet spreading rates than smoothly-shaped nozzles. Hayes and Stoecker (1969b) stated in their AC study that a smaller aspect ratio resulted in a higher separation efficiency and Shih et al. (2011) and Moureh and Yataghene (2016) showed that for increasing height-to-width ratios the separation efficiency of an AC decreased. Many studies investigated the influence of jet discharge velocity and resulting jet Reynolds number on the performance of ACs. For example, Hayes and Stoecker (1969a), Sirén (2003), and Frank and Linden (2014) specified the minimum jet momentum flux for ensuring the aerodynamic sealing of a doorway. The influence of turbulence intensity at the nozzle exit was discussed in Hayes and Stoecker (1969b), who recommended to reduce the turbulence intensity at the nozzle exit to decrease the entrainment of the ambient fluid into the jet. The influence of the jet discharge angle on AC performance was studied by, among others, Hayes and Stoecker (1969b), Costa et al. (2006), and Valkeapää et al. (2010), who showed that by inclining the jet to the exterior environment the separation efficiency can be increased due to the counterbalancing of the pressure differences across the doorway. The defined optimum discharge angles of the air curtain jet vary from 15° (Costa et al. 2006) to 30° (Hayes and Stoecker 1969b).

1.2.5 Knowledge gap and problem statement

With regard to basic studies, in spite of a rather large number of experimental and numerical studies on PTFJs and PTIJs performed in the past, there is a clear scarcity of detailed and high-quality experimental and numerical data on PTIJs at moderate Reynolds numbers (7,000 – 14,000) and for a jet height larger than 10 jet widths (both of which are representative for air curtain applications). Moreover, most previous basic numerical studies on PTIJs only focused on the jet impingement region.
Secondly, modeling ACs as well as modeling PTIJs is complex as the numerical model should accurately solve and/or model both the free shear layer development, and the wall jet near the impingement surface. Properly solving these two complex flows requires certain grid resolutions and computational settings (e.g. turbulence model, near-wall treatment). Due to limitations in computational resources, available numerical studies on AC applications do not always comply with best-practice guidelines for the modeling of PTIJs as defined for basic studies. Therefore, a large gap exists between basic numerical studies on PTIJ and application studies on AC using numerical models. Moreover, the majority of the AC studies are application studies that are very case-specific and lack generality in conclusions.

Finally, the vast majority of previous studies focused on air curtains discharged from nozzles just above the door opening. However, in some cases, air curtains have to be installed close to the ceiling, i.e. at a substantial distance from the top of the door opening. In these cases the air curtain jet characteristics first resemble a plane wall jet flowing along a vertical wall and after reaching the top of the door opening the jet flow gradually obtains the characteristics of a PTFJ (see Section 1.1).

### 1.3 Objectives and methodology

#### 1.3.1 Objectives

This research aims to provide insight in and knowledge of the relationship between a range of jet parameters on the one hand and jet separation efficiency on the other hand for basic PTIJs. The findings regarding dynamics of PTIJs should be relevant for improving AC performance in different AC applications.

The objectives of the thesis are:

1) To obtain high-quality experimental data for a detailed analysis of the fluid dynamics of PTIJs at moderate Reynolds numbers (Chapter 2).

2) To validate steady Reynolds-averaged Navier-Stokes (RANS) CFD simulations of PTIJ flows based on the obtained experimental data (Chapter 3).
3) To provide insights into the performance of ACs (separation efficiency) positioned in the opening between two environments and to analyze the sensitivity of the separation efficiency to different jet discharge widths, jet discharge angles, and jet discharge velocities (Chapter 4).

4) To investigate the behavior and separation efficiency of an air curtain when it first flows along a wall before reaching the door opening (Chapter 5).

1.3.2 Methodology

The research is performed using: (1) 2D particle image velocimetry (PIV) measurements as an experimental method for a basic study on PTIJs at moderate Reynolds numbers; and (2) validated CFD simulations as a suitable numerical method to model PTIJs and to assess the influence of AC jet parameters on jet separation efficiency.

Particle image velocimetry (PIV)

PIV is an optical measurement method that can provide the instantaneous spatial flow field description and quantitative results of flow dynamics in most common fluids, such as air and water. The principle of PIV is based on the measurement of the displacement of small tracer particles, which are carried by the fluid, during a short time interval.

The experiments with a PIV system typically require an optically transparent test facility (e.g. water channel or wind tunnel), seeding particles, a pulsed laser system with light sheet optics as a light source, a charge-coupled device (CCD) digital camera system for recordings and a computer with suitable software for data acquisition and processing (e.g. Prasad 2000, Atkins 2016). As an example, Figure 6 provides a schematic illustration of the set-up for PIV recording of two velocity components in the vertical centerplane in the water channel as performed in this research.

A thin laser light sheet is created from the laser beam using laser light sheet optics (e.g. mirrors and lenses). The seeding particles, e.g. polyamide particles, following the flow are illuminated within the plane of the light sheet. The laser light is scattered by these particles and is captured by a CCD camera focused on the laser sheet. This short-duration pulsed laser illumination “freezes” the particle motion on the two successive images (frames) of the PIV recordings separated by the time interval $\Delta t$ between the two
laser illuminations. The vectors of the local flow velocity into the plane of the light sheet are estimated based on the averaged displacement of the particles and the time interval $\Delta t$.

![Figure 6: Experimental arrangement for planar 2D PIV in a water channel (adapted from Khayrullina et al. 2017)](image)

For data-processing the digital PIV recording is divided in small subregions called “interrogation windows” I and I’ (Fig. 7). The size of the interrogation window should be chosen together with the time interval between two successive frames $\Delta t$ and the seeding concentration. The number of particles (so-called image density) within the interrogation window should be $N_i > 7$ to ensure high measurement reliability (Keane and Adrian 1993). In addition, the size of the time interval $\Delta t$ should ensure that the mean in-plane particle displacement $D_i$ in an interrogation window does not exceed one-fourth of the size of the interrogation window, i.e. $\Delta x \leq D_i/4$ and $\Delta y \leq D_i/4$ (Westerweel 1997). Moreover, the seeding particles should be small enough to accurately follow the fluid motion and should not alter the fluid properties or flow characteristics (Keane and Adrian 1992, Westerweel 2000). The local displacement vector of the tracer particles of the first and second frames is determined for each interrogation window of the entire image domain by means of statistical methods (cross-correlation). The relation between the particle image displacement in the image plane and the actual
tracer particle displacement in the flow can be determined by a calibration with, for example, a black-and-white calibration target.

![Figure 7: Schematic illustration of estimation of velocity components u and v within interrogation windows I and I’ by PIV measurements from a pair of frames at time $t_1$ (a) and $t_2$ (b). Adapted from Atkins (2016)](image)

The accuracy and reliability of PIV measurements depends – among other aspects – on the visibility of the particles (Atkins 2016). The experimental setup has to be constructed from transparent materials, e.g. glass or polymethyl methacrylate, to allow access of both the laser light sheet to illuminate the seeded particles and the camera to record the scattered light. Moreover, these transparent surfaces should be thin to reduce optical distortion of the laser light. The background surfaces of the setup should be covered by, for example, a matte black surface to improve the visibility of the seeding particles and to avoid reflections from the background surfaces. The laser sheet thickness should be adjusted considering the reduction of the out-of-the-plane motion of the particles as well as depth limitations of the optics of the CCD camera.

One of the main advantages of PIV compared to other measurement techniques is that – apart from the seeding particles which however are assumed not to distort the flow – PIV is a non-intrusive optical technique in contrast to the measurement with probes (hot wires, pressure probes) that can disturb the flow field. In addition, PIV, in contrast to single-point measurements, is a technique that allows to record velocity vectors at a
large number of points simultaneously. PIV can thus provide physical flow information of a large area in a limited amount of time. Moreover, PIV provides instantaneous spatial flow information that is relevant for turbulent flows.

In this thesis 2D PIV measurements are used to study PTIJs at moderate Reynolds numbers and to provide the required validation data for the CFD simulations.

**Computational fluid dynamics (CFD)**

Fluid flows are governed by the following three fundamental principles: 1) the mass of fluid is conserved (conservation of mass), 2) the rate of change of momentum equals the sum of the forces on a fluid particle (Newton’s second law), and 3) the rate of change of energy is equal to the sum of the rate of heat addition to and the rate of work done on a fluid particle (first law of thermodynamics). These fundamental principles can be expressed in terms of mathematical equations, which in their most general form are usually partial differential equations. With computational fluid dynamics (CFD), these equations or their approximate forms can be numerically solved in space and/or time to obtain a numerical description of the complete flow field of interest. Three main approaches can be distinguished for CFD simulations based on the extent of the turbulence resolved in the equations: direct numerical simulation (DNS), large eddy simulation (LES) and Reynolds-averaged Navier-Stokes (RANS) simulations.

DNS is the most accurate approach with all scales of turbulence being explicitly solved (Fig. 8a). However, it requires very fine computational grids and very fine time steps and the computational demand of DNS is very high, even at low Reynolds numbers. An alternative approach is LES, in which the Navier-Stokes equations are filtered, often with the computational grid size as filter. With this approach the mean flow and the eddies that are larger than the size of the filter are resolved, while eddies that are smaller than the size of the filter are modeled (Fig. 8b). Albeit less computationally demanding than DNS, also for LES large computer resources can be required, since the mesh size and the time step size to be used are very small if a sufficient amount of turbulence needs to be resolved, and since LES simulations, in contrast to RANS, should normally only be performed in 3D. The RANS approach is generally adopted, both in science and for practical engineering, because of the strongly reduced computational requirements compared to LES and DNS methods (e.g. for building engineering, see Franke et al. 2011, Blocken 2018). This approach only solves the mean flow quantities, with all the scales of
turbulence (Reynolds stresses) being modeled (Fig. 8c). Turbulence modeling can generally be subdivided in first-order closure models, based on the Boussinesq eddy viscosity hypothesis (Boussinesq 1877), and second-order closure models, based on Reynolds stress modeling (RSM). The first category of turbulence models represents the most common approach in turbulence modeling. However, an important limitation is the common assumption that the eddy viscosity is a scalar, while in reality it will generally be a tensor. In addition, in the vicinity of the walls the viscous forces dominate and many turbulence models fail to accurately predict these wall-bounded flows. In these regions, wall functions (high-Reynolds number modeling) or low-Reynolds number modeling can be used to overcome this issue. Wall functions are used to correlate the region close to the wall and the fully turbulent region by semi-empirical formulae, while for low-Reynolds number modeling the turbulence model, with or without modifications, solves the inner layer near the wall. The second main category of turbulence models is RSM, in which six additional transport equations are solved for each of the individual Reynolds stresses as well as one transport equation for the turbulence dissipation rate, and this category is therefore considered to provide a more accurate prediction of the Reynolds stresses. However, literature shows that RSM does not always lead to more accurate predictions, while the computational demand is larger than for first-order closure models (e.g. in building engineering: Ramponi and Blocken 2012, van Hooff et al. 2017, Kosutova et al. 2018). For a more detailed description of the aforementioned methods and models the reader is referred to e.g. Versteeg and Malalasekera (2007) and Anderson (2009).

Figure 8: Schematic illustration of a) DNS, b) LES and c) RANS turbulence modeling of PTJs, with ○ - modeled scales of turbulence, ◦ - resolved scales of turbulence (Adapted from ANSYS, Inc., 2011)
Although CFD is capable of providing detailed flow information in the whole calculation domain, it is prone to errors and uncertainties. In order to reduce these errors and uncertainties, CFD best practice guidelines have been developed in a concerted attempt towards more accuracy and reliability in CFD. These include both general best practice guidelines (e.g., Casey and Wintergerste 2000, Tucker and Mosquera 2001, Oberkampf et al. 2004, Roy and Oberkampf 2011) as specific best practice guidelines for specific subdomains of engineering such as wind engineering and building engineering (e.g., Franke et al. 2004, Nielsen et al. 2007, Chen 2009, Blocken 2015). Care is required in the geometrical implementation of the model, in grid generation, in selection of the proper boundary conditions, turbulence models, numerical schemes and solution strategies, and in interpretation of the results. Numerical and physical modeling errors need to be assessed by solution verification and validation studies.

This thesis presents results of validated 3D and 2D steady RANS simulations to assess the influence of jet parameters on jet separation efficiency.

1.4 Dissertation outline

This thesis is structured as follows.

Chapter 2 contains a detailed experimental analysis of an isothermal plane turbulent impinging jet (PTIJ) at moderate Reynolds numbers (7,200 – 13,500) with two height-to-width ratios ($h_{jet}/w_{jet} = 22.5$ and 45) issued on a horizontal plane. More specifically, mean and instantaneous velocity, instantaneous vorticity, turbulence intensity and Reynolds shear stresses are obtained and analyzed by means of 2D PIV measurements. In addition, flow visualizations with fluorescent dye are performed. Alongside the information obtained on the jet dynamics, the data can be used for the validation of numerical simulations of PTIJs.

This chapter has been published as a peer-reviewed journal paper:

Chapter 3 presents results of a validation study of 3D steady RANS turbulence models for predicting PTIJs at two different slot Reynolds numbers, i.e. $Re = 8,000$ and $13,000$, based on the 2D PIV measurements described in Chapter 2. In addition, an in-depth analysis of the results provided by the five commonly used turbulence models is performed. Numerically predicted distributions of mean velocity and turbulent kinetic energy are compared with experimental data along both the jet centerline and several cross-jet lines in lateral direction. Furthermore, the production of turbulent kinetic energy in the jet potential core region near the nozzle exit is analyzed. Finally, recommendations are provided with respect to the performance of the different RANS turbulence models for predicting PTIJs.

This chapter has been published as a peer-reviewed journal paper:


Chapter 4 focuses on the generic situation of an isothermal PTIJ (representing an air curtain) at $5,000 < Re < 30,000$ separating two environments subjected to cross-jet pressure gradient. 2D steady RANS simulations with the RNG $k$-$\varepsilon$ turbulence model are employed. The chapter provides a parametric analysis of the impact of several jet parameters (momentum flux ratio, jet height-to-width ratio, jet discharge angle) on the jet separation efficiency. For each jet configuration (depending on jet height-to-width ratio and jet discharge angle), the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio) at which the separation efficiency of an air curtain reaches its optimal value is defined. Moreover, the minimum deflection modulus to prevent breakthrough of the jet and the corresponding minimum momentum flux ratios are obtained based on the conservation of momentum and are subsequently compared to the values of optimal momentum flux ratios obtained from CFD simulations.

This chapter has been submitted for publication in a peer-reviewed journal:
Chapter 5 provides the results of a numerical study with 2D steady RANS to predict the influence of the wall downstream of an air curtain on the separation efficiency under isothermal conditions and without air recirculation. The effect of different wall heights is analyzed: no wall (i.e. a free jet), 0.5 m, 1.0 m and 2.0 m. A 2D computational geometry representing two spaces is applied, with clean and polluted air, respectively, separated by an air curtain installed above a permanently opened door opening. Based on the results of the CFD simulations, distributions of jet velocity, development of jet half-width and distribution of pollutant mass fraction are analyzed. The findings of this chapter provide conclusions regarding the influence of the wall presence on jet dynamics and the separation efficiency of the air curtain.

This chapter has been submitted for publication in a peer-reviewed journal:


Chapter 6 provides the limitations and recommendations for future work and a general discussion. Finally, Chapter 7 summarizes the results of the previous chapters and provides the conclusions.
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Chapter 2

PIV measurements of isothermal plane turbulent impinging jets at moderate Reynolds numbers

This chapter has been published as a peer-reviewed journal paper:


Abstract

This paper contains a detailed experimental analysis of an isothermal plane turbulent impinging jet (PTIJ) for two jet widths at moderate Reynolds numbers (7,200 – 13,500) issued on a horizontal plane at fixed relative distances equal to 22.5 and 45 jet widths. The available literature on such flows is scarce. Previous studies on plane turbulent jets mainly focused on free jets, while most studies on impinging jets focused on the heat transfer between the jet and an impingement plane, disregarding jet development. The present study focuses on isothermal PTIJs at moderate Reynolds numbers characteristic of air curtains. Flow visualisations with fluorescent dye and 2D particle image velocimetry (PIV) measurements have been performed. A comparison is made with previous studies of isothermal free turbulent jets at moderate Reynolds numbers. Mean and instantaneous velocity and vorticity, turbulence intensity and Reynolds shear stress are analysed. The jet issued from the nozzle with higher aspect ratio shows more intensive entrainment and a faster decay of the centreline velocity compared to the jet of lower aspect ratio for the same value of jet Reynolds number. The profiles of centreline and cross-jet velocity and turbulence intensity show that the PTIJs behave as a free plane turbulent jet until 70 - 75% of the total jet height. Alongside the information obtained on the jet dynamics, the data will be useful for the validation of numerical simulations.
Chapter 2

List of symbols and acronyms

Roman symbols

\[D_s\] [m] diameter of PIV seeding particles

\[h_i\] [m] height of impingement region

\[h_{jet}\] [m] jet height

\[h'_{jet}\] [m] part of the jet height visible during PIV measurements

\[h_p\] [m] potential core length

\[H_{BL}\] [-] boundary layer shape factor

\[I_{uv}\] [-] turbulence intensity based on both streamwise and lateral velocity fluctuations

\[I_v\] [-] turbulence intensity based on only streamwise velocity fluctuations

\[K_u\] [-] jet decay rate

\[K_y\] [-] spreading rate of the jet

\[Q\] [-] Okubo-Weiss function

\[Re\] [-] Reynolds number

\[t\] [s] time

\[u\] [m/s] instantaneous lateral (x-direction) velocity component

\[u'\] [m/s] fluctuating lateral (x-direction) velocity component

\[u_{RMS}\] [m/s] root mean square value of lateral (x-direction) velocity component

\[U\] [m/s] mean lateral (x-direction) velocity component

\[v\] [m/s] instantaneous streamwise (y-direction) velocity component

\[v'\] [m/s] fluctuating streamwise (y-direction) velocity component

\[|v|\] [m/s] instantaneous 3D velocity magnitude

\[v_{RMS}\] [m/s] root mean square value of the streamwise (y-direction) velocity component

\ [|v|_{RMS} \] [m/s] root mean square value of 3D velocity magnitude

\[|V|\] [m/s] mean 3D velocity magnitude

\[V\] [m/s] mean streamwise (y-direction) velocity component

\[V_0\] [m/s] mean jet velocity at the nozzle exit

\[V_{0,y}\] [m/s] mean jet centerline velocity
PIV measurements

\( w \) \([\text{m/s}]\)  instantaneous spanwise (z-direction) velocity component

\( w_{\text{jet}} \) \([\text{m}]\)  jet width at the nozzle exit

\( w_{\text{RMS}} \) \([\text{m/s}]\)  root mean square value of the spanwise (z-direction) velocity component

\( W \) \([\text{m/s}]\)  mean spanwise (z-direction) velocity component

\( x \) \([\text{m}]\)  Cartesian coordinate

\( y \) \([\text{m}]\)  Cartesian coordinate

\( y_0 \) \([\text{m}]\)  vertical distance calculated starting from \( y = 0 \)

\( y' \) \([\text{m}]\)  vertical distance calculated starting from the kinematic virtual jet origin

\( z \) \([\text{m}]\)  Cartesian coordinate

**Greek symbols**

\( \delta^* \) \([\text{m}]\)  boundary layer displacement thickness

\( \delta_{0.5} \) \([\text{m}]\)  jet half-width

\( \theta \) \([\text{m}]\)  boundary layer momentum thickness

\( \rho_s \) \([\text{kg/m}^3]\)  density of the PIV seeding particles

\( \gamma \) \([-\text{-}]\)  jet height-to-width ratio

\( v \) \([\text{m}^2/\text{s}]\)  kinematic viscosity

\( \omega_z \) \([1/\text{s}]\)  instantaneous z-vorticity

\( \Omega_z \) \([1/\text{s}]\)  mean z-vorticity

2D  two-dimensional

3D  three-dimensional

AR  aspect ratio, i.e. ratio of nozzle depth \( d_{\text{jet}} \) to width \( w_{\text{jet}} \)

CCD  charge coupled device (camera)

CFD  computational fluid dynamics

LDA  laser Doppler anemometry

PIV  particle image velocimetry

PTIJ  plane turbulent impinging jet

ROI  region of interest
2.1 Introduction

Plane impinging jets at moderate to high Reynolds numbers (i.e. turbulent jets) are used in a wide range of applications. A typical example in building engineering is an air curtain, which can be used to separate two environments in terms of heat and mass transfer, for example in laboratories to reduce contamination hazard or in operating theatres. The separation efficiency of plane turbulent impinging jets (PTIJs) when used as an air curtain depends on a wide range of parameters. On the one hand, these include the environmental parameters such as air temperature differences and pressure differences over the air curtain. On the other hand, they include the jet parameters that influence the vortex structures in the jet and the entrainment process, such as the jet Reynolds number, the turbulence intensity and the jet temperature relative to the ambient temperature.

The existing literature on PTIJs and air curtains can be divided in two clear categories: (1) basic studies on PTIJs; and (2) application-oriented studies on air curtains, both of which can be performed experimentally and numerically (e.g. using computational fluid dynamics (CFD)). Basic studies on PTIJs are important to gain a better basic understanding of the jet dynamics, which can then be utilised to improve their performance in applications such as air curtains.

A range of basic experimental studies on PTIJs has been published in the past decades. These studies generally analyse the structure of the jet and the behaviour of turbulent vortical structures by means of different measurement and visualisation techniques. Below, an overview of previous experimental studies is provided, from which the objectives of the present study are derived.

An extensive body of literature exists on the jet dynamics in the impingement region of the jet. Gardon and Akfirat (1965) applied a transducer based on the operating principle of thermocouples to investigate heat transfer at a plane subjected to a plane impinging jet. They also provided velocities and turbulence intensities along the centreline of the jet for $Re = 5,500$ obtained by hot-wire anemometry. The focus of their work was on characterising the Nusselt numbers and pressure coefficients (measured by pressure taps) at the impingement plane for $Re$ ranging from 450 to 28,000 and jet height-to-width ratios $\gamma = h_{\text{jet}}/w_{\text{jet}}$ ranging from $\gamma = 2$ to 80, with $h_{\text{jet}}$ the jet height and $w_{\text{jet}}$ the jet width. They showed the influence of inlet jet velocity and turbulence intensity on heat
transfer at the impingement plane. Gardon and Akfirat (1965) suggested that the nozzle configuration becomes less influential for jet heights larger than 8 jet widths. Korger and Krizek (1966) used naphthalene sublimation to study jet impingement for \( Re \) between 6,000 and 37,800 and \( \gamma = 0.25 \text{ - } 40 \). Their experiments provided values for the mass transfer coefficients at the impingement plane. The maximum mass transfer coefficients on the jet centreline occurred for jets with \( \gamma = 8 \text{ - } 9 \). Cartwright and Russell (1967) employed thermocouples to analyse the evolution of the wall jet along the impingement plane and provided pressure distributions and heat transfer characteristics on the impingement plane for jets with \( Re \) between 25,000 and 110,000 and \( \gamma = 8 \text{ - } 47 \). They also showed that maximum heat transfer for jets with \( Re \leq 51,000 \) occurred at the stagnation point, while for \( Re > 51,000 \) the maximum heat transfer lied at some distance from stagnation point. They analysed existing correlations for wall jet heat transfer and assessed their applicability based on the measurement results. This analysis showed that these correlations were accurate for the developed wall jet formed after jet impingement. However, it failed to accurately predict heat transfer near the stagnation point due to the high level of turbulence in this region. They also emphasised the influence of jet turbulence on augmented heat transfer in the impingement region. Ashforth-Frost et al. (1997) used hot-wire anemometry to analyse PTIJs with \( Re = 20,000 \) and \( \gamma \) up to 9.2 with focus on the near-wall region. They compared the results for an unconfined configuration with a semi-confined configuration and revealed the influence of the horizontal confining plane adjacent to the jet nozzle. The results showed a decrease in entrainment and jet spreading, and an increase of the potential core length for the semi-confined configuration. Beitelmal et al. (2000; 2006) employed thermocouples to study the heat transfer in the impingement region for \( Re \) between 4,000 and 12,000 and \( \gamma = 2 \text{ - } 12 \). By comparing their experimental data with other studies on heat transfer at the impingement plane they noted the importance of inlet turbulence parameters at the jet nozzle on the results. Zhou and Lee (2007) used thermocouples for PTIJ at \( Re \) ranging from 2,715 to 25,005 and \( \gamma = 1 \text{ - } 30 \) to analyse the influence of \( Re \) and \( h_{jet} \) on heat transfer at the impingement plane. They showed that for situations where the impingement plane is situated beyond the potential core region, the heat transfer between the impinging jet and the impingement plane appeared to be mainly governed by the turbulence intensity.

Another group of studies examined the whole jet flow field, i.e. over the entire height of the jet. Gutmark et al. (1978) applied hot-wire anemometry at the centreline of a PTIJ at \( Re = 30,000 \) and \( \gamma = 100 \). They observed an influence of the impingement plane on the jet development starting at a distance of \( 0.75 h_{jet} \) from the nozzle. Yoshida et al. (1990)
examined the turbulence characteristics and heat transfer of a PTIJ with $Re = 10,000$ using laser Doppler anemometry (LDA) and thermocouples for $\gamma = 8$. They observed a steep increase in turbulence intensity and heat transfer near the stagnation point. Guyonnaud et al. (2000) used hot-wire anemometers, pressure sensors and smoke visualisations for an analysis of a bending PTIJ ($33,000 \leq Re \leq 66,000$, $\gamma = 12$) separating environments with different ambient pressures. The authors provided a detailed description of the physics of the jet and its general structure. Maurel and Solliec (2001) performed experiments on PTIJs with $Re = 13,500$ and $Re = 27,000$ and $\gamma = 5 - 50$, impinging perpendicularly on a flat plate from a variable distance. The structure of the jet was analysed by LDA along the whole jet height and by particle image velocimetry (PIV) in the impingement region. The study provided centreline velocity distributions, instantaneous velocity and vorticity fields and Reynolds stresses along the jet centreline and along vertical lines at some distance from the centreline. They concluded that the height of the impingement region constitutes 12 - 13% of the total jet height, regardless of Reynolds number, nozzle width or jet height. They defined velocity laws for each of the three characteristic jet regions: the potential core, with length of about 3 to 4 jet widths, the intermediate region and the impingement region. The study of Sakakibara et al. (2001) provided an extensive analysis of vortical structures occurring in a periodically forced impinging jet at $Re = 2,000$ and $\gamma = 8$ using digital PIV (DPIV). The study showed the presence of ‘wall ribs’, organised vortices along the impingement plane in the lateral direction of the jet. They questioned whether these wall ribs are formed in the boundary layer close to the impingement plane or already upstream of the impingement plane. They highlighted that these wall ribs are enhanced and might be sustained by vorticity upstream of the impingement region. Moreover, the authors observed so-called ‘cross ribs’, existing only in forced impinging jets, that are responsible for an increase of the intensity of wall ribs. Loubière and Pavageau (2008) investigated the vortical structures occurring in a double PTIJ formed by a splitting plate at the nozzle ($Re = 20,000 - 140,000$, $\gamma = 10$) using PIV with focus on the impingement region. They showed that these vortical structures are responsible for significant mass transfer across the jet stream. It was found that most of the vortical structures were concentrated in the impingement region, and the authors suggested that shape and size of these structures are primarily influenced by flow curvature caused by the impingement plane, and that this curvature is mainly determined by the jet height. The study by Koched et al. (2011) focused on wall ribs in the impingement region for water jets with $3,000 \leq Re \leq 16,000$ and $\gamma = 10$. They found that the length of the potential core depends on $Re$ and reaches a maximum of 3 jet widths, which complies with
previous studies. The impingement region height is found to be slightly dependent on $Re$ and equal to 10% and 13% of the total jet height for $Re = 3,000$ and $Re = 16,000$, respectively. The amount and size of the observed vortical structures is also slightly dependent on $Re$; they occur in a wide range of length scales and their shape is mainly elliptical, and the amount of clockwise vortices is proportional to the amount of counterclockwise vortices.

The aforementioned studies all highlighted the existence of vortical structures in the jet flow, their role in the dissipation of jet energy to the ambient environment, and the existence of 3D vortices in the impingement region, in which thermal energy can be exchanged between the jet and the impingement surface.

In spite of this rather large number of experimental studies on PTIJs performed in the past, there is still a scarcity of detailed and high-quality experimental data on PTIJs at moderate Reynolds numbers and a jet height larger than 10 jet widths, including an evaluation of mean and instantaneous velocity, turbulence intensity, Reynolds shear stress and vorticity. Although Maurel and Sollicic (2001) performed a similar study for a large extent of jet heights (5 to 50 jet widths), their experiments only provided point measurements of velocities and Reynolds stresses for $Re = 13,500$ and 27,000; while their PIV measurements were only conducted near the impingement region and were used to describe the vorticity field in this region. Therefore, the aim of the present study is to provide experimental data based on 2D PIV for the whole vertical centreplane of the PTIJ. The jet Reynolds number ranges from 7,200 to 13,500 and two different jet widths are studied: (1) jet width of 16 mm and $\gamma = h_{jet}/w_{jet} = 22.5$; and (2) jet width of 8 mm and $\gamma = 45$. Both instantaneous and time-averaged results are presented. Section 2.2 provides a short description of the experimental set-up, Section 2.3 contains results of the flow visualisations and the results of the PIV measurements are presented in Section 2.4. Section 2.5 (discussion) and Section 2.6 (conclusions) conclude this paper.

### 2.2 Experimental set-up

The isothermal PTIJ is generated in a water channel by issuing from a smoothly-shaped nozzle with a rectangular section upstream of the jet inlet (Fig. 1). The hydrostatic
pressure driving the flow is exerted by a water column with a conditioning section consisting of one honeycomb and two screens in order to reduce lateral and longitudinal turbulence intensity. Water was chosen as working fluid because it allowed to reach the moderate Reynolds numbers under study without a too large setup and the related required large field of view for the PIV measurements. The water jet is dynamically similar (equal Reynolds number) with air curtains in full-scale. The streamwise inlet velocity $V_0$ at the end of the rectangular section downstream of the smoothly-shaped contraction and the jet width $w_{\text{jet}}$ at the inlet determine the jet Reynolds number ($Re = V_0 w_{\text{jet}} / \nu$, with $\nu$ the kinematic viscosity). In this experiment, the jet inlet velocity corresponds to jet Reynolds numbers $Re = 7,200$ to $13,500$. The jet is issued vertically on a horizontal plate at a distance of $h_{\text{jet}} = 360$ mm. The jet width $w_{\text{jet}}$ is equal to $8$ mm and $16$ mm and the nozzle depth (dimension in spanwise direction) is $300$ mm, resulting in nozzle aspect ratios ($AR$, which is the ratio of nozzle depth to width $w_{\text{jet}}$) of $37.50$ and $18.75$, respectively. Due to the obstructing horizontal beam of the water channel the visible part of the jet is limited to $h'_{\text{jet}} = 320$ mm, with the missing part close to the jet inlet.

Figure 1: a) PIV experimental set-up. The measurement planes are indicated with ROI1, ROI2 and ROI3. b) Schematic representation of impinging jet
The following notations are used for the geometric parameters: $x$, $y$, $z$ for the lateral, the streamwise and the spanwise (i.e. out-of-plane) directions, respectively. The flow parameters are $u$, $v$, $w$ – the instantaneous lateral, streamwise and spanwise velocity components; $U$, $V$, $W$ – the mean lateral, streamwise and spanwise velocity components, $|v|$ and $|V|$ – the instantaneous and the mean velocity magnitude, $V_0$ – the mean jet inlet velocity; $v_{RMS}$, $u_{RMS}$, $v_{RMS}$ – root mean square values of the measured velocity magnitude and velocity components; $\omega_z$ and $\Omega_z$ – the instantaneous and the mean $z$-vorticity; $I_v$ and $I_{uv}$ – turbulence intensity based on only streamwise and both streamwise and lateral velocity fluctuations, respectively. The jet half-width $\delta_{0.5}$ at a certain downstream position $y$ (Fig. 1b) is the horizontal distance between the jet centreline and the point where the mean streamwise velocity is equal to half the local jet mean centreline velocity $V_{0,y}$.

Prior to the PIV measurements, flow visualisations with fluorescent dye are performed to reveal the flow pattern. The dye is injected in the flow field at $y = -35$ mm using an injection needle with an outer diameter of 0.8 mm and a length of 80 mm, enabling injection in the centre of the jet. It is illuminated in the centreplane of the test section by a slide projector mounted below the water channel. The obtained flow patterns are recorded with a digital photo and video camera positioned perpendicular to the measurement plane.

For the PIV measurements, a 2D PIV system is used consisting of a solid-state frequency-doubled Nd:Yag laser (wavelength 532 nm and repetition rate 15 Hz) as a light source, and a charge coupled device (CCD) camera (1600 x 1200 pixels resolution, up to 30 frames/s) for image recordings. The light sheet is delivered at the bottom of the water channel by a set of mirrors and cylindrical and spherical lenses. Seeding is provided by polyamide particles ($D_s = 50 \mu m$, density $\rho_s = 1,030 \text{ kg/m}^3$) added to the water. Each measurement set consists of 5,000 uncorrelated samples.

Three sets of measurements are performed, which focus on (Fig. 1a): (1) ROI1 – the entire measurement plane of width $W \times$ height $H = 192 \times 360 \text{ mm}^2$; (2) ROI2 – the region close to the jet inlet ($W \times H = 128 \times 192 \text{ mm}^2$); and (3) ROI3 – the impingement region ($W \times H = 128 \times 176 \text{ mm}^2$). The two latter sets provide measurement data at a higher resolution. The instantaneous PIV images are processed in five passes from 32 x 24 pixels

---

1 coordinates of the vertices in mm $(x,y,z) = (-96,0,150); (96,0,150); (96,360,150); (-96,360,150)$
2 coordinates of the vertices in mm $(x,y,z) = (-64,0,150); (64,0,150); (64,192,150); (-64,192,150)$
3 coordinates of the vertices in mm $(x,y,z) = (-64,184,150); (64,184,150); (64,360,150); (-64,360,150)$
to 16 x 12 pixels (for ROI1 and ROI2) and 48 x 32 pixels to 24 x 16 pixels (ROI3) with 50% overlap. Correlation peaks are fitted by a 3-point Gauss fit algorithm advised by Forliti et al. (2000). Filters for outlier detection are applied for maximum and normalised median displacements. The correlation peak ratio is set to 1.3 to disable erroneous vectors resulting from insufficient seeding and background noise. The time separation between pulses is chosen according to the general guideline for particle displacement, which states that the particle displacement should be limited to 25% of the interrogation area (Prasad 2000).

2.3 Flow visualisation results

Fig. 2 shows snapshots of the dye-visualised jet for $Re = 7,200$ and $w_{jet} = 8$ mm, corresponding to an inlet velocity $V_0$ of 0.9 m/s. The image indicates a growing shear layer and spreading of the jet after injection into the ambient fluid starting at a certain distance from the jet inlet. The indistinct jet boundaries exhibit turbulent behaviour with spanwise vortices developing in the outer region of the jet (Fig. 2a). The visualisation also indicates jet flapping as the jet is moving from side-to-side in the region close to the impingement plane: at time $T_1$ the jet is perpendicular to the impingement plane (Fig. 2a), however, 2 s later at $T_2$ it is slightly bent to the left (Fig. 2b), and 4 s later at $T_4$ it is bent to the right (Fig. 2d). At time $T_6$ (Fig. 2f), the jet again impinges perpendicularly on the surface.

The jet flapping was also reported and analysed in earlier studies, such as Goldschmidt and Bradshaw (1973) and Antonia et al. (1983). It plays an important role in heat transfer between the jet and the impingement plane (e.g. Camci and Herr 2002; Chiriac and Ortega 2002; Varieras et al. 2007).
Figure 2: Visualisation of the jet in the vertical centreplane with $Re = 7,200$ and $w_{jet} = 8$ mm. Time interval between consecutive images is 2 s

2.4 PIV measurement results

2.4.1 Main jet flow characteristics

Fig. 3a,b shows cross-jet profiles of the dimensionless time-averaged velocity magnitude ($|V|/V_0$) and of the turbulence intensity ($I_{uv} = |v_{RMS}|/V_0 = \sqrt{u_{RMS}^2 + v_{RMS}^2}/V_0$) obtained from the PIV measurements in ROI2. The values are obtained in the vertical centreplane for $Re = 7,200$ to 13,500 at two different downstream locations: $y = 4w_{jet}$ for $w_{jet} = 8$ mm and $y = 2w_{jet}$ for $w_{jet} = 16$ mm. These locations are chosen to provide information on flow conditions as close as possible to the inlet, while avoiding erroneous
data caused by reflections and visual obstruction by the top front beam of the water channel.

Fig. 3a shows that the time-averaged profiles for the velocity magnitude clearly resemble a top-hat distribution. The velocity profiles for different \( Re \) values for \( w_{jet} = 16 \text{ mm} \) show a good agreement among each other, which is also the case for the profiles of \( w_{jet} = 8 \text{ mm} \). However, the velocity profiles for different jet widths do show some differences near the edges of the jet \( (|x|/w_{jet} = 0.5) \), with larger gradients \( \partial(|V|/V_0)/\partial(x/w_{jet}) \) for \( w_{jet} = 16 \text{ mm} \), while the actual gradients \( \partial(|V|)/\partial x \) are larger for \( w_{jet} = 8 \text{ mm} \). Fig. 3b shows that the turbulence intensity is highest in the shear layer due to the high velocity gradients (high turbulence production) in this area. The maximum values are equal to \( I_{uv} \approx 0.4 \) for \( w_{jet} = 16 \text{ mm} \) and \( I_{uv} \approx 0.44 \) for \( w_{jet} = 8 \text{ mm} \). The turbulence intensities in the core of the jet reach \( l_{uv} \approx 0.05 \) for \( w_{jet} = 16 \text{ mm} \) and \( l_{uv} \approx 0.06 \) for \( w_{jet} = 8 \text{ mm} \). There is no clear tendency visible in terms of different \( Re \); however, the turbulence intensities in the central and shear layer regions are slightly higher for \( w_{jet} = 8 \text{ mm} \) \((AR = 37.50)\) than for \( w_{jet} = 16 \text{ mm} \) \((AR = 18.75)\), which is partly attributed to the higher actual gradients for \( w_{jet} = 8 \text{ mm} \).

To indicate whether the flow has laminar, turbulent or transitional conditions near the jet inlet at the beginning of the potential core, the boundary layer displacement thickness \( \delta^* \) and momentum thickness \( \theta \) are calculated as follows (Deo et al. 2007a):

\[
\delta^* = \int_0^{0.5w_{jet}} \left(1 - \frac{V}{V_{0,y}}\right) \, dx
\]
\[
\theta = \int_0^{0.5w_{jet}} \left(1 - \frac{V}{V_{0,y}}\right) \frac{V}{V_{0,y}} \, dx
\]

The displacement thickness \( \delta^* \) for \( w_{jet} = 16 \text{ mm} \) is about 0.05\( w_{jet} \) to 0.06\( w_{jet} \), while the momentum thickness \( \theta \approx 0.03w_{jet} \). This results in a shape factor \( H_{BL} = \delta^*/\theta \approx 1.6 - 2 \), indicative of turbulent flow. Note that the characteristic values of the shape factor for laminar and turbulent boundary layers are \( H_{BL} = 2.3 - 3.5 \) and \( H_{BL} = 1.3 - 2.2 \), respectively (Schlichting 1979). For \( w_{jet} = 8 \text{ mm} \) the displacement and momentum thicknesses are \( \delta^* \approx 0.06w_{jet} \) to 0.07\( w_{jet} \) and \( \theta \approx 0.03w_{jet} \) to 0.04\( w_{jet} \), respectively, yielding a shape factor of around \( H_{BL} \approx 1.7 - 1.8 \). That means that the measured flow conditions near the inlet are turbulent.
Fig. 3c,d compares the measured profiles of mean velocity and turbulence intensity \( (w_{\text{jet}} = 16 \text{ mm}; AR = 18.75, Re = 13,000; w_{\text{jet}} = 8 \text{ mm}; AR = 37.50, Re = 13,500) \) with those by Deo et al. (2007a) (\( AR = 20 \) and \( 30; Re = 18,000 \)), Maurel and Solliec (2001) (\( AR = 18; Re = 27,000 \)) and Koched et al. (2011) (\( AR = 20; Re = 11,000 \)). Note that Deo et al. (2007a) provided the inlet distributions of the mean velocity and the turbulence intensity at a distance \( y = 0.2w_{\text{jet}} \) from the jet inlet; Maurel and Solliec (2001) and Koched et al. (2011) measured the profiles at the jet inlet \( (y = 0) \). Fig. 3c shows that the mean velocity profiles of Deo et al. (2007a) and Maurel and Solliec (2001) have a more pronounced top-hat distribution than our experimental data. This can be explained by the fact that our profiles were taken at a certain distance downstream of the nozzle, where the jet shear layer has already grown to some extent and consumed part of the jet potential core. In addition, the geometrical configurations of the contractions in the aforementioned studies differ from each other. Deo et al. (2007a) used a radially-shaped contraction, Maurel and Solliec (2001) used a bell-shaped contraction with a long converging section, and Koched et al. (2011) used a long sharp-edged nozzle. This results in variations of the boundary layer development upstream of the inlet, causing dissimilarity of the inlet conditions, which can explain the differences found here. Fig. 3d shows a comparison of the profiles of the streamwise turbulence intensity \( (I_v) \) with those from literature. Maurel and Solliec (2001) did not provide turbulence intensity profiles near the inlet, but only its range from 1.6 to 2.8\% for different \( Re \), assuming a uniform distribution. Note that in the remainder of the paper \( I_{uv} \) is used, based on the turbulent fluctuations in both the streamwise and lateral directions. The values reported in the mentioned studies lie below \( I_v = 0.2 \) and are lower than the values measured in our experiments. This is again attributed to differences in nozzle geometries, \( Re \) at the jet inlet and different downstream sampling positions.

The centreline velocity of plane jets varies as a function of \( 1/\sqrt{y} \), where \( y \) is the downstream distance from the jet inlet (e.g. Scorer 1987; Pope 2000). Based on these centreline velocity distributions in the vertical centreplane, the vertical distances \( y_0 \) between jet inlet \( (y = 0) \) and the kinematic virtual jet origins \( (y' = 0) \) are defined. The virtual origin lies at \( y_0 \approx 2.3w_{\text{jet}} \) for \( w_{\text{jet}} = 8 \text{ mm} \), and \( y_0 \approx -0.8w_{\text{jet}} \) for \( w_{\text{jet}} = 16 \text{ mm} \). That means that the values for the profiles presented in Fig. 3a-d are taken at \( y' \approx 1.7w_{\text{jet}} \) for \( w_{\text{jet}} = 8 \text{ mm} \), and \( y' \approx 2.8w_{\text{jet}} \) for \( w_{\text{jet}} = 16 \text{ mm} \), where \( y' \) is the downstream distance from the kinematic virtual jet origin. To provide a clear comparison of the flow development at the beginning of the potential core between two different \( ARs \), Fig. 3e,f compares cross-jet profiles of the mean velocity and the turbulence intensity near the jet inlet.
Figure 3: a) Dimensionless mean velocity magnitude (|V|/V_0) and b) turbulence intensity $I_{uv}$ near jet inlet (at y = 2w_{jet} for w_{jet} = 16 mm, at y = 4w_{jet} for w_{jet} = 8 mm). c) Dimensionless mean velocity magnitude (|V|/V_0) and d) streamwise turbulence intensity $I_v$ near jet inlet (at y = 2w_{jet} for Re = 13,000, at y = 4w_{jet} for Re = 13,500) compared to other studies. e) Dimensionless mean velocity magnitude (|V|/V_0) and f) turbulence intensity near jet inlet at y' = 2.8w_{jet}.
taken at the same distance from the virtual jet origin, i.e. \( y' \approx 2.8w_{jet} \). The mean velocity profiles for \( w_{jet} = 8 \text{ mm} \) resemble rather parabolic than top-hat profiles, meaning that the jet spreads faster laterally and that ambient fluid has entrained the jet to a larger extent resulting in more developed shear layers than for \( w_{jet} = 16 \text{ mm} \).

Fig. 4a shows the dimensionless mean streamwise velocity along the jet centreline. From the mean velocity decay the length of the potential core \( (h_p) \) is defined as the distance from the jet nozzle where the local centreline mean velocity remains more than or equal to 98% of the inlet mean jet velocity, i.e. \( V_{0,y}/V_0 \geq 0.98 \) (Deo et al. 2007a). The length of the potential core measured starting from the jet inlet is \( h_p \approx 4.8w_{jet} \) for \( w_{jet} = 16 \text{ mm} \), whereas it is \( h_p \approx (6.1 - 7.0)w_{jet} \) for \( w_{jet} = 8 \text{ mm} \). This is caused by differences in the jet inlet conditions, i.e. nozzle \( AR \) and velocity at the jet inlet. Note that these distances do not take into account the positions of the virtual jet origins. Deo et al. (2007a) showed that the ratio \( h_p/w_{jet} \) for jets with equal \( Re \) increases with \( AR \) of the nozzle, which is in line with the present results. The centreline velocity decreases to the half of its inlet value \( V_0 \) at \( y \approx 0.85h_{jet} (=19w_{jet}) \) for \( w_{jet} = 16 \text{ mm} \) and at \( y \approx 0.55h_{jet} (=25w_{jet}) \) for \( w_{jet} = 8 \text{ mm} \).

Fig. 4b shows the decay of the inverse of the dimensionless mean centreline velocity squared as a function of \( y \). The jet decay rate \( K_u \) is defined as \( K_u = (V_0/V_{0,y})^2/(y - y_0)/w_{jet} \), with \( y_0 \) the vertical distance between jet inlet and the kinematic virtual jet origin. It can be quantified as the slope of the velocity distribution in Fig. 4b where near-linear behaviour is observed. The jet with \( w_{jet} = 8 \text{ mm} \) (\( AR = 37.50 \)) has a higher decay rate than the jet with \( w_{jet} = 16 \text{ mm} \) (\( AR = 18.75 \)), which is also in line with the findings of Deo et al. (2007a) regarding the influence of nozzle \( AR \). The values for \( w_{jet} = 16 \text{ mm} \) are about \( K_u \approx 0.14 - 0.15 \), and for \( w_{jet} = 8 \text{ mm} \) \( K_u \approx 0.17 - 0.18 \) meaning that entrainment rate of the ambient fluid within this region is higher for \( w_{jet} = 8 \text{ mm} \) (i.e. for higher \( AR \)). In previous experimental studies of free plane turbulent jets with sidewalls in the range of \( Re = 6,000 - 16,000 \), e.g. Jenkins and Goldschmidt (1973), Browne et al. (1983), Thomas and Chu (1989), Sakai et al. (2004), Deo et al. (2007a), Suresh et al. (2008), Alnahhal and Panidis (2009), a range of values of \( K_u \) from 0.11 to 0.22 was reported, which encompasses the values found in the present study.

The impingement region can be identified as the region in the vicinity of the impingement plane with a linear decrease of the centreline velocity (see Fig. 4a), the height of which can be denoted with \( h_i \). Fig. 4a shows that \( h_i \approx 0.12h_{jet} \) for \( w_{jet} = 16 \text{ mm} \) and \( h_i \approx 0.13h_{jet} \) for \( w_{jet} = 8 \text{ mm} \). These heights correspond well with the values by Maurel and Solliec (2001) and Koched et al. (2011), who report impingement region heights of \( h_i = (0.12 - 0.13)h_{jet} \) and \( h_i = (0.10 - 0.13)h_{jet} \), respectively. For a better estimation of the
impingement height additional flow quantities, such as centreline distribution of turbulence intensity and Reynolds shear stress in the vertical centreplane will be analysed and described later.

The linear distribution in Fig. 4b indicates the self-similarity of normalised mean velocity in the region 0.35 ≤ \( \frac{y}{h_{\text{jet}}} \) ≤ 0.75 for \( w_{\text{jet}} = 16 \text{ mm} \) and 0.20 ≤ \( \frac{y}{h_{\text{jet}}} \) ≤ 0.75 for \( w_{\text{jet}} = 8 \text{ mm} \). When converted to \( w_{\text{jet}} \) these values result in 7.5 ≤ \( \frac{y}{w_{\text{jet}}} \) ≤ 17 for \( w_{\text{jet}} = 16 \text{ mm} \) and 9 ≤ \( \frac{y}{w_{\text{jet}}} \) ≤ 33 for \( w_{\text{jet}} = 8 \text{ mm} \). Beyond \( \frac{y}{h_{\text{jet}}} > 0.75 \) the jet is influenced by strong three-dimensional effects which occur due to the presence of the impingement wall and sidewalls that prevent the jet to spread in the spanwise direction.

To further investigate the existence of self-similarity in the flow, the cross-jet profiles along the jet height are examined and compared with a Gaussian distribution: \( \frac{V_y}{V_0,y} = \exp(a(x/\delta)^2) \), where \( a = -0.693 \) (Rajaratnam 1976). This equation was used by, among others, Namer and Otugen (1988), Deo et al. (2007a) and Suresh et al. (2008). As jets with the same \( w_{\text{jet}} \) result in identical distributions for the investigated range of Reynolds numbers, only results for cases I and II, the parameters of which are specified in Table 1, are reported in Fig. 5. Note that the profiles are provided at distances \( y' \) from the virtual jet origins.

Figure 4: a) Dimensionless mean streamwise velocity along jet centreline \((V_{0,y}/V_0)\). Orange dashed lines indicate impingement region. b) Ratio \((V_0/V_{0,y})^2\) along jet centreline. Orange dashed lines indicate regions with close-to-linear distribution to define the jet decay rate. Note the double scale for \( y/w_{\text{jet}} \) on the right of Fig. 4a, 4b: in black for \( w_{\text{jet}} = 8 \text{ mm} \) and in cyan for \( w_{\text{jet}} = 16 \text{ mm} \).
From Fig. 5 it can be concluded that the velocity profiles resemble a Gaussian distribution for \( 5.9 \leq y'/w_{\text{jet}} \leq 20.1 \) for \( w_{\text{jet}} = 16 \text{ mm} \) and \( 4.8 \leq y'/w_{\text{jet}} \leq 35.1 \) for \( w_{\text{jet}} = 8 \text{ mm} \).

<table>
<thead>
<tr>
<th>Case</th>
<th>( \text{Re} )</th>
<th>( w_{\text{jet}} ) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>8,000</td>
<td>16</td>
</tr>
<tr>
<td>Case II</td>
<td>7,200</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 5 presents the turbulence intensity along the jet centreline for the two jet widths and for different \( \text{Re} \) values. The data from measurement sets at ROI2 and ROI3 are combined. A slight mismatch is observed around \( y/h_{\text{jet}} \approx 0.5 - 0.65 \) for \( w_{\text{jet}} = 16 \text{ mm} \) and \( y/h_{\text{jet}} \approx 0.5 - 0.6 \) for \( w_{\text{jet}} = 8 \text{ mm} \). This relatively small mismatch (6%) is likely to be caused by differences in interrogation area size between ROI2 and ROI3 due to different velocity magnitudes in these regions. Interrogation area size acts as a different spatial filter on the PIV data possibly leading to different turbulence statistics (e.g. Keane and Adrian 1990; Forliti et al. 2000). The shapes of the turbulence intensity profiles for the two jet widths are different due to different nozzle ARs and velocities at the jet inlet. The
maximum turbulence intensity at the centreline reaches $I_{uv} \approx 0.21$ at $y/h_{jet} \approx 0.55$ (equivalent to $y/w_{jet} \approx 12.4$) and $I_{uv} \approx 0.19$ at $y/h_{jet} \approx 0.25$ (equivalent to $y/w_{jet} \approx 11.3$) for $w_{jet} = 16$ mm and 8 mm, respectively. This gradual increase of the turbulence intensity downstream of the jet inlet can be attributed to the growth of vorticity in the shear layer, which consumes the potential core and causes higher velocity fluctuations along the centreline of the jet. At the same time, the local jet velocity downstream of the jet inlet is decreasing, resulting in higher turbulence intensities.

The same behaviour of centreline turbulence intensity was observed by e.g. Browne et al. (1983) and Deo et al. (2007a). Slightly higher values of turbulence intensity for $w_{jet} = 16$ mm can be explained by smaller $AR$ compared to $w_{jet} = 8$ mm that causes stronger influence of sidewalls and enhances velocity fluctuations (Deo et al. 2007a). Downstream of the locations of maximum turbulence intensities a linear decrease is present until $I_{uv} \approx 0.16$ and $I_{uv} \approx 0.13$ for $w_{jet} = 16$ mm and 8 mm, respectively. This linear decrease is present until the jet impingement region. In the impingement region, the shape of the turbulence intensity profiles for the two different jet widths is similar, and the turbulence intensities show an increase to $I_{uv} \approx 0.21$ and $I_{uv} \approx 0.16$ for $w_{jet} = 16$ mm and 8 mm, respectively. Maximum values are reached at $y/h_{jet} \approx 0.99$ for $w_{jet} = 16$ mm and $y/h_{jet} \approx 0.97$ for $w_{jet} = 8$ mm. This increase is caused by the compression of the
vortices in the streamwise direction due to the presence of the impingement plane causing stretching of the vortices in the lateral direction. The jet flow near the impingement plane diverges to two opposite lateral directions and forms so-called stretching wall vortices (e.g. Sakakibara et al. 2001) enhanced by vorticity from upstream of the impinging jet and by the high pressure at the stagnation zone (e.g. Tsubokura et al. 2003).

Fig. 7 shows the cross-jet profiles of turbulence intensity for case I (Fig. 7a) and case II (Fig. 7b). The distribution of $I_{uv}$ near the jet centreline downstream of $y'/w_{jet} = 5.9$ smoothens out to about 0.2 for case I and to about 0.15 for case II due to entrainment of the ambient fluid and shear layer growth, which also results in a decrease of bulk jet velocity. Within $2.8 \leq y'/w_{jet} \leq 7.9$, the turbulence intensities at the jet centreline and shear layer for case II are slightly higher than for case I at the same relative downstream distances. The opposite is valid when the flow approaches the impingement plane ($y'/w_{jet} \geq 12.1$), where turbulence intensities for case I are slightly higher. To determine at which regions of the jet the turbulence intensity achieves self-similarity, the cross-jet profiles of turbulence intensity along the jet have been analysed at more lines than depicted in Fig. 7 (not all profiles are included in Fig. 7 for clarity). It appears that the profiles of the turbulence intensity tend to exhibit self-similar behaviour within regions of $12.1 \leq y'/w_{jet} \leq 18.4$ for case I and $12.1 \leq y'/w_{jet} \leq 20.1$ for case II, which partially comprise the regions of self-similar behaviour found for cross-jet velocity profiles.

![Figure 7: Cross-jet profiles of the turbulence intensity ($I_{uv}$) for a) case I; b) case II](image-url)
2.4.2 *Velocity contours and velocity vectors*

Fig. 8 shows contours of the dimensionless mean streamwise velocity and the mean velocity vectors in the vertical centreplane for case I (Fig. 8a,c) and case II (Fig. 8b,d). The white areas at the top and bottom parts of the figure indicate zones where erroneous measurement data due to obstructions by the structural beam of the water channel and reflections from the surfaces of the water channel are excluded.

The jet half-width $\delta_{0.5}$ and the nominal jet boundaries $2\delta_{0.5}$ (e.g., Fan 1967; Jirka 2004; Socolofsky et al. 2013) are indicated by the dashed and dotted white lines, respectively. The near-linear variation of the jet half-width $\delta_{0.5}$ along jet centreline within the intermediate jet region characterises the spreading rate of the jet $K_y = d\delta_{0.5}/dy$ (Pope 2000), which is equal to $K_y = 0.10$ for case I and $K_y = 0.12$ for case II. Experimental studies for free plane turbulent jets with sidewalls in the range of $Re = 6,000 - 16,000$, e.g., Jenkins and Goldschmidt (1973), Browne et al. (1983), Thomas and Chu (1989), Sakai et al. (2004), Deo et al. (2007a,b), Suresh et al. (2008), reported values of $K_y$ in the range from 0.05 to 0.11. The jet spreading rate for case I lies within the range from literature, while the spreading rate for case II falls just outside this range. A possible explanation could be that although the jets considered in the aforementioned studies have a $Re$ range (6,000 - 16,000) and an $AR$ range (20 - 35) similar to the values in our experiments, there are some differences in the contractions used in various studies. Jenkins and Goldschmidt (1973), Browne et al. (1983), Thomas and Chu (1989) and Suresh et al. (2008) conducted experiments with a gradually converging contraction; Sakai et al. (2004) applied a gradually converging contraction but without a rectangular section upstream of the jet inlet; and Deo et al. (2007a,b) used a contraction with radially-shaped edges but without a conditioning section.

The nominal jet boundaries are determined based on the distance of two jet half-widths $\delta_{0.5}$ from the jet centreline ($2\delta_{0.5}$) along the jet height. The angles between the jet boundaries and jet axis in the intermediate jet region are about $11 - 12^\circ$ for case I and about $12 - 12.5^\circ$ for case II. The slope of the jet boundaries indicates the jet entrainment rate. Thus, entrainment of ambient fluid is slightly more intensive for case II than for case I. The larger opening angle, and thus the more intensive entrainment and jet spreading can be caused by the higher turbulence intensities in the shear layer close to the jet inlet for $w_{jet} = 8$ mm (case II) compared to $w_{jet} = 16$ mm (case I) (as shown
Figure 8: Contours of dimensionless mean streamwise velocity ($V/V_0$) and mean velocity vectors in the vertical centreplane for a, c) case I; b, d) case II
in Fig. 3b). Note that the development of the jet half-width $\delta_{0.5}$ and the nominal jet boundaries $2\delta_{0.5}$ is identical for jets with the same $w_{jet}$ but different Reynolds numbers.

Fig. 9 provides contours of the dimensionless absolute mean lateral velocity ($abs(U)/V_0$) in the vertical centreplane and indicates the lines where the lateral velocity component $U = 0$ and changes its direction. The plots indicate the growth of the lateral component of velocity near the jet centreline at the height $y/h_{jet} \approx 0.7 - 0.75$ due to the influence of the impingement plane. Recirculation occurs at the top part of the water channel, where the lateral velocity component reaches $abs(U) = 0.08V_0$.

**Figure 9: Contours of dimensionless absolute mean lateral velocity (abs(U)/V_0) with mean velocity vectors in the vertical centreplane for a) case I; b) case II**

### 2.4.3 Instantaneous velocity, vorticity $\omega_{xy}$, and Okubo-Weiss function $Q$

Contours of the dimensionless instantaneous velocity magnitude ($|\mathbf{V}|/V_0$) from the measurements in ROI2 for cases I and II are depicted in Fig. 10 and indicate widening of the jet and growing of its shear layer due to entrainment of ambient fluid on either side of the jet. This entrainment is caused by vorticity induced in the jet shear layer due to...
high velocity gradients. At this Re value the flow is highly turbulent and it is difficult to clearly distinguish individual vortices in the jet with the present measurement resolution of 16 x 12 pixels per interrogation area of 1.8 x 1.4 mm².

![Figure 10: Contours of dimensionless instantaneous velocity magnitude and instantaneous velocity vectors in the vertical centreplane for a) case I; b) case II. Note that the Fig.10b provides only part of the data for the measurement region ROI2](image)

The distributions of the instantaneous vorticity for cases I and II (Fig. 11a and Fig. 11c) indicate that the highest levels of vorticity occur close to the inlet induced by the shear layer. The absolute maximum values of vorticity reach \( \Omega_z \approx 160 \, \mu \text{s}^{-1} \) for case I and \( \Omega_z \approx 400 \, \mu \text{s}^{-1} \) for case II. Although not presented here, it is worth mentioning that for the nozzle with \( w_{\text{jet}} = 16 \, \text{mm} \) and \( Re = 13,000 \), the vorticity reaches \( \Omega_z \approx 250 \, \mu \text{s}^{-1} \), while for the nozzle with \( w_{\text{jet}} = 8 \, \text{mm} \) and \( Re = 13,500 \) the value reaches \( \Omega_z \approx 650 \, \mu \text{s}^{-1} \). So, for a similar range of Reynolds numbers the vorticity for the jet width \( w_{\text{jet}} = 8 \, \text{mm} \) is at least two times higher than for the jet width \( w_{\text{jet}} = 16 \, \text{mm} \), which can be attributed to the higher velocities (same Re and smaller width) and higher mean velocity gradients at the jet inlet for \( w_{\text{jet}} = 8 \, \text{mm} \). Note that the gradients \( \partial (|V|/V_0) / \partial (x/w_{\text{jet}}) \) at the jet inlet are larger for \( w_{\text{jet}} = 16 \, \text{mm} \), while the actual gradients \( \partial |V| / \partial x \) are larger for \( w_{\text{jet}} = 8 \, \text{mm} \).
Figure 11: Contours of a) instantaneous vorticity; b) Okubo-Weiss function in vertical centreplane for case I. c, d) Same for case II. Note that the figure provides only part of the data for the measurement region ROI2.

To analyse the presence of vortical structures in the flow domain the Okubo–Weiss function is used. The Okubo-Weiss function was independently defined by Okubo (1970) and Weiss (1991). Based on the Okubo–Weiss function, the $Q$ criterion for the vertical centreplane ($z = 0$) can be defined as follows:
\[
Q(x,y,z=0) = \left( \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 - \left( \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right)^2
\]  

In this equation, the first two terms denote the normal and shear strain component, respectively, and the last term represents the vorticity \( \omega_z \). The strain-dominated regions can be identified by \( Q > 0 \), while rotation-dominated regions can be identified by \( Q < 0 \). The Okubo–Weiss function is valid for two-dimensional flow and has been successfully used by, among others, Vosbeek et al. (1997), Isern-Fontanet et al. (2004), Molenaar et al. (2004), Cieślik et al. (2010) and van Hooff et al. (2012). Fig. 11b and Fig. 11d show distributions of \( Q \) for cases I and II, respectively, which reveal that along the jet centreline within the potential core region the \( Q \) values lie around 0, which is also the case in the background flow on both sides of the jet. The values \( Q < 0 \) indicate turbulent eddy cores surrounded by circulation areas, while the regions with \( Q > 0 \) indicate the strain dominated regions.

### 2.4.4 Reynolds shear stress

Fig. 12 shows the distribution of the dimensionless Reynolds shear stress \( (u'v'/V_0^2) \) in the vertical centreplane for cases I and II. These data are analysed for each measurement set and are used to define the impingement region height. The Reynolds shear stress reaches its maximum value in the shear layer where velocity gradients and turbulence intensity are high. The change in sign of the Reynolds stresses occurs at the centreline of the jet due to symmetry of the time-averaged flow, and at the transition region from the jet to a wall jet, which defines the impingement region. For both jet widths, the impingement height is defined based on the Reynolds shear stress and is about 0.1\( h_{\text{jet}} \). This value corresponds with the impingement region height based on the dimensionless centreline velocity magnitudes in Fig. 4 of this paper, and also with the values reported in other studies (Maurel and Solliec 2001; Koched et al. 2011).
Figure 12: Contours of dimensionless Reynolds shear stress ($u'v'/V_0^2$) in the vertical centreplane for a, b) case I (Re = 8,000 and $w_{jet} = 16$ mm): a) ROI1; b) ROI3. c, d) Same for case II (Re = 7,200 and $w_{jet} = 8$ mm)
2.5 Discussion

In this study 2D particle image velocimetry (PIV) measurements are performed for the analysis of plane turbulent impinging jets (PTIJs) at moderate Reynolds numbers ($Re = 7,200 – 13,500$). Two jet configurations are considered: (1) $w_{jet} = 8 \text{ mm (AR} = 37.50)$ and jet height $h_{jet} = 45w_{jet}$, (2) $w_{jet} = 16 \text{ mm (AR} = 18.75)$ and jet height $h_{jet} = 22.5w_{jet}$. Note that the absolute jet height for both configurations is $h_{jet} = 360 \text{ mm}$. In addition, flow visualisations are performed to analyse the flow pattern, which shows cyclic jet flapping.

Based on the centreline and cross-jet velocity and the turbulence intensity profiles the present study shows that PTIJs behave as a free plane turbulent jet up to at least $y/h_{jet} \approx 0.75$ for the two jet widths, which is in line with the study of Gutmark et al. (1978).

The jet decay rate $K_u$ was quantified by analysing the centreline velocity distribution and the following values were obtained: $K_u \approx 0.14 - 0.15$ for $w_{jet} = 16 \text{ mm}$ and $K_u \approx 0.17 - 0.18$ for $w_{jet} = 8 \text{ mm}$. These values from the current experimental study of PTIJs are within the range of jet decay rates for free jets as reported in the literature. In addition, the spreading rate of the jet $K_y$ was defined by examining the development of the jet half-width $\delta_{0.5}$ along the jet height: $K_y \approx 0.10$ for $w_{jet} = 16 \text{ mm}$ and $K_y \approx 0.12$ for $w_{jet} = 8 \text{ mm}$. These comparisons indicate that for jet flows with the same Reynolds number decay of the centreline velocities and entrainment of ambient fluid by the jet is more intensive for $w_{jet} = 8 \text{ mm (AR} = 37.50)$ than for $w_{jet} = 16 \text{ mm (AR} = 18.75)$. A comparison with values from previous experimental studies shows that the jet spreading rate for $w_{jet} = 16 \text{ mm}$ lies within the range reported in the literature, whereas the spreading rate for $w_{jet} = 8 \text{ mm}$ falls just outside this range. This difference can be explained by the variation of the jet inlet conditions between these experiments, namely the configurations of the contractions used.

Future research\(^4\) of the authors will include experiments for an extended Reynolds number range, i.e. higher $Re$ values (higher velocities). Moreover, 3D PIV measurements

---

\(^4\) Future research can be focused on the analysis of instantaneous fields of velocity and vorticity in order to identify and to analyze the Kelvin-Helmholtz instabilities that dominate the early stages of the jet transition process (from the potential core to intermediate region)
will be performed to address the influence of sidewalls on the flow development within the potential, intermediate and impingement regions of the current jet configuration, as was done in studies of Alnahhal and Panidis (2009) and Deo et al. (2007b). Finally, the experimental results will be applied for turbulence model validation in CFD simulations of PTIJs, including Reynolds-averaged Navier-Stokes and large eddy simulations.

2.6 Conclusions

This paper provides a detailed experimental analysis of plane turbulent impinging jets (PTIJs) with two jet widths (8 mm and 16 mm) at moderate Reynolds numbers (7,200 – 13,500) issued on a horizontal plane at a fixed relative distance of 22.5 and 45 jet widths. There is a clear scarcity on similar experimental studies that aim at understanding the flow and to provide a database for comparison with numerical models. Prior to the PIV measurements, flow visualisations are performed to analyse the flow pattern.

For each jet width and for a range of Reynolds numbers, three sets of measurement data are obtained and examined: (1) the entire measurement region (ROI1), (2) the region close to the inlet (ROI2), and (3) the region close to the impingement plane (ROI3) to increase the measurement resolution in this area. The measurement data include time-averaged quantities of velocity, turbulence intensity and Reynolds shear stress measured in the vertical centreplane. In addition, instantaneous fields of velocity and vorticity have been analysed.

From the obtained results the following conclusions can be drawn:

- The flow visualisations show the presence of cyclic flapping of the impinging jet.
- The following regions of the jet are distinguished: (1) the potential core region with the centreline velocity more than or equal to 98% of the inlet jet velocity \( h_p = 4.8 w_{jet} \) for \( w_{jet} = 16 \text{ mm} \), \( h_p = (6.1 - 7.0) w_{jet} \) for \( w_{jet} = 8 \text{ mm} \), (2) the intermediate region with decaying centreline velocity comprising the transition region from the potential core to the developed region with largely self-similar profiles for mean velocity and turbulence intensity, (3) the impingement region, where the flow is influenced by the pressure created by the opposing impingement plane \( h_i \approx (0.10 - 0.13) h_{jet} \).
– Calculation of the shape factor \((H_{BL} = \delta'/\Theta)\) near the inlet indicated that the flow near the jet inlet was turbulent.
– The profiles of centreline mean velocity, cross-jet mean velocity and turbulence intensity show that the PTJJs considered in the present study behave as a free plane turbulent jet until \(y/h_{jet} \approx 0.7 - 0.75\).
– The self-similarity and self-preservation of the jet is shown by fitting the actual velocity profiles with theoretical profiles of a Gaussian distribution and analysing the cross-jet profiles of the turbulence intensity depending on the jet half-width. The investigated jet configurations exhibit self-similar behaviour of cross-jet velocity profiles between \(5.9 \leq y'/w_{jet} \leq 20.1\) for \(w_{jet} = 16\) mm, and between \(4.8 \leq y'/w_{jet} \leq 35.1\) for \(w_{jet} = 8\) mm. The profiles of turbulence intensity tend to achieve self-similarity between \(12.1 \leq y'/w_{jet} \leq 18.4\) for \(w_{jet} = 16\) mm, and between \(12.1 \leq y'/w_{jet} \leq 20.1\) for \(w_{jet} = 8\) mm.
– The jet decay rate \(K_u\) is quantified by analysing the centreline velocity distribution and the following values are obtained: \(K_u \approx 0.14 - 0.15\) for \(w_{jet} = 16\) mm and \(K_u \approx 0.17 - 0.18\) for \(w_{jet} = 8\) mm.
– The spreading rate \(K_y\) of the jet is defined by examining the development of the jet half-width \(\delta_{0.5}\) along the jet height: \(K_y \approx 0.10\) for \(w_{jet} = 16\) mm and \(K_y \approx 0.12\) for \(w_{jet} = 8\) mm.
– A distinct influence of the nozzle aspect ratio on the development of the profiles of the centreline mean velocity and the turbulence intensity in the streamwise direction was found. Jet nozzles with a higher aspect ratio showed more intensive entrainment and a faster decay of the centreline velocity for the same value of the jet Reynolds number. This is caused by the higher inlet jet velocity, resulting in higher mean velocity gradients, higher turbulence intensity and higher vorticity in the shear layer.
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Chapter 3

Validation of steady RANS modelling of isothermal plane turbulent impinging jets at moderate Reynolds numbers

This chapter has been published as a peer-reviewed journal paper:


Abstract

The numerical modelling of impinging jet flows is not straightforward as it should not only solve the shear layer development in the free jet region, but also the near-wall behaviour (streamline curvature) and the resulting wall jets after impingement. This study presents a validation study of steady Reynolds-averaged Navier-Stokes turbulence models for predicting isothermal plane turbulent impinging jets at two different slot Reynolds numbers, i.e. \( Re = 8,000 \) (case I) and \( Re = 13,000 \) (case II), based on 2D particle image velocimetry measurements. In addition, an in-depth analysis of the results provided by the five different turbulence models: standard \( k-\epsilon \) (SKE), realizable \( k-\epsilon \) (RKE), RNG \( k-\epsilon \), SST \( k-\omega \), and a Reynolds stress model (RSM), is performed. The results show that: (1) for both Reynolds numbers the best agreement with measured velocities and turbulent kinetic energy in the region near the jet nozzle is achieved with SST; (2) the best predictions of potential core length are provided by RNG (case I) and RKE (case II); (3) centreline distributions of velocities and turbulent kinetic energy are most accurately predicted by RNG and RKE for case I, while for case II the best agreement with experimental data is obtained by SKE and RNG; (4) the best overall performance for both cases in predicting velocities is provided by RKE, and by RKE and RNG when considering turbulent kinetic energy; (5) all models more accurately predict the jet spreading rate in the intermediate region than in the potential core region; (6) for both Reynolds numbers SKE provides the most accurate estimation of jet decay rate.
3.1 Introduction

Air curtains are used in many practical applications to separate two environments in terms of heat and mass transfer, for example, at entrances of buildings to reduce heat losses (e.g. Siren 2003, Foster et al. 2006, Gil-Lopez et al. 2014), in cleanrooms and hospitals to prevent pollutant spreading (e.g. Shih et al. 2011, Zhai and Osborne 2013), inside buildings (e.g. Luo et al. 2013) and tunnels (e.g. Rydock et al. 2000) to prevent smoke propagation between two or more zones.

An air curtain can be represented by a plane turbulent impinging jet (PTIJ) as schematically shown in Figure 1. The jet consists of the following three distinctive flow regions (e.g. Guyonnaud et al. 2000, Maurel and Sollic 2001, Koched et al. 2011): (1) the potential core region with a centreline velocity more than or equal to 98% of the inlet jet velocity (length of the potential core region \( h_p \) is generally \( 3w_{jet} \leq h_p \leq 8w_{jet} \), with \( w_{jet} \) the width of the nozzle from which the jet is issued), (2) the intermediate region with decaying centreline velocity, including the transition region from the potential core to the developed region, with self-similar profiles for mean velocity and turbulence intensity, (3) the impingement region, where the flow is influenced by the pressure gradient created by the opposing impingement plate (height of the impingement region \( h_i \approx (0.10 - 0.13)h_{jet} \) with \( h_{jet} \) the distance from the nozzle to the floor). The length of the potential core \( h_p \) is influenced by the turbulence intensity at the jet nozzle, jet Reynolds number \( Re \), the shape of the jet nozzle and its aspect ratio \( AR \), which is the ratio of nozzle depth to width \( w_{jet} \) (e.g. Maurel and Sollic 2001, Koched et al. 2011). The height of the impingement region \( h_i \) is found to be slightly dependent on jet Reynolds number (e.g. Koched et al. 2011). However, Maurel and Sollic (2001) stated that the jet behaviour did not vary with Reynolds number or jet height. A number of studies provided correlations for jet velocity distributions within the intermediate region (e.g. Rajaratnam 1976, Awbi 1991) and near the impingement plate (e.g. Maurel and Sollic 2001).

The scientific literature available on air curtains and plane impinging jets can be divided into two categories: (1) application-oriented studies on air curtains and (2) basic studies on plane impinging air jets. Applied and basic studies can both be performed experimentally (at full or reduced scale, on-site or in a laboratory) and numerically, i.e. using computational fluid dynamics (CFD). Application-oriented studies are generally focused on the dimensioning of air curtains, determination of the air-curtain efficiency
by development of empirical formulae, and defining the most influential parameters with respect to the air curtain separation efficiency. Basic studies generally analyse the structure of the jet, turbulence levels and vortical structures by means of different measurement, visualisation and numerical techniques. This paper focuses on the capability of steady Reynolds-averaged Navier-Stokes (RANS) CFD simulations to predict plane turbulent impinging jet flows. Table 1 provides a non-exhaustive overview of previous numerical validation studies with the steady RANS approach on PTIJs. This overview is used to define the novel contribution of the present paper.

Modelling PTIJ involves solving the free shear layer within the jet potential core and intermediate region, and the jet near-wall behaviour in the impingement region. Seyedein et al. (1994), Heyerichs and Pollard (1996), Shi et al. (2002), Habli et al. (2014), Achari and Das (2015), Moureh and Yataghene (2016) and others questioned the performance of the standard $k$-$\varepsilon$ model (SKE) for PTIJ, while a number of validation studies for free plane turbulent jets (i.e. without impingement) showed a sufficient performance of steady RANS in combination with SKE (e.g. Berg et al. 2006,
<table>
<thead>
<tr>
<th>Authors</th>
<th>$h_{jet} / w_{jet}$</th>
<th>$Re$</th>
<th>Turb. model</th>
<th>Inlet boundary condition</th>
<th>Validation parameters</th>
<th>Provided results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seyedein et al. 1994</td>
<td>2.5-7.5</td>
<td>5,000-10,000</td>
<td>LRKE$<em>{LS}$, LRKE$</em>{C}$</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>$P$, $Nu$</td>
<td>Vel, $P$, $Nu$</td>
</tr>
<tr>
<td>Heyerichs and Pollard 1996</td>
<td>2.6</td>
<td>10,000</td>
<td>SKE, LRKE, SKO</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>$Nu$</td>
<td>$Nu$, $C_f$</td>
</tr>
<tr>
<td>Chen et al. 1999</td>
<td>2-8</td>
<td>250-20,000</td>
<td>SKO</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>$Nu$, Vel</td>
<td>Vel, $Nu$, $Sh$</td>
</tr>
<tr>
<td>Shi et al. 2002</td>
<td>2, 6, 12</td>
<td>1,500-71,300</td>
<td>SKE, RSM$_L$</td>
<td>Vel, $I$, $l$</td>
<td>$Nu$</td>
<td>Vel, $Nu$</td>
</tr>
<tr>
<td>Park et al. 2003</td>
<td>0.5-4</td>
<td>9,800; 16,400; 25,100</td>
<td>SKO</td>
<td>Vel, $k$, $\omega$</td>
<td>$Nu$, Vel</td>
<td>Vel, $Nu$, $C_f$</td>
</tr>
<tr>
<td>Angioletti et al. 2005</td>
<td>4.5</td>
<td>1,000-4,000</td>
<td>RNG, RSM$_L$, SST</td>
<td>Vel, $I$</td>
<td>Vel, $Nu$</td>
<td>Vel, $Nu$</td>
</tr>
<tr>
<td>Le Song and Prud’homme 2007</td>
<td>10</td>
<td>6,000</td>
<td>URANS LRKE</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>Vel, $RMS$</td>
<td>Vel, $k$, Vel, $k$</td>
</tr>
<tr>
<td>Isman et al. 2008</td>
<td>4-10</td>
<td>4,000-12,000</td>
<td>SKE, RNG</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>$Nu$</td>
<td>$k$, $\varepsilon$, $Nu$</td>
</tr>
<tr>
<td>Jaramillo et al. 2008</td>
<td>4, 9.2</td>
<td>20,000</td>
<td>SKO, SKE</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>Vel, $RMS$, $Nu$</td>
<td>Vel, $RMS$, $Nu$</td>
</tr>
<tr>
<td>Rhea et al. 2009</td>
<td>8</td>
<td>10,000</td>
<td>RSM$_D$</td>
<td>Vel, $l$</td>
<td>Vel, $RMS$, $Re$ stresses</td>
<td>Vel, $RMS$, $Re$ stresses</td>
</tr>
<tr>
<td>Koseoglu and Baskaya 2010</td>
<td>2, 6, 12</td>
<td>10,000</td>
<td>LRKE</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>$Nu$</td>
<td>$Nu$</td>
</tr>
<tr>
<td>Kubacki and Dick 2010</td>
<td>4, 9.2, 10</td>
<td>13,500; 20,000</td>
<td>WKO</td>
<td>Vel, $k$, $\omega$</td>
<td>Vel, $RMS$, $Re$ stresses, $C_i$, $Nu$</td>
<td>Vel, $I$, $Re$ stresses, $C_i$, $Nu$, Vel, $k$</td>
</tr>
<tr>
<td>Dutta et al. 2013</td>
<td>4, 9.2</td>
<td>20,000</td>
<td>LRKE, RNG, RKE, RKE$_{SKE}$, SKO, SST, $v^2f$</td>
<td>Vel, $k$, $\varepsilon$, $\omega$, $RMS$</td>
<td>Vel, $RMS$, $Nu$</td>
<td>Vel, $I$, $Nu$, Vel, $I$</td>
</tr>
<tr>
<td>Achari and Das 2015</td>
<td>4, 9.2</td>
<td>20,000</td>
<td>LRKE, SKE, SKO</td>
<td>Vel, $k$, $\varepsilon$, $\omega$</td>
<td>Vel, $RMS$, $I$, $P$, $C_f$, $Nu$, $T$</td>
<td>Vel, $RMS$, $P$, $C_f$, $Nu$</td>
</tr>
<tr>
<td>Benmouhoub and Mataoui 2015</td>
<td>8</td>
<td>10,000-25,000</td>
<td>RSM$_L$</td>
<td>Vel, $k$, $\varepsilon$</td>
<td>Vel, $Nu$</td>
<td>Vel, $T$</td>
</tr>
<tr>
<td>Moureh and Yataghene 2016</td>
<td>10</td>
<td>8,000</td>
<td>SKE, RSM$_{LR}$</td>
<td>Vel, $I$, $Re$ stresses</td>
<td>Vel, $RMS$</td>
<td>Vel, $I$, $T$</td>
</tr>
</tbody>
</table>

Table 1: Overview of CFD studies with RANS on PTIJ

Table legend: WKO - $k$-$\omega$ by Wilcox, LRKE - Chien Low-Re $k$-$\varepsilon$, LRKE$_{LS}$ - Launder and Sharma Low-Re $k$-$\varepsilon$, LRKE$_{LB}$ - Lam-Brethorst Low-Re $k$-$\varepsilon$, RSM$_L$ – Launder Reynolds stress model (RSM), RSM$_{LR}$ – Wilcox RSM, RSM$_{D}$ – Dianat RSM, $v^2f$ – normal velocity relaxation model of Durbin, $C_i$ – skin friction coefficient, $I$ – turbulence intensity, $l$ – turbulence length scale, $k$ – turbulent kinetic energy, $Nu$ – Nusselt number, $P$ – surface pressure, $RMS$ – RMS velocity distributions, $Sh$ – Sherwood number, $T$ – temperature distributions, Vel – velocity distributions, $\varepsilon$ – turbulence dissipation rate, $\omega$ – specific turbulence dissipation rate.
Aziz et al. 2008, Isman et al. 2008). According to Le Song and Prud’homme (2007), Rhea et al. (2009) and Kubacki et al. (2013), the Boussinesq relationship that uses the turbulent viscosity to relate turbulent shear stresses and mean strain rate is responsible for the inability of RANS models to accurately predict the turbulence quantities in the free jet region and specifically close to the wall. However, the performance of turbulence models can differ per characteristic zone of a PTIJ (e.g. Zuckerman and Lior 2006). In addition, one turbulence model can provide accurate predictions for one flow variable while lacking accuracy in predicting another. For example, Aziz et al. (2008) found a better performance of SKE than RNG in predicting the jet spreading rate, jet decay rate and velocity profiles of a free plane turbulent jet, while the turbulent kinetic energy was only accurately predicted by RNG. Angioletti et al. (2005), Jaramillo et al. (2008) and Dutta et al. (2013) indicated the absence of generality in results for different studied cases of PTIJ due to different boundary conditions and computational settings.

In spite of the rather large number of numerical studies on PTIJs performed in the past, there is still a scarcity of validation studies for PTIJ at moderate Reynolds numbers (i.e. $5,000 < \text{Re} < 15,000$) for a jet height larger than 10 jet nozzle widths, including an evaluation of both mean velocity and turbulence intensity (see Table 1). Moreover, most of the numerical studies on PTIJs only focused on the jet impingement region. Furthermore, there is an evident inconsistency in conclusions of validation studies on PTIJs. Therefore, the aim of the present study is to validate steady RANS CFD simulations of PTIJ flows with a jet height to width ratio of $\frac{h_{\text{jet}}}{w_{\text{jet}}} = 22.5$ at two moderate Reynolds numbers, i.e. $\text{Re} = 8,000$ and $\text{Re} = 13,000$, based on 2D particle image velocimetry (PIV) data for the whole vertical centreplane of the PTIJ. Section 3.2 provides a short description of the experimental set-up. Section 3.3 contains an overview of the computational model. The results of the CFD simulations are presented in Section 3.4. Section 3.5 (discussion) and Section 3.6 (conclusions) conclude this paper.

### 3.2 Reduced-scale PIV measurements

For validation purposes, isothermal reduced-scale experiments of PTIJ flow are performed in a water channel, where a plane jet is issued from a smoothly-shaped nozzle (Fig. 2). Hydrostatic pressure is created by a water column and upstream of the nozzle,
water flows through a conditioning section consisting of one honeycomb and two screens in order to reduce lateral and longitudinal turbulence intensity and the mean velocity gradients (more uniform flow). The Reynolds number is defined based on the mean streamwise velocity at the jet exit $V_0$ and the jet nozzle width $w_{jet}$; $Re = (V_0 w_{jet}) / \nu$, with $\nu$ the kinematic viscosity. In the experiment, $V_0$ is equal to 0.50 m/s and 0.81 m/s, corresponding to $Re = 8,000$ and $Re = 13,000$, respectively. The jet is issued vertically on a horizontal plate at a distance of $h_{jet}$ = 360 mm from the jet inlet. The value of $w_{jet}$ is equal to 16 mm resulting in $h_{jet}/w_{jet} = 22.5$ and the nozzle depth (dimension in spanwise direction; z direction) is 300 mm, resulting in a nozzle aspect ratio $AR$ of 18.75.

For the PIV measurements, a 2D PIV system is used consisting of a solid-state frequency-doubled Nd:Yag laser (wavelength 532 nm and repetition rate 15 Hz) as a light source, and a charge coupled device (CCD) camera (1600 x 1200 pixels resolution, up to 30 frames/s) for image recordings. The light sheet is delivered at the bottom of the water channel by a set of mirrors and cylindrical and spherical lenses. Seeding is provided by polyamide particles ($D = 50 \mu$m, density $\rho_s = 1,030$ kg/m$^3$) added to the water. Three sets of measurements are performed, which focus on (Fig. 2): (1) ROI1 – the entire measurement plane of ($W \times H = 192 \times 360$ mm$^2$), (2) ROI2 – the region close to the jet nozzle ($W \times H = 128 \times 192$ mm$^2$), and (3) ROI3 – the impingement region ($W \times H = 128 \times 176$ mm$^2$). The PIV measurements provide information on the mean velocities and turbulence intensities in the vertical centreplane. More information on the experimental set-up and measurement results can be found in Khayrullina et al. (2017).

### 3.3 CFD simulations

#### 3.3.1 Computational geometry and grid

The computational geometry ($L \times H \times D = 1.0 \times 0.36 \times 0.15$ m$^3$) replicates one-fourth of the experimental setup described in Khayrullina et al. (2017) (Fig. 3). A symmetry boundary condition with zero normal velocities and zero normal gradients of all variables is used to limit the computational costs, as the geometry and time-averaged flow pattern are regarded to be symmetrical. This assumption is successfully verified by comparison of the results with those obtained from a simulation with the full domain.
Figure 2: Experimental set-up with indication of measurement regions of interest (ROI) (Khayrullina et al. 2017)

(dimensions equal to experimental set-up). In addition, a 3D computational geometry is chosen for this validation study, since small but noticeable differences are observed between the results from 3D and 2D simulations. The computational grid is created by the surface-grid extrusion technique (e.g. van Hooff and Blocken 2010) resulting in a structured hexahedral mesh for the water channel section and an unstructured hexahedral mesh for the smoothly shaped nozzle. A high spatial resolution is applied for the boundary layers (near the nozzle surfaces and the impingement plate), in regions with high velocity gradients at the jet nozzle \((y = 0)\), and at the outlet of the domain. The grid resolution is obtained from a grid-sensitivity analysis using three different grids (see Section 3.3.4 for results) with a grid-refinement factor of \(\sqrt{2}\) in each direction; coarse grid \((1,003,696\) cells\), basic grid \((2,809,800\) cells\) and fine grid \((7,915,275\) cells\). Across the computational inlet (half of the nozzle width) 14, 20 and 28 cells are used for coarse, basic and fine grids, respectively (Fig. 4). The dimensionless wall distances \((y^*,\text{average values})\) for the coarse, basic and fine grids in the jet nozzle are equal to 4, 2.5 and 1,
respectively, while at the impingement plate they are equal to 5, 1.25 and 0.5, respectively. The value of \( y^* \) is defined as \( y^* = \frac{\rho C_\mu^{1/4} k_P^{3/4} y_P^{1/2}}{\mu} \) with \( \rho \) the density of the fluid (water), \( \mu \) the dynamic viscosity, \( k_P \) the turbulent kinetic energy in the centre point \( P \) of the wall-adjacent cell, \( y_P \) the distance from point \( P \) to the wall, \( C_\mu \) the model constant generally equal to 0.09 (exact value depends on the used turbulence model). The low values of \( y^* \) (below 5) enable the use of low-Reynolds number modelling, which implies resolving the flow in the immediate vicinity of the wall including the thin viscous sublayer.

### 3.3.2 Boundary conditions

At the inlet of the computational domain a uniform jet exit velocity in vertical direction of \( V_0 = 0.085 \) m/s and \( V_0 = 0.138 \) m/s is imposed, which lead to \( Re = 8,000 \) (case I) and \( Re = 13,000 \) (case II) at the nozzle exit, respectively. The turbulence intensity is set to 15\%, which resulted in a turbulence intensity on the jet centreline near the jet nozzle that corresponded to the measured values, and the turbulence length scale \( l (= 0.07 L_{gap}/C_\mu^{3/4}) \) is calculated based on the opening size (\( L_{gap} = 1 \) mm) in the finest screen in the conditioning section with \( C_\mu \) equal to 0.09 (ANSYS Inc. 2013). At the outlet, zero static gauge pressure is applied, whereas zero normal velocities and zero normal gradients of all the variables are imposed at the two symmetry planes. The remaining surfaces are modelled as no-slip walls.

### 3.3.3 Solver settings

The 3D steady RANS equations are solved with ANSYS Fluent 16 (ANSYS Inc. 2013) using five different turbulence models to provide closure: (1) standard \( k-\varepsilon \) model (SKE) (Jones and Launder 1972); (2) realizable \( k-\varepsilon \) model (RKE) (Shih et al. 1995); (3) renormalization group \( k-\varepsilon \) model (RNG) (Yakhot et al. 1992); (4) shear stress transport \( k-\omega \) model (SST) (Menter 1994) with low-Re corrections and a limiter applied to the production of turbulent kinetic energy (Menter 1993); (5) linear pressure-strain Reynolds stress model (RSM) (Launder 1989). These models are chosen due to their good performance in previous PTIJ studies (see Section 3.1) and their common use in engineering applications due to their good balance between computational demand and accuracy (e.g. Blocken 2018). Moreover, these turbulence models represent models from two different groups: 1) first-order closure models based on the Boussinesq eddy-viscosity hypothesis (\( k-\varepsilon \)
and \( k-\omega \) models); and 2) second-order closure models; i.e. Reynolds stress models (RSM). All models utilise low-Re number modelling for near-wall regions which is possible due to the sufficiently low dimensionless wall distances that are present (\( y^* < 5 \), see Section 3.3.1).

Second-order discretisation schemes are used for both the convection and viscous terms of the governing equations, pressure-velocity coupling is performed by the SIMPLEC algorithm, and pressure interpolation is second order. Oscillatory convergence of the scaled residuals is observed for RKE, RNG, SST and RSM. Due to oscillations of the velocity magnitude observed at a reference point on the jet centreline at \( y/h_{\text{jet}} = 0.9 \) (see
Figure 4: Configurations of the computational grid with indication of the boundary conditions and the number of cells over the half of the contraction width: coarse (14 cells per inlet), middle (20 cells) and fine (28 cells)

Fig. 5a), the results of RKE, RNG, SST presented in the remainder of the paper are averaged over a sufficient number of iterations (70,000–100,000 iterations). The values of the cumulative moving average (CMA) of velocity magnitude in Figure 5b show a steady behaviour for all models meaning that the results are averaged over a sufficient number of iterations.

3.3.4 Grid-sensitivity analysis

The grid-sensitivity analysis is conducted with RKE and SST for case I ($Re = 8,000$) with coarse (1,003,696 cells), basic (2,809,800 cells) and fine (7,915,275 cells) grids. The results of the grid-sensitivity analysis are provided in Figure 6; i.e. the centreline profiles ($x = 0$, $z = 0$) of normalised jet velocity in the vertical direction ($V/V_0$). The grid-convergence index (GCI) by Roache (1994, 1997) is calculated for the basic grid, which is shown by shaded bounds in Figure 6, using:
Figure 5: a) Velocity magnitude |V| monitored over number of iterations on the jet centreline at y/h_{jet} = 0.9 for different turbulence models. b) Cumulative moving average of velocity magnitude at the same point. Note that the zeroth iteration corresponds to the iteration where the scaled residuals levelled off and started to oscillate.

\[
GCI'_{\text{basic}} = F_s \frac{r^p \left( \frac{V_{\text{basic}}}{V_0} - \frac{V_{\text{fine}}}{V_0} \right)}{1 - r^p}
\]

with \( F_s \) the safety factor equal to the recommended value of 1.25 when at least three grids are analysed, \( r \) the linear grid refinement factor equal to \( \sqrt{2} \), \( p \) the formal order of accuracy, which is assigned the value of 2 as second-order discretisation schemes are used for the simulations (Roache 1997). The requirement regarding the minimum grid refinement factor is not straightforward. Guidelines by Casey and Wintergerste (2000) stated the grid should be doubled twice in each direction for grid-sensitivity analyses, resulting in \( r = 2 \). However, Roache (1998) and Celik et al. (2008) stated that for engineering applications, an appropriate grid refinement factor should be at least 1.3 and 1.1, respectively. In order to limit the increase in computational demand per grid.
refinement, and to be in line with the different aforementioned guidelines, the grid refinement factor in this study is $r = \sqrt{2}$.

Figure 6 shows that the results of the grid-sensitivity study vary per turbulence model. The prediction of velocities by RKE is sensitive to the grid resolution within the intermediate ($0.2 < y/h_{jet} < 0.87$) and the impingement ($y/h_{jet} \geq 0.87$) regions. However, the results obtained with the basic and the fine grids are very close to each other. The solution provided by SST shows a higher sensitivity to the grid resolution for basic and fine grids in the intermediate ($0.35 < y/h_{jet} < 0.87$) jet region. The average values of $GCI'_{\text{basic}}$ along the jet centreline are 1.0% and 4.3% for RKE and SST, respectively. The maximum values of $GCI'_{\text{basic}}$ are 2.2% at $y/h_{jet} = 0.55$ for RKE and 9.7% at $y/h_{jet} = 0.89$ for SST. Based on this analysis it is concluded that the basic grid provides nearly grid-independent results and it is therefore used in the remainder of this study.

Figure 6: Results of grid-sensitivity analysis: $V/V_0$ along jet centreline. a) RKE; b) SST. Grey bounds indicate $GCI$ index calculated for the basic grid.
3.4 Results

3.4.1 Validation metrics

In order to provide a quantitative assessment of the performance of different turbulence models the following validation metrics are applied: the factor of 1.1 and 1.5 of the observations ($\text{FAC}_{1.1}$ and $\text{FAC}_{1.5}$, respectively) and the correlation factor ($R$). These metrics are calculated as follows:

\[
\text{FAC}_{1.1} = \frac{1}{n} \sum_{i=1}^{n} N_i \quad \text{with} \quad N_i = \begin{cases} 
1 & \text{for} \quad 0.91 \leq \frac{P_i}{O_i} \leq 1.1 \\
0 & \text{else}
\end{cases}
\]  

(2)

\[
\text{FAC}_{1.5} = \frac{1}{n} \sum_{i=1}^{n} N_i \quad \text{with} \quad N_i = \begin{cases} 
1 & \text{for} \quad 0.67 \leq \frac{P_i}{O_i} \leq 1.5 \\
0 & \text{else}
\end{cases}
\]  

(3)

\[
R = \frac{1}{n} \sum_{i=1}^{n} (O_i - \overline{O})(P_i - \overline{P})
\]  

\[= \frac{\sigma_P \sigma_O}{\sigma_P^2 + \sigma_O^2}
\]  

(4)

with $P_i$ and $O_i$ the time-averaged values obtained from CFD simulations and PIV experiments, respectively, $n$ the number of measurement data points, $\sigma_P$ and $\sigma_O$ the standard deviation of $P_i$ and $O_i$, respectively. The square brackets indicate averaging over all data points. This study provides an analysis of 150 data points along the jet centreline and 50 cross-jet values per line (three lines), resulting in a total number of 300 data points used in the analysis, which is considered to be sufficient for this particular case. The number of required data points depends on the flow pattern, flow complexity, and aim of the study.

The values of $\text{FAC}_{1.1}$ and $\text{FAC}_{1.5}$ show the fraction of considered data points, where the simulation results fall within a factor of 1.1 and 1.5 of the experimentally obtained values, respectively. $\text{FAC}_{1.1}$ and $\text{FAC}_{1.5}$ provide a clear picture of randomly occurring high or low differences between measured and predicted values of characteristic flow quantities.
(Schatzmann et al. 2010). The values of $R$ reflect the linear relationship between experimental and numerical results and provide an overall assessment of model performance. However, it can be influenced by a few either low or high outliers. To the best knowledge of the authors, the quantitative requirements regarding model validation are available only for prediction of pollution dispersion cases, e.g. Chang and Hanna (2004), Schatzmann et al. (2010), who used a threshold of $\text{FAC2} > 0.5$ in the model assessment for pollution dispersion predictions. In the present study, $\text{FAC1.1}$ and $\text{FAC1.5}$ are used in order to clearly illustrate the performance differences between different RANS models.

3.4.2 Mean velocity and turbulent kinetic energy distributions near the jet nozzle

Figure 7 shows normalised time-averaged velocity magnitude ($|V|/V_0$) and turbulent kinetic energy (TKE; $k/V_0^2$) profiles near the jet nozzle from the PIV measurements (Khayrullina et al. 2017) and CFD simulations of case I (Fig. 7a,b; $Re = 8,000$) and case II (Fig. 7c,d; $Re = 13,000$). The distributions are taken at a distance of $y = 2w_{\text{jet}}$ from the jet inlet$^1$. Note that the simulations are performed with symmetry boundary conditions, therefore the results are reflected in the jet centreline ($x/w_{\text{jet}} = 0$).

In the remainder of the paper, all results will consist of the time-averaged measurement data from PIV and the mean values from the steady RANS CFD simulations. A quantitative comparison is made in Table 2 using the validation metrics from Section 3.4.1.

Based on the velocity distributions provided in Figure 7a,c and the validation metrics provided in Table 2 the following observations are made:

- For both cases, the distributions of velocities predicted by the numerical simulations generally show a less clear top-hat shape profile compared to the measured profiles, except for the results from SST that most clearly represent the top-hat profile. The results of the validation studies by Berg et al. (2006) and Rhea et al. (2009), who investigated SKE and RSM models, respectively, are in line with this finding. The best agreement with the measured velocities in this initial region based on $R$ is achieved with SST ($R = 0.947$ and $0.951$ for cases I and II, respectively) and the worst with SKE ($R = 0.909$ and $0.923$ for cases I and II, respectively). When considering $\text{FAC1.1}$, the

$^1$ Note that the boundary conditions at the computational inlet are identical for all tested turbulence models. However, the predicted cross-jet profiles of flow quantities at the nozzle exit ($y = 0$) are different for all tested turbulence models.
**Table 2: Validation metrics defined for cross-jet velocity distributions near the jet inlet at y = 2wjet**

<table>
<thead>
<tr>
<th>Model</th>
<th>Case I</th>
<th>Case II</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R FAC1.1</td>
<td>R FAC1.1</td>
<td>R FAC1.5</td>
<td>R FAC1.5</td>
</tr>
<tr>
<td>SKE</td>
<td>0.909 0.32</td>
<td>0.923 0.40</td>
<td>0.634 0.08</td>
<td>0.710 0.16</td>
</tr>
<tr>
<td>RKE</td>
<td>0.918 0.40</td>
<td>0.929 0.44</td>
<td>0.659 0.08</td>
<td>0.724 0.32</td>
</tr>
<tr>
<td>RNG</td>
<td>0.919 0.40</td>
<td>0.930 0.44</td>
<td>0.636 0.08</td>
<td>0.701 0.28</td>
</tr>
<tr>
<td>SST</td>
<td>0.947 0.36</td>
<td>0.951 0.36</td>
<td>0.741 0.40</td>
<td>0.800 0.44</td>
</tr>
<tr>
<td>RSM</td>
<td>0.919 0.32</td>
<td>0.929 0.32</td>
<td>0.662 0.08</td>
<td>0.720 0.20</td>
</tr>
</tbody>
</table>

Perfect performance

---

**Figure 7:** Comparison of PIV results with results of steady RANS CFD simulations. Cross-jet profiles of: a,c) normalised jet velocity magnitude (|V|/V₀); b,d) normalised turbulent kinetic energy (k/V₀²).

a,b) Case I c,d) Case II. x/w_{jet} = 0 corresponds to the jet centreline.
best agreement is obtained with RKE and RNG; \( \text{FAC}1.1 = 0.40 \) and \( 0.44 \) for case I and case II, respectively, while the worst agreement is for case I is obtained with SKE and RSM, and for case II with RSM.

- For both cases the velocities in the outer jet region \( (0.5 < |x|/w_{\text{jet}} < 1) \) are overestimated by all the turbulence models.
- The ambient fluid starts to entrain the jet potential core at a distance \( |x|/w_{\text{jet}} \) from the jet centreline, where \( |V|/V_0 = 0.98 \) (Deo et al., 2007a). In case I, \( |x|/w_{\text{jet}} = 0.15 \) for SKE, \( |x|/w_{\text{jet}} = 0.20 \) for RKE and RNG, \( |x|/w_{\text{jet}} = 0.30 \) for SST and \( |x|/w_{\text{jet}} = 0.18 \) for RSM. Note that in Figure 7a the line for SKE overlaps with that of RKE and RSM for \( |x|/w_{\text{jet}} < 0.5 \). In case II, \( |x|/w_{\text{jet}} = 0.23 \) for RKE and RNG, \( |x|/w_{\text{jet}} = 0.20 \) for SKE, \( |x|/w_{\text{jet}} = 0.30 \) for SST and \( |x|/w_{\text{jet}} = 0.23 \) for RSM. The value obtained from PIV is equal to \( |x|/w_{\text{jet}} = 0.33 \) and \( 0.32 \) for cases I and II, respectively.

Figure 7b,d shows three profiles of \( k/V_0^2 \) (PIV-1, PIV-2, PIV-3) calculated using:

\[
k/V_0^2 = 0.5(u_{\text{RMS}}^2 + v_{\text{RMS}}^2 + w_{\text{RMS}}^2)/V_0^2
\]  

(5)

with \( u_{\text{RMS}}, v_{\text{RMS}}, w_{\text{RMS}} \) the lateral, streamwise and spanwise RMS velocities, respectively. Due to the absence of the spanwise component \( (w_{\text{RMS}}^2) \) in the 2D PIV experiments by Khayrullina et al. (2017), its value needs to be estimated, which is done using the assumptions described in Table 3. The profile of PIV-1 uses the relation between the centreline profiles of \( u_{\text{RMS}}^2 \) and \( w_{\text{RMS}}^2 \) provided by Gutmark et al. (1978); \( u_{\text{RMS}}^2 = w_{\text{RMS}}^2 \) on the jet centreline for \( y/h_{\text{jet}} \leq 0.85 \). For \( y/h_{\text{jet}} > 0.85 \) the values of \( w_{\text{RMS}}^2 \) become slightly higher than \( u_{\text{RMS}}^2 \) (factor \( a \) is larger than 1), which can be explained by vortex stretching along the impingement plate, which enhances spanwise \( (w_{\text{RMS}}) \) and streamwise \( (v_{\text{RMS}}) \) velocity fluctuations. For PIV-2, the spanwise component is equal to zero; for PIV-3 \( w_{\text{RMS}}^2 \) is assumed to be equal to the average of the lateral and streamwise RMS velocities. Figure 7b,d shows that:

- The CFD profiles of \( k/V_0^2 \) near the jet inlet correspond best to the profile with the assumption that \( w_{\text{RMS}}^2 \) is zero (PIV-2). Therefore, only the results of PIV-2 are provided in the remainder of the paper.
- SST provides the closest agreement \( (R = 0.741 \) and 0.8, and \( \text{FAC}1.5 = 0.40 \) and \( 0.44 \) for cases I and II, respectively), especially within the jet potential core \( |x|/w_{\text{jet}} < 0.3 \).
Steady RANS CFD simulations

SKE, RKE, RNG and RSM underestimate $k/V_0^2$ in the shear layer ($0.3 < |x|/w_{jet} < 0.75$) and overestimate $k/V_0^2$ close to the jet centreline ($x/w_{jet} = 0$).

- The values of $k/V_0^2$ near the jet nozzle in the shear layer are underestimated by CFD simulation compared to that of experiments for both cases. For example, for case I (Fig. 7b) SST provides a maximum value of $k/V_0^2 = 0.028$, while experimental data (PIV-2) shows a maximum of $k/V_0^2 = 0.068$. Similarly, Rhea et al. (2009) and Achari and Das (2015) observed underestimations of turbulent kinetic energy by $k$-$\varepsilon$ models in the shear layer, especially close to the inlet. Achari and Das (2015) demonstrated that the standard $k$-$\omega$ model provided better predictions of turbulent kinetic energy near the inlet; however, this turbulence model is not tested in the present study.

- In both cases SKE shows the largest overestimation of $k/V_0^2$ within the jet potential core. For example, for case I (Fig. 7b), SKE provides a maximum value of $k/V_0^2 = 0.012$, while the experimental data show that $k/V_0^2$ approaches zero ($k/V_0^2 \approx 0.0005$) near the jet centreline ($x/w_{jet} = 0$).

**Table 3: Spanwise component $w_{RMS}^2$ for TKE**

<table>
<thead>
<tr>
<th>Profile name</th>
<th>Spanwise component $w_{RMS}^2$</th>
</tr>
</thead>
</table>
| PIV-1        | $y/h_{jet} > 0.85$: $w_{RMS}^2 = a(y) \cdot u_{RMS}^2$  
               | $y/h_{jet} \leq 0.85$: $w_{RMS}^2 = u_{RMS}^2$  
               | $a(y)$ – variable defined from Gutmark et al. 1978 |
| PIV-2        | $w_{RMS}^2 = 0$ |
| PIV-3        | $w_{RMS}^2 = 0.5(u_{RMS}^2 + v_{RMS}^2)$ |

3.4.3 Centreline mean velocity and turbulent kinetic energy distributions

Figure 8 shows $V/V_0$ and $k/V_0^2$ along the jet centreline obtained with different turbulence models.

For case I (Fig. 8a,b) the following observations are made:

- RNG and RKE accurately predict $V/V_0$ along the jet centreline. SKE underestimates $V/V_0$ in the potential core and the beginning of the intermediate jet region ($0 < y/h_{jet} < 0.5$), and accurately predicts $V/V_0$ for $y/h_{jet} > 0.5$. RSM is consistent with the experimental data within $0 < y/h_{jet} < 0.4$, while it overestimates $V/V_0$ further downstream ($y/h_{jet} > 0.4$). SST overestimates $V/V_0$ for $y/h_{jet} > 0.2$. 

- The values of $k/V_0^2$ near the jet nozzle in the shear layer are underestimated by CFD simulation compared to that of experiments for both cases. For example, for case I (Fig. 7b) SST provides a maximum value of $k/V_0^2 = 0.028$, while experimental data (PIV-2) shows a maximum of $k/V_0^2 = 0.068$. Similarly, Rhea et al. (2009) and Achari and Das (2015) observed underestimations of turbulent kinetic energy by $k$-$\varepsilon$ models in the shear layer, especially close to the inlet. Achari and Das (2015) demonstrated that the standard $k$-$\omega$ model provided better predictions of turbulent kinetic energy near the inlet; however, this turbulence model is not tested in the present study.

- In both cases SKE shows the largest overestimation of $k/V_0^2$ within the jet potential core. For example, for case I (Fig. 7b), SKE provides a maximum value of $k/V_0^2 = 0.012$, while the experimental data show that $k/V_0^2$ approaches zero ($k/V_0^2 \approx 0.0005$) near the jet centreline ($x/w_{jet} = 0$).
- Values of $k/V_0^2$ within the jet potential core ($0 < y/h_{jet} < 0.2$) are overestimated by SKE, RNG and RKE compared to the experimental values.
- At the beginning of the intermediate jet region ($0.2 < y/h_{jet} < 0.4$), profiles of $k/V_0^2$ by RKE and RSM correspond well to the experimental data.
- Within $0.60 < y/h_{jet} < 1$ all turbulence models overestimate values of $k/V_0^2$. In contrast, Rhea et al. (2009) revealed some underpredictions, particularly by RSM, of turbulence quantities in the free and wall jet regions.
- The maximum experimentally obtained value of $k/V_0^2$ at the centreline within the intermediate jet region occurs at $y/h_{jet} \approx 0.53$ and reaches $k/V_0^2 \approx 0.023$. The location of this peak is accurately predicted by RKE and RSM ($y/h_{jet} \approx 0.52$ and 0.53, respectively), and their predicted values ($k/V_0^2 = 0.019$ and $0.018$, respectively) provide the closest agreement with the experimental data.
- The maximum experimentally obtained TKE in the jet impingement region occurs at $y/h_{jet} \approx 0.98$ and is equal to $k/V_0^2 \approx 0.020$. SST estimates the maximum TKE near the impingement region to be $k/V_0^2 \approx 0.024$ at $y/h_{jet} \approx 0.98$, which is close to the experimental data. The other models overestimate the maximum value of TKE in the impingement region.

A slightly different performance of the turbulence models is observed for case II (Fig. 8c,d):

- RNG and SKE predict mean velocities that are consistent with the experimental data, while RKE, SST and RSM overestimate $V/V_0$ in the intermediate jet region ($0.3 < y/h_{jet} < 0.9$).
- The maximum measured value of $k/V_0^2$ at the centreline in the intermediate region reaches $k/V_0^2 \approx 0.021$ at $y/h_{jet} \approx 0.55$. The location and magnitude of this peak is quite accurately predicted by RNG, showing $k/V_0^2 \approx 0.021$ at $y/h_{jet} \approx 0.53$.
- The maximum measured value of $k/V_0^2$ in the jet impingement region occurs at $y/h_{jet} \approx 0.99$ and is equal to $k/V_0^2 \approx 0.022$. The maximum value of $k/V_0^2$ near the impingement region by SST is $k/V_0^2 \approx 0.024$ at $y/h_{jet} \approx 0.98$, which corresponds well to the value from PIV. The other models again overpredict $k/V_0^2$ in the impingement region. Heyerichs and Pollard (1996) and Chen at al. (1999) found that the standard $k-\omega$ model could adequately predict turbulence levels in the stagnation zone. Moreover, Angioletti et al. (2005) and Dutta et al. (2013) stated that SST provided more reliable predictions of turbulent kinetic energy in the stagnation region in their particular case.
Figure 8: Comparison of PIV results with results of steady RANS CFD simulations obtained along the jet centreline ($x/w_{jet} = 0$): a,c) normalised centreline velocity ($V/V_0$); b,d) normalised turbulent kinetic energy ($k/V_0^2$). a,b) Case I. c,d) Case II. $y/w_{jet} = 0$ corresponds to the jet nozzle.

Table 4 shows the validation metrics for velocities and TKE along the jet centreline, from which it can be concluded that RKE and RNG show the best performance for predicting centreline velocities for case I, while SKE and RNG show the best performance for case II. RNG and RKE show the best agreement of centreline distributions of $k/V_0^2$ for case I and case II.
Table 4: Validation metrics for centreline distributions of velocity and turbulent kinetic energy

<table>
<thead>
<tr>
<th>Model</th>
<th>Centreline velocity</th>
<th>Turbulent kinetic energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case I</td>
<td>Case II</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>FAC1.1</td>
</tr>
<tr>
<td>SKE</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td>RKE</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>RNG</td>
<td>0.98</td>
<td>0.91</td>
</tr>
<tr>
<td>SST</td>
<td>0.96</td>
<td>0.37</td>
</tr>
<tr>
<td>RSM</td>
<td>0.97</td>
<td>0.72</td>
</tr>
<tr>
<td>Perfect performance</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The measured and predicted normalised length of the jet potential core ($h_p/w_{jet}$) for both cases are provided in Table 5. For case I the best agreement with experiments is provided by RNG and RSM, resulting in an underestimation by 8% and 10%, respectively. For case II, RKE underestimates the jet potential core length by 8%. For both cases, SKE fails to predict the length of the potential core due to excessive levels of TKE along the jet centreline and in the shear layer near the jet nozzle, as shown in Figure 7b,d and Figure 8b,d. The opposite behaviour is shown by SST, which underestimates values of TKE on the jet centreline resulting in a substantially longer potential core (+80% and +73% for case I and case II, respectively). This finding is in line with the results from the study of Achari and Das (2015). In contrast, Achari and Das (2015) and Moureh and Yataghene (2016) revealed an overestimation of jet potential core by SKE model, while the present study indicates an underestimation of the potential core length (-43% and -24% for case I and case II, respectively).
Table 5: Normalised length of the jet potential core $h_p/w_{jet}$

<table>
<thead>
<tr>
<th>Model</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_p/w_{jet}$</td>
<td>$h_p/w_{jet}$</td>
</tr>
<tr>
<td>PIV</td>
<td>4.85</td>
<td>4.85</td>
</tr>
<tr>
<td>SKE</td>
<td>2.76</td>
<td>3.67</td>
</tr>
<tr>
<td>RKE</td>
<td>3.80</td>
<td>4.48</td>
</tr>
<tr>
<td>RNG</td>
<td>4.48</td>
<td>5.33</td>
</tr>
<tr>
<td>SST</td>
<td>8.74</td>
<td>8.41</td>
</tr>
<tr>
<td>RSM</td>
<td>4.34</td>
<td>5.91</td>
</tr>
</tbody>
</table>

3.4.4 Cross-jet mean velocity and turbulent kinetic energy distributions

3.4.4.1 Case I

The cross-jet distributions of $V/V_0$ and $k/V_0^2$ for case I are compared at three different distances from the jet nozzle: $y/w_{jet} = 4$, $y/w_{jet} = 11.3$ and $y/w_{jet} = 19.3$. The validation metrics averaged over these three distances are provided in Table 6 that indicates that the results of RKE show overall the closest agreement with the experimental data ($R = 0.98$ and $FAC1.1 = 0.62$ for velocities; $R = 0.95$ and $FAC1.5 = 0.75$ for TKE).

Table 6: Validation metrics for cross-jet distributions of velocity and TKE for case I

<table>
<thead>
<tr>
<th>Model</th>
<th>$V/V_0$</th>
<th>$k/V_0^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>$FAC1.1$</td>
</tr>
<tr>
<td>SKE</td>
<td>0.97</td>
<td>0.56</td>
</tr>
<tr>
<td>RKE</td>
<td>0.98</td>
<td>0.62</td>
</tr>
<tr>
<td>RNG</td>
<td>0.97</td>
<td>0.56</td>
</tr>
<tr>
<td>SST</td>
<td>0.98</td>
<td>0.62</td>
</tr>
<tr>
<td>RSM</td>
<td>0.98</td>
<td>0.51</td>
</tr>
<tr>
<td>Perfect performance</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 9a,b shows the cross-jet velocity and TKE profiles at $y/w_{jet} = 4$. The velocity profile of SST, which provides a close correspondence to experimental data ($R = 0.98$ and FAC1.1 = 0.62), shows less spreading of the jet than the other models (Fig. 9a). This is due to the lower predicted levels of TKE by SST near the jet centreline and in the shear layer, and therefore less intensive entrainment of ambient fluid compared to the other models. The velocity profiles of RKE, RNG and RSM are nearly identical. The jet potential core predicted by SST runs until $|x|/w_{jet} = 0.2$. RKE, RNG and RSM provide a fairly accurate prediction of TKE within $|x|/w_{jet} < 0.3$ (Fig. 9b), with a total average deviation of 38%, 22% and 37%, respectively. Figure 9b also shows that SKE predicts the highest turbulence levels among all the models within $|x|/w_{jet} < 1$. The maximum values of TKE in the shear layer reach $k/V_0^2 \approx 0.040$ for SKE, which corresponds well to the experimental value ($k/V_0^2 \approx 0.044$). Figure 9c,d indicates that at $y/w_{jet} = 11.3$ the cross-jet velocity profiles of RKE nearly overlap with the measurement data for $|x|/w_{jet} < 1$. Figure 9d shows that SKE provides the best correspondence to the measured TKE profile for $|x|/w_{jet} < 1$, while RKE provides the best agreement for $|x|/w_{jet} > 1$. The highest values in jet shear layer ($k/V_0^2 \approx 0.032$) are predicted by SST. Finally, Figure 9e,f shows the profiles at $y/w_{jet} = 19.3$, which is at the end of the intermediate jet region and at the beginning of the impingement region. The cross-jet velocity profiles show a good overall correspondence to the PIV measurements. The best agreement appears to be present for SKE and RNG, followed by RKE (Fig. 9e). All models overestimate the values of TKE, with a maximum value of $k/V_0^2 \approx 0.021$ (SST), while the measured maximum value is $k/V_0^2 \approx 0.016$ (Fig. 9f).

3.4.4.2 Case II

The cross-jet distributions of $V/V_0$ and $k/V_0^2$ for case II are compared in this section. The results in Table 7 show that SST provides the best agreement with experimental data for velocity distributions ($R = 0.97$ and FAC1.1 = 0.45), while RKE shows the best agreement with experimental data for TKE ($R = 0.94$ and FAC1.5 = 0.68).
Figure 9: Cross-jet profiles for case I of normalised streamwise velocity $V/V_0$ a,c,e) and turbulent kinetic energy $k/V_0^2$ b,d,f) at: a,b) $y/w_{jet} = 4$; c,d) $y/w_{jet} = 11.3$; e,f) $y/w_{jet} = 19.3$.
Table 7: Validation metrics for cross-jet distributions of velocity and TKE for case II

<table>
<thead>
<tr>
<th>Model</th>
<th>( \frac{V}{V_0} )</th>
<th>( \frac{k}{V_0^2} )</th>
<th>( \frac{V}{V_0} )</th>
<th>( \frac{k}{V_0^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKE</td>
<td>0.97 0.42</td>
<td>0.92 0.64</td>
<td>0.97 0.43</td>
<td>0.94 0.68</td>
</tr>
<tr>
<td>RKE</td>
<td>0.97 0.43</td>
<td>0.94 0.68</td>
<td>0.97 0.42</td>
<td>0.91 0.71</td>
</tr>
<tr>
<td>RNG</td>
<td>0.97 0.42</td>
<td>0.91 0.71</td>
<td>0.97 0.45</td>
<td>0.93 0.67</td>
</tr>
<tr>
<td>SST</td>
<td>0.97 0.45</td>
<td>0.93 0.67</td>
<td>0.96 0.40</td>
<td>0.92 0.66</td>
</tr>
<tr>
<td>RSM</td>
<td>0.96 0.40</td>
<td>0.92 0.66</td>
<td>0.96 0.40</td>
<td>0.92 0.66</td>
</tr>
<tr>
<td>Perfect performance</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
</tr>
</tbody>
</table>

Figure 10a,b shows the cross-jet profiles at \( y/w_{jet} = 4 \). Again, SST provides the best agreement with PIV experiments for the cross-jet velocity distribution close to the inlet. All models overestimate the values of \( \frac{k}{V_0^2} \), with maximum differences of 21% (SST) to 28% (SKE). The maximum values of TKE in the shear layer reach \( \frac{k}{V_0^2} \approx 0.036 \) for SKE, which predicts the highest turbulence level among all the models and deviates most from the experimental data (maximum \( \frac{k}{V_0^2} \approx 0.028 \)). Figure 10c,d depicts the cross-jet profiles of \( \frac{V}{V_0^2} \) and \( \frac{k}{V_0^2} \) at \( y/w_{jet} = 11.3 \). The numerically obtained cross-jet profiles of velocity do not show very large differences. As for TKE, SST again provides the highest values in the shear layer (maximum \( \frac{k}{V_0^2} \approx 0.030 \)) and overestimates the experimentally obtained values (maximum \( \frac{k}{V_0^2} \approx 0.025 \)) by 20% in this region.

Finally, cross-jet profiles at \( y/w_{jet} = 19.3 \) are shown in Figure 10e,f. SKE and RNG appear to provide the best agreement with the measured velocity profile (Fig. 10e). SST and RNG provide the highest values for TKE (maximum \( \frac{k}{V_0^2} \approx 0.02 \)) and overestimate the experimentally obtained values (maximum \( \frac{k}{V_0^2} \approx 0.018 \)) by 11%, while SKE, RKE and RSM show a very good agreement (within 3%) (Fig. 10f).
Figure 10: Cross-jet profiles for case II of normalised streamwise velocity $V/V_0$ a,c,e) and turbulent kinetic energy $k/V_0^2$ b,d,f) at: a,b) $y/w_{jet} = 4$; c,d) $y/w_{jet} = 11.3$; e,f) $y/w_{jet} = 19.3$
3.4.5 Overall performance

As shown in previous sections, no single model shows the best performance in predicting both mean velocities and TKE at different distances from the jet inlet. The overall performance (along jet centreline and three cross-jet profiles; in total 300 data points) is provided in Table 8. The values provided are calculated as mean values of $R$, $FAC1.1$ and $FAC1.5$ as provided in Tables 2, 4, 6 and 7. The values for case I and II are combined in these mean values, however, separate values for mean velocities and TKE are calculated, resulting in four values per model ($R$ and $FAC1.1$ for velocity and $R$ and $FAC1.5$ for TKE).

The results show that SST provides the best agreement with experimental data for mean velocity distributions when considering the $R$ value ($R = 0.966$), although differences in $R$ values with the other models are small. However, SST predicts only 46.6% of the considered mean velocities within a factor of 1.1 ($FAC1.1 = 0.468$). Hence, based on both $R$ and $FAC1.1$, RKE provides the best agreement with experimental data for mean velocities ($R = 0.964$ and $FAC1.1 = 0.567$). RKE and RNG provide the best agreement with the measured TKE ($R = 0.883$ and $FAC1.1 = 0.554$ for RKE, $R = 0.873$ and $FAC1.1 = 0.612$ for RNG). Note that the differences in performance between the models are small.

Table 8: Overall validation metrics for distributions of velocity and TKE (cases I and II combined)

<table>
<thead>
<tr>
<th>Model</th>
<th>$R$</th>
<th>$FAC1.1$</th>
<th>$R$</th>
<th>$FAC1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKE</td>
<td>0.961</td>
<td>0.553</td>
<td>0.833</td>
<td>0.502</td>
</tr>
<tr>
<td>RKE</td>
<td>0.964</td>
<td>0.567</td>
<td>0.883</td>
<td>0.554</td>
</tr>
<tr>
<td>RNG</td>
<td>0.963</td>
<td>0.564</td>
<td>0.873</td>
<td>0.612</td>
</tr>
<tr>
<td>SST</td>
<td>0.966</td>
<td>0.468</td>
<td>0.863</td>
<td>0.545</td>
</tr>
<tr>
<td>RSM</td>
<td>0.961</td>
<td>0.464</td>
<td>0.851</td>
<td>0.486</td>
</tr>
<tr>
<td>Perfect performance</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
3.4.6 Spatial distribution of mean velocity and vector plots

Figure 11 and Figure 12 show spatial distribution of $|V/V_0|$ and the mean velocity vectors in the vertical centreplane for case I and case II, respectively. The white areas at the top and bottom parts of Figure 11a and Figure 12a indicate zones where erroneous measurement data due to obstructions and reflections are omitted. The development of the jet half-width is indicated by dashed white lines. The slope of these lines is used to characterise the jet spreading rate $K_y = d\delta_{0.5}/dy$ (Pope 2000). The values of $K_y$ are defined separately for the potential core and the intermediate jet regions and are listed in Table 9. Figure 10e clearly shows less intensive jet spreading for SST compared to the other models. However, the jet spreading rate within the intermediate region for SST differs only by 2% and 7% from the value from the PIV experiments for cases I and II, respectively (Table 9). However, note that the spreading rate in the intermediate region can be similar while the local width of the jet at the beginning of the intermediate region is different due to different jet spreading rates in the potential core region. The substantial difference between the values of jet spreading rate for the potential core region and the intermediate jet region for SST (Table 9) is caused by a steep growth of TKE at $y/h_{jet} > 0.35$, which is depicted in Figure 8b,d, due to the entrainment of ambient fluid into the jet. The experimentally obtained values for the potential core region are $K_y = 0.05$ and $K_y = 0.04$, for case I and case II, respectively. SKE provides the closest agreement for jet spreading rate within the jet potential core for both cases ($K_y = 0.04$ and 0.03, corresponding to a 22% and 20% difference, for case I and II, respectively). Similarly, Aziz et al. (2008) showed that SKE outperformed RNG in predicting jet spreading rate. The spreading rate within the jet potential core for case II predicted by the other models differs with 33% to 58% from the experimental data. All the models provide a good agreement with the experiments within the intermediate jet region for both cases ($K_y = 0.10$). Largest differences are present for RSM and RNG for case I, with predictions that deviate by 16% and 21% (Table 9).

Experimental studies for free plane turbulent jets with sidewalls in the range of $Re = 6,000$–$16,000$ (e.g. Jenkins and Goldschmidt 1973, Browne et al. 1983, Thomas and Chu 1989, Sakai et al. 2006, Deo et al. 2007a,b, Suresh et al. 2008) reported values of $K_y$ in the range from 0.05 to 0.11 for the potential core and intermediate jet regions. The jet spreading rates in the potential core region as calculated by the steady RANS CFD simulations are lower than those from the PIV measurements (case I: 0.05, case II: 0.04), and thus also lower than the values reported in other experimental studies. Achari and Das (2015) attributed the underestimation of jet spreading rate as predicted by $k-\varepsilon$
models to a lower entrainment from surrounding stagnant fluid towards the jet centreline compared to what was found in the experiments.

Table 9: Spreading rates $K_y$ for the potential core region and intermediate region

<table>
<thead>
<tr>
<th></th>
<th>Case I</th>
<th></th>
<th></th>
<th>Case II</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Potential core region</td>
<td>% difference</td>
<td>Intermediate region</td>
<td>% difference</td>
<td>Potential core region</td>
<td>% difference</td>
</tr>
<tr>
<td>PIV</td>
<td>0.05</td>
<td>0.10</td>
<td>0.04</td>
<td>0.10</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>SKE</td>
<td>0.04</td>
<td>-22</td>
<td>0.11</td>
<td>+9</td>
<td>0.03</td>
<td>-20</td>
</tr>
<tr>
<td>RKE</td>
<td>0.03</td>
<td>-46</td>
<td>0.09</td>
<td>-8</td>
<td>0.02</td>
<td>-40</td>
</tr>
<tr>
<td>RNG</td>
<td>0.03</td>
<td>-48</td>
<td>0.12</td>
<td>+16</td>
<td>0.02</td>
<td>-43</td>
</tr>
<tr>
<td>SST</td>
<td>0.01</td>
<td>-72</td>
<td>0.10</td>
<td>-2</td>
<td>0.02</td>
<td>-58</td>
</tr>
<tr>
<td>RSM</td>
<td>0.03</td>
<td>-40</td>
<td>0.08</td>
<td>-21</td>
<td>0.03</td>
<td>-33</td>
</tr>
</tbody>
</table>

Table 10 shows the values of the jet decay rate $K_u$ defined as $K_u = (V_0/V)^2/((y - y_0)/w_{jet})$, with $y_0$ the vertical distance between jet nozzle and the kinematic virtual jet origin. The experimentally obtained values are $K_u = 0.15$ and $K_u = 0.14$, for case I and case II, respectively. For case I, SKE and RNG accurately predict the jet decay rate within the intermediate jet region ($K_u = 0.15$), and for case II SKE provides an accurate prediction as well ($K_u = 0.14$). This observation is in line with Aziz et al. (2008), who found that SKE predicted jet decay rate more accurately than RNG. For both cases the values of jet decay rate are significantly overestimated by SST ($K_u = 0.18$), and underestimated by RSM ($K_u = 0.12$ and $K_u = 0.10$ for case I and case II, respectively). The overestimation of $K_u$ by SST can also be observed in Figure 8, in which large velocity gradients in the streamwise direction are present for $y/h_{jet} > 0.4$. In previous experimental studies of free plane turbulent jets with sidewalls, with $Re = 6,000-16,000$ (e.g. Jenkins and Goldschmidt 1973, Browne et al. 1983, Thomas and Chu 1989, Sakai et al. 2006, Deo et al. 2007a, Suresh et al. 2008, Alnahhal and Panidis 2009), a range of values of $K_u$ from 0.11 to 0.22 was reported, which encompasses both the experimental and numerical values obtained in the present study.
Figure 11: Spatial distributions of dimensionless velocity magnitude ($|V|/V_0$) for case I ($Re = 8,000$):
a) PIV measurements; b-f) steady RANS CFD simulations: b) SKE; c) RKE; d) RNG; e) SST; f) RSM
Figure 12: Spatial distributions of dimensionless velocity magnitude ($|V|/V_0$) for case II ($Re = 13,000$): a) PIV measurements; b-f) steady RANS CFD simulations: b) SKE; c) RKE; d) RNG; e) SST; f) RSM.
Table 10: The jet decay rate $K_u$ for intermediate jet region

<table>
<thead>
<tr>
<th></th>
<th>Case I</th>
<th></th>
<th>Case II</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intermediate</td>
<td>% difference</td>
<td>Intermediate</td>
<td>% difference</td>
</tr>
<tr>
<td>PIV</td>
<td>0.15</td>
<td></td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>SKE</td>
<td>0.15</td>
<td>0</td>
<td>0.14</td>
<td>-2</td>
</tr>
<tr>
<td>RKE</td>
<td>0.18</td>
<td>+19</td>
<td>0.13</td>
<td>-9</td>
</tr>
<tr>
<td>RNG</td>
<td>0.15</td>
<td>+1</td>
<td>0.17</td>
<td>+20</td>
</tr>
<tr>
<td>SST</td>
<td>0.18</td>
<td>+23</td>
<td>0.18</td>
<td>+30</td>
</tr>
<tr>
<td>RSM</td>
<td>0.12</td>
<td>-21</td>
<td>0.10</td>
<td>-31</td>
</tr>
</tbody>
</table>

3.4.7 Production of turbulent kinetic energy

In order to support the discussion on differences between results provided by the different turbulence models, cross-jet profiles of the production of turbulent kinetic energy per unit volume ($G_k = \rho P_k$, with $\rho$ the density and $P_k$ the production of turbulent kinetic energy per unit mass) are depicted at two distances from the jet nozzle; i.e. at $y/w_{jet} = 0.1$ and $y/w_{jet} = 2$, for cases I and II in Figure 13. At $y/w_{jet} = 0.1$, there is a clear difference in predicted values of $G_k$ in the shear layer of the jet; the highest levels are predicted by SKE, RKE and RNG and the lowest levels are present for SST. The maximum values of $G_k$ for case I are located in the shear layer and range from 250 kg/ms$^3$ for SST to 2,510 kg/ms$^3$ for SKE (Fig. 13a) at $y/w_{jet} = 0.1$, while they are reduced to about 210 kg/ms$^3$ for SST and around 190 kg/ms$^3$ for the other models at $y/w_{jet} = 2$ (Fig. 13b). For case II, the maximum values in the shear layer range from 1,160 kg/ms$^3$ for SST to 10,340 kg/ms$^3$ for SKE (Fig. 13c). At $y/w_{jet} = 2$, the values of $G_k$ for all models decreased to around 800 kg/ms$^3$ in the shear layer with the highest values for SST (980 kg/ms$^3$) (Fig. 13d).

The excessive production of TKE in the initial shear layer by SKE explains the highest entrainment and largest jet spreading rate within the jet potential core, resulting in a shorter potential core region (see Table 4). On the contrary, near the jet nozzle, the lowest levels of $G_k$ are present for SST, resulting in a lower spreading rate within the jet potential core region and an extended potential core length (see Table 4). The production term can be regarded as an important factor in the prediction of the mean velocities and turbulence levels in impinging jets by steady RANS, as studied in this paper.
Figure 13: Production of turbulent kinetic energy $G_k$ at: a,c) $y/w_{jet} = 0.1$; b,d) $y/w_{jet} = 2$. a,b) Case I c,d) Case II

3.5 Discussion and future work

This paper presented the results of a validation study of a PTIJ at $Re = 8,000$ and $Re = 13,000$. The results obtained from steady RANS CFD simulations with the SKE, RKE, RNG, SST and RSM turbulence models were compared with experimental data of Khayrullina et al. (2017).

3.5.1 Differences in turbulence model performance

The substantial differences in turbulence model performance as described in Section 3.4 are – among others – caused by different formulations for the eddy viscosity $\mu_t$. The $k-\varepsilon$ models utilise the equation relating $\mu_t$ to turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$, and applying a model constant or variable $C_\mu$ representing an empirical ratio of
Reynolds shear stresses to turbulent kinetic energy (e.g. Durbin and Pettersson Reif 2001). While SKE and RNG use a model constant $C_{\mu}$, RKE uses a model variable $C_{\mu}$, which depends on the deformation of mean flow (strain) and turbulent kinetic energy and its dissipation in the flow (terms $k$ and $\varepsilon$). The SST model employed uses a modified eddy-viscosity formulation to account for transport effects of the turbulent shear stress near walls by applying a limiter to the eddy-viscosity formulation. In addition, a turbulence damping term is introduced in the $\omega$ equation. Please note that SST also utilises a limiter applied to the production of turbulent kinetic energy, as mentioned in Section 3.3.3.

Furthermore, the production term $G_k$ is treated differently in the transport equations of different turbulence models. The values of $G_k$ near the jet nozzle are presented in Section 3.4.7. SKE, RKE and RNG utilise a simplified production term based on the Boussinesq relationship, which relates the Reynolds (turbulent shear) stresses to the mean strain rate using the turbulent viscosity, resulting in the inability to accurately predict an anisotropic distribution of Reynolds stresses due to the assumption that the turbulence viscosity is an isotropic scalar quantity, which is not always the case. The Boussinesq relationship is known for overestimation of $k$ in the impingement jet region (e.g. Craft et al. 1993, Murakami et al. 1992, Durbin and Pettersson Reif 2001, Wright and Easom 2003). In the current study, too high levels of turbulence are exhibited in the impingement region by the $k$-$\varepsilon$ models, as expected based on literature. The lower values of turbulent kinetic energy in the impingement region obtained with SST, compared to the results of other eddy-viscosity models, can be explained by the limiting term applied in the equation for the production of turbulent kinetic energy. As for RSM, the linear pressure-strain model used in this study is known for the overestimation of $k$ in the impingement region due to the erroneous redistribution of normal stresses in the impingement regions by the wall-reflection term applied to the pressure-strain equation (e.g. Craft et al. 1993, Murakami et al. 1992).

3.5.2 Applicability of considered RANS models in application studies

As mentioned before, RANS models are commonly used in engineering applications due to their good balance between computational demand and accuracy. The current paper showed that RKE and RNG models accurately predicted the general jet flow patterns and characteristics. Therefore, it is expected that moderate errors from these predictions will not have a significant impact on application case results. However, if the focus of engineering studies lies in the impingement region (e.g. heat or mass transfer
particularly in this region) some discrepancies near the impingement plate are expected. Furthermore, realistic cases involve a large number of external processes influencing the jet flow, e.g. pressure gradient across the jet due to, for example, wind and temperature differences between two sides of the jet. Here, turbulence models should be able to accurately predict these physical processes as well as the jet flow.

3.5.3 Future work

The current study showed that RANS was not able to accurately predict turbulence levels in the shear layer, especially near the inlet region\(^2\) and in the impingement region. The latter is known to be a complex flow region, where the effect of anisotropy of turbulent fluctuations and streamline curvature are pronounced (e.g. Moureh and Yataghene 2016). The accuracy of numerical predictions in these regions will benefit from LES (e.g. Kubacki et al. 2013). Moreover, temporal flow features, including jet flapping, development of vortical structures in the shear layers, etc. can be solved by LES (e.g. Le Song and Prud'homme 2007, van Hooff et al. 2017). However, LES will require high-resolution grids throughout the flow domain, which would increase the computational demand substantially; a hybrid unsteady RANS-LES (URANS-LES) approach might therefore be a good compromise between computational demand and increased prediction accuracy. Hybrid URANS-LES can couple a URANS model in the near-wall region with LES for the outer flow, reducing the need for a very fine near-wall grid to resolve the small-scale eddies near the wall when a full LES would be performed (e.g. Fröhlich and von Terzi 2008). Therefore, future work will include an elaboration of hybrid URANS-LES models.

In addition, the observed oscillatory convergence of the residuals and resolved parameters near the impingement plate could suggest the application of URANS, LES, and hybrid URANS-LES models. Furthermore, the present study can be extended by analysing the development of the wall jet near the impingement plate. Finally, the application of non-linear eddy-viscosity models and, for example, the \(v^2\)-f model, which utilises a dependency of turbulent viscosity on the velocity scale \(v^2\) and overcomes the problem of inaccurate prediction of near-wall turbulence anisotropy by the linear eddy-viscosity models (i.e. \(k-\varepsilon\) and \(k-\omega\) models), can be worthwhile to improve the prediction

\(^2\) Future research should include a sensitivity study to evaluate the influence of turbulence intensity at the computational inlet on the distributions of turbulent kinetic energy at the nozzle exit (\(y = 0\))
accuracy in the impingement region (Durbin 1996, Behnia et al. 1998), without having to resort to LES or hybrid RANS-LES methods.

### 3.6 Conclusions and recommendations

The aim of the present study is the validation of steady RANS CFD simulations of PTIJ flows with a jet height to width ratio of \( h_{\text{jet}}/w_{\text{jet}} = 22.5 \) at \( Re = 8,000 \) and 13,000 based on 2D PIV experimental data for the whole vertical centreplane of the PTIJ. Previous numerical studies on PTIJ showed inconsistencies in conclusions regarding the performance of turbulence models. Moreover, there is still a scarcity of basic studies on PTIJ at moderate Reynolds numbers for a jet height larger than 10 jet nozzle widths, including an evaluation of mean velocity and turbulence intensity over the entire height of the impinging jet.

Numerically predicted distributions of mean velocity and turbulent kinetic energy were compared with experimental data along both the jet centreline and several cross-jet lines in lateral direction. Furthermore, the production of turbulent kinetic energy in the jet potential core region near the jet nozzle was analysed.

The most important findings of this study regarding the applicability of steady RANS models to predict isothermal plane turbulent jets at \( Re = 8,000 \) (case I) and 13,000 (case II) are:

- For both cases the best agreement with measured mean velocity and turbulent kinetic energy in the region near the jet nozzle is achieved with SST.
- For case I, the best correspondence in potential core length is provided by RNG, which underestimates the experimental value by 8%. For case II, RKE underestimates the experimental jet potential core length by 8%, providing the closest agreement with experimental data.
- Validation metrics show that centreline distributions of mean velocity and turbulent kinetic energy are most accurately predicted by RNG and RKE for case I, while for case II the best agreement with experimental data is obtained by SKE and RNG. For both cases, the peaks of TKE in the jet impingement region are most accurately predicted by SST.
Based on the overall validation metrics the best performance in predicting mean velocity for both cases is provided by RKE and in predicting turbulent kinetic energy by RKE and RNG.

- All the models, except RSM, provide a good agreement with the experimental values of jet spreading rate within the intermediate jet region for both cases.
- For case I, SKE and RNG accurately predict the jet decay rate within the intermediate region and for case II SKE provides the most accurate estimation as well.
- For several of the lines of analysis considered, the differences in validation metrics between the considered turbulence models are negligibly small. Therefore, based on these metrics, it is difficult to draw general straightforward conclusions regarding the best performing RANS turbulence model for predicting PTIJs.

Based on the results of this study the following recommendations can be made with respect to the performance of the different RANS turbulence models:

- RKE and RNG are suitable for the prediction of jet flow in general. SKE should not be used due to erroneous profiles of turbulent kinetic energy on the jet centreline, especially near the jet nozzle.
- SKE is able to quantify the jet decay rate.
- SST is able to quantify jet spreading rate in the jet intermediate region.
- RNG and RKE are able to quantify the potential core lengths. SST should not be used due to overestimation of this length.
- Only SST is able to fairly accurately predict turbulent kinetic energy in the impingement zone.

Overall, RANS models are suitable to assess general flow characteristics such as jet spreading rate, jet decay rate and estimating of potential core region. These quantities are relevant, for example, in prediction of heat and mass transfer through air curtains. However, steady RANS models are not suitable for basic research focusing on the effect of transient flow features (jet flapping, development and advection of vertical structures, etc.), and are in general less suitable for a detailed analysis of the impingement region.
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Minimum momentum flux ratio required to prevent air curtain breakthrough in case of cross-curtain pressure gradients: CFD versus analytical equation
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Abstract

This paper presents a numerical study on the required momentum flux ratio to prevent air curtain breakthrough in case of cross-curtain (i.e. cross-jet) pressure gradients. 2D steady Reynolds-averaged Navier-Stokes (RANS) CFD simulations with the RNG $k$-$\varepsilon$ turbulence model are employed for jet Reynolds numbers ranging from 5,000 to 30,000. First, the computational model is validated based on particle image velocimetry (PIV) measurements. Second, the influence of several jet parameters on the separation efficiency is evaluated for a moderate cross-jet pressure difference of 10 Pa. These are the ratio of the jet discharge momentum flux to the jet cross-flow momentum flux (momentum flux ratio), the jet height-to-width ratio and the jet discharge angle. Finally, the minimum deflection modulus to prevent jet breakthrough and the corresponding momentum flux ratio by an analytical equation and by CFD are compared. The results show that, for the configuration under study: (1) jets with the smallest height-to-width ratios ($\beta = 18$) provide the highest separation efficiency; (2) inclined jets with discharge angles $\alpha_0 = 5^\circ$ and $10^\circ$ provide slightly higher separation efficiency than straight jets ($\alpha_0 = 0^\circ$) and jets with $\alpha_0 = 20^\circ$; (3) the maximum modified separation efficiency is reached at lower momentum flux ratios for jets with smaller height-to-width ratios and for inclined jets; (4) the analytical and CFD values of the optimal momentum flux ratio differ with up to 31.2%. This study shows how the separation efficiency of air curtains can be improved by adjusting certain jet parameters.
List of symbols and acronyms

Roman symbols

\( d_{jet} \) \[m\] nozzle depth
\( D \) \[m\] depth
\( D_m \) [-] deflection modulus
\( D_{m,min} \) [-] minimum deflection modulus
\( D_s \) \[m\] diameter of PIV seeding particles
\( f_{middle} \) \[m/s\] solution for mean velocity obtained on the middle grid
\( \left[ m^2/s^2 \right] \) solution for turbulent kinetic energy obtained on the middle grid
\( f_{coarse} \) \[m/s\] solution for mean velocity obtained on the coarse grid
\( \left[ m^2/s^2 \right] \) solution for turbulent kinetic energy obtained on the coarse grid

\( FAC1.1 \) [-] factor of 1.1 of the observations
\( FAC1.5 \) [-] factor of 1.5 of the observations
\( F_S \) [-] safety factor used for grid convergence index
\( g \) \[m/s^2\] gravitational acceleration
\( h_c \) \[m\] height of contraction
\( h_{jet} \) \[m\] jet height
\( H \) \[m\] height
\( H_d \) \[m\] doorway height
\( k \) \[m^2/s^2\] turbulent kinetic energy
\( L \) \[m\] length
\( M_{cf} \) \[kg/s^2\] cross-flow momentum flux
\( M_{jet} \) \[kg/s^2\] jet discharge momentum flux
\( M_{jet,min} \) \[kg/s^2\] jet discharge momentum flux corresponding to \( D_{m,min} \)
\( M_{jet,sf} \) \[kg/s^2\] jet discharge momentum flux \( M_{jet,min} \) corrected by a safety factor of 2
\( n \) [-] number of data points
\( \vec{n}_i \) [-] outward normal vector
\( O_i \) \[m/s\] time-averaged values of mean velocity obtained from PIV experiments (observations)
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta P )</td>
<td>[Pa]</td>
<td>cross-jet static pressure gradient</td>
</tr>
<tr>
<td>( P_i )</td>
<td>[m/s]</td>
<td>time-averaged values (predictions) of mean velocity obtained from CFD simulations</td>
</tr>
<tr>
<td>( P_l )</td>
<td>[Pa]</td>
<td>mean static pressure in left side of enclosure</td>
</tr>
<tr>
<td>( P_r )</td>
<td>[Pa]</td>
<td>mean static pressure in right side of enclosure</td>
</tr>
<tr>
<td>( Q_0 )</td>
<td>[kg/s]</td>
<td>heat or pollutant mass transfer rate by transport of outdoor air through the opening to the indoor environment without AC in operation (infiltration)</td>
</tr>
<tr>
<td>( Q'_0 )</td>
<td>[kg/s]</td>
<td>heat or mass transfer rate by transport of indoor air through the opening to the outdoor environment (exfiltration) without AC in operation</td>
</tr>
<tr>
<td>( Q_{ac} )</td>
<td>[kg/s]</td>
<td>heat or pollutant mass transfer rate by transport of outdoor air through the opening to the indoor environment (infiltration) with AC in operation</td>
</tr>
<tr>
<td>( Q'_{ac} )</td>
<td>[kg/s]</td>
<td>heat or mass transfer rate by transport of indoor air through the opening to the outdoor environment (exfiltration) and by transport of air originating from the AC to the outdoor environment with AC in operation</td>
</tr>
<tr>
<td>( p )</td>
<td>[-]</td>
<td>formal order of accuracy used for grid convergence index</td>
</tr>
<tr>
<td>( r )</td>
<td>[-]</td>
<td>linear grid refinement factor for grid sensitivity analysis</td>
</tr>
<tr>
<td>( Re )</td>
<td>[-]</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>( Re_y )</td>
<td>[-]</td>
<td>wall-distance-based Reynolds number</td>
</tr>
<tr>
<td>( Sc_t )</td>
<td>[-]</td>
<td>turbulent Schmidt number</td>
</tr>
<tr>
<td>( U )</td>
<td>[m/s]</td>
<td>mean lateral (x-direction) velocity component</td>
</tr>
<tr>
<td>( U_{cf} )</td>
<td>[m/s]</td>
<td>the average velocity of the cross-flow through the enclosure created by the pressure gradient for the case without AC in operation</td>
</tr>
<tr>
<td>(</td>
<td>V</td>
<td>)</td>
</tr>
<tr>
<td>( \vec{V} )</td>
<td>[m/s]</td>
<td>mean velocity vector</td>
</tr>
<tr>
<td>(</td>
<td>V_0</td>
<td>)</td>
</tr>
<tr>
<td>( V )</td>
<td>[m/s]</td>
<td>mean streamwise (y-direction) velocity component</td>
</tr>
<tr>
<td>( V_0 )</td>
<td>[m/s]</td>
<td>mean streamwise jet velocity at the nozzle exit</td>
</tr>
</tbody>
</table>

[m²/s²] time-averaged values of turbulent kinetic energy obtained from PIV experiments (observations)
\( w_{\text{jet}} \) [m] jet width at the nozzle exit
\( w'_{\text{jet}} \) [m] jet width downstream the nozzle exit at \( y = h_{\text{jet}} \)
\( x \) [m] Cartesian coordinate
\( y \) [m] Cartesian coordinate
\( y' \) [-] dimensionless wall distance
\( Y_{cl} \) [-] clean water mass fraction
\( Y_{pol} \) [-] pollutant mass fraction

Greek symbols
\( \alpha \) [°] angle of the jet centerline downstream of the nozzle exit at \( y = h_{\text{jet}} \)
\( \alpha_0 \) [°] jet discharge angle
\( \beta \) [-] jet height-to-width ratio
\( \gamma \) [-] momentum flux ratio
\( \gamma_{\text{CFD}} \) [-] optimal momentum flux ratio as obtained from the CFD simulations
\( \gamma_{\text{min}} \) [-] minimum momentum flux ratio as obtained from the analytical equation
\( \gamma_{sf} \) [-] momentum flux ratio as obtained from the analytical equation and corrected by a safety factor
\( \delta \gamma \) [-] relative difference between momentum flux ratios
\( \varepsilon \) [m\(^2\)/s\(^3\)] turbulence dissipation rate
\( \eta \) [-] separation efficiency
\( \eta' \) [-] modified separation efficiency
\( \rho \) [kg/m\(^3\)] fluid density
\( \rho_i \) [kg/m\(^3\)] density of indoor air
\( \rho_o \) [kg/m\(^3\)] density of outdoor air
\( \rho_s \) [kg/m\(^3\)] density of the PIV seeding particles
\( \rho_w \) [kg/m\(^3\)] density of water
\( \nu \) [m\(^2\)/s] kinematic viscosity

2D two-dimensional
3D three-dimensional
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>air curtain</td>
</tr>
<tr>
<td>AR</td>
<td>aspect ratio, i.e. the ratio of nozzle depth $d_{jet}$ to width $w_{jet}$</td>
</tr>
<tr>
<td>CFD</td>
<td>computational fluid dynamics</td>
</tr>
<tr>
<td>GCI</td>
<td>grid convergence index</td>
</tr>
<tr>
<td>LES</td>
<td>large eddy simulation</td>
</tr>
<tr>
<td>LRNM</td>
<td>low-Reynolds number modeling</td>
</tr>
<tr>
<td>PIV</td>
<td>particle image velocimetry</td>
</tr>
<tr>
<td>PTIJ</td>
<td>plane turbulent impinging jet</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-averaged Navier-Stokes</td>
</tr>
<tr>
<td>RNG</td>
<td>renormalization group $k$-$\varepsilon$ turbulence model</td>
</tr>
</tbody>
</table>
4.1 Introduction

Air curtains (ACs) are plane turbulent impinging jets (PTIJs) at moderate to high Reynolds numbers that are used to separate two environments in terms of heat and mass transfer. ACs are applied in many practical applications, for example, at entrances of buildings and refrigerated rooms to reduce heat losses (e.g. Wang and Zhong 2014, Goubran et al. 2016, Gonçalves et al. 2019, Yang et al. 2019) and in laboratories or operating theatres (e.g. Nino et al. 2011, Chen et al. 2013, Zhai and Osborne 2013) to reduce contamination hazard. The existing literature on PTIJs and ACs can be divided in two clear categories: (1) basic studies on PTIJs; and (2) application-oriented studies on ACs, both of which can be performed experimentally and numerically (e.g. using computational fluid dynamics (CFD)). Note that an extensive literature review on the topic of AC is not the purpose of this paper and only some relevant studies are discussed below.

With regard to basic studies, a non-exhaustive overview of experimental studies on PTIJs up to 2016 is provided in Khayrullina et al. (2017). These experimental studies highlighted the existence of vortical structures in the jet flow, their role in the dissipation of jet energy to the ambient environment, and the existence of 3D vortices in the impingement region, in which thermal energy can be exchanged between the jet and the impingement surface. A non-exhaustive overview of numerical studies on PTIJs using steady RANS is provided in Khayrullina et al. (2019). This overview concluded that the majority of the numerical studies on PTIJ only focused on heat transfer within the jet impingement region. In line with commonly used general guidelines for CFD studies in building simulation (e.g. Casey and Wintergerste 2000, Nielsen et al. 2007, Blocken 2015), several numerical studies on PTIJs indicated the importance of grid-independent results (e.g. Jaramillo et al. 2008, Rhea et al. 2009), the use of at least second-order discretization schemes (e.g. Craft et al. 1993, Park et al. 2003, Dutta et al. 2013) and the use of low-Reynolds number modeling (LRNM) as a near-wall modeling approach (e.g. Isman et al. 2008). Furthermore, Isman et al. (2008), Jaramillo et al. (2008), Rhea et al. (2009), Kozeoglu and Baskaya (2010) and others highlighted the importance of accurately reproducing the geometry of the jet nozzle and representative boundary conditions of the nozzle exit in CFD simulations of air curtains.

Application-oriented studies generally focused on the dimensioning of the AC, determining the AC efficiency by empirical formulae, and defining the most influential
parameters with respect to the AC efficiency. The efficiency of ACs ($\eta$) can be defined based on the rate of heat or mass transfer through the opening with an AC compared to that of the same opening without an AC (e.g. Frank and Linden 2014, Gonçalves et al. 2019):

$$\eta = 1 - \frac{Q_{ac}}{Q_0}$$  \hspace{1cm} (1)

with $Q_{ac}$ the heat or mass transfer rate by transport of outdoor air through an opening with AC to the indoor environment (infiltration), and $Q_0$ the heat or mass transfer rate by transport of outdoor air through an opening without AC to the indoor environment. It is important to provide aerodynamic sealing along the entire height and width of the opening between the two environments separated by the AC, while also limiting excessive mixing between the jet and the ambient air. Alanis Ruiz et al. (2018) expanded the definition of separation efficiency to the modified separation efficiency ($\eta^*$) that includes mass transfer due to both infiltration and exfiltration and due to the airflow from the AC:

$$\eta^* = 1 - \frac{Q_{ac} + Q^{*}_{ac}}{Q_0 + Q^{*}_{0}}$$  \hspace{1cm} (2)

with $Q^{*}_{ac}$ the heat or mass transfer rate with AC, calculated as the sum of heat or mass transfer rate by transport of indoor air through the opening with an AC to the outdoor environment (exfiltration), and the heat or mass transfer rate by the transport of air originating from the AC to the outdoor environment; and $Q^{*}_{0}$ the heat or mass transfer rate by transport of indoor air through the opening without an AC to the outdoor environment (exfiltration).

Along with environmental parameters, e.g. temperature and pressure differences between the two environments, the separation efficiency of an AC depends on a wide range of jet parameters. The jet nozzle shape has a direct impact on the profiles of jet
velocity and turbulence intensity when the jet exits from the nozzle. For example, Deo et al. (2007a) showed that plane free jets with sharp-edged nozzles result in a higher jet spreading rate than those from smoothly-shaped nozzles, which can negatively influence the AC separation efficiency. This was explained by the higher turbulence intensity levels at the nozzle exit and the faster shear layer growth compared to jets issued by a smoothly-edged nozzle. To the best knowledge of the authors, no studies on ACs are available for different nozzle shapes, although, conclusions of studies on plane free jets (e.g. Deo et al 2007a) could be applied to ACs as well, as long as the other jet parameters in those studies, such as jet aspect ratio and Reynolds number, are similar to those of ACs. The jet aspect ratio (AR; ratio of nozzle depth to width at the nozzle exit \( \frac{d_{\text{jet}}}{w_{\text{jet}}} \), where \( w_{\text{jet}} < d_{\text{jet}} \)) is another important parameter with respect to the jet flow and thus the separation efficiency. Deo et al. (2007b) found that jets at certain Re and smaller AR experience a stronger influence of the sidewalls on the jet flow near the nozzle exit, which enhances velocity fluctuations and results in higher turbulence intensities and higher entrainment rates of ambient fluid compared to jets with larger AR. On the other hand, they reported that jets with larger AR have higher jet spreading and jet decay rates in the jet far field (jet intermediate region). Finally, the jet height-to-width ratio (\( \frac{h_{\text{jet}}}{w_{\text{jet}}} \)) was studied by – among others – Shih et al. (2011) and Moureh and Yataghene (2016), who showed that for increasing height-to-width ratio the AC separation efficiency decreases. Jets with increased height-to-width ratio have a shorter potential core length in relation to \( h_{\text{jet}} \) and experience larger entrainment of the ambient fluid compared to a jet with a smaller height-to-width ratio.

Several studies (e.g. Hayes and Stoecker 1969a, Sirén 2003, Frank and Linden 2014) specified the minimum ratio of jet momentum flux to cross-jet forces acting on AC to ensure the optimal separation efficiency for a doorway. At a certain jet velocity the separation efficiency \( \eta \) (Eq.(1)) of the jet reaches its maximum value. With further increase of the jet velocity the separation efficiency of the air curtain decreases, which is caused by increased mixing with the ambient fluid along the jet and near the floor due to the higher discharge momentum flux of the jet. The jet turbulence intensity also has an effect on jet spreading and entrainment rate. Hayes and Stoecker (1969b) recommended to reduce the turbulence intensity at the nozzle exit to decrease the entrainment rate of the ambient fluid into the jet. The turbulence intensity can be reduced by equipping the discharge nozzle with fine mesh screens and by avoiding sharp-edged nozzles. The separation efficiency of the jet can also be increased by inclining the jet to the exterior environment, as this counterbalances pressure
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Hayes and Stoecker (1969a) introduced the so-called ‘deflection modulus’ to determine the minimum jet momentum flux required for sealing a doorway with an air curtain and preventing breakthrough of the jet. Jet breakthrough occurs if the jet bends at a distance from the impingement plate (floor) and does not impinge on the floor due to insufficient jet momentum flux to counteract a pressure gradient across the doorway (e.g. Hayes and Stoecker 1969a, Frank and Linden 2014). Subsequently, unwanted heat and/or mass transfer occurs through the lowest part of the opening (below the bended jet) between the two environments that needed to be aerodynamically separated. The deflection modulus is defined as the ratio of the momentum flux of the air curtain jet at the nozzle exit to the transverse forces acting across the jet due to stack pressure across the doorway. Based on the conservation of momentum, the authors provided an equation to estimate the required minimum value of the deflection modulus ($D_{m,min}$) of an air curtain at the doorway of a heated room:

$$D_{m,min} = \frac{\rho w_{\text{jet}} |V_0|^2}{g H_d^2 (\rho_o - \rho_i)}$$

with $\rho$ the density of the jet at the nozzle exit, $w_{\text{jet}}$ the jet width at the nozzle exit, $g$ the gravitational acceleration ($\approx 9.8 \text{ m/s}^2$), $|V_0|$ the jet velocity magnitude (i.e. the magnitude of the 3D velocity vector) at the nozzle exit, $H_d$ the height of the doorway, and $\rho_o$ and $\rho_i$ the density of air outside and inside the room, respectively. Moreover, it was suggested to multiply the velocity at the nozzle exit by a safety factor of 1.3 to 2.0 (Hayes and Stoecker 1969b), resulting in a safety factor for the deflection modulus between 1.7 to 4.0, in order to ensure a stable air curtain in real situations.

Recently some experimental and numerical studies were performed that used the deflection modulus to estimate the optimal jet momentum flux. The CFD study of Costa et al. (2006) considered an air curtain restricting heat transfer between two environments at different temperatures. They showed that a deflection modulus $D_{m,min}$
multiplied with a safety factor of approximately 2.6 prevented air curtains from breakthrough. Foster et al. (2006) performed a CFD study on an air curtain installed in a doorway of a building and showed that a safety factor of 1.6 applied to $D_{m,min}$ provided the highest separation efficiency. Van Belleghem et al. (2012) conducted a CFD study on an air curtain flow in a sealed cold room application. They showed that a safety factor of 2 was required for the deflection modulus ($D_{m,min}$) to be able to provide a stable air curtain without breakthrough, which is in line with the initial recommendation by Hayes and Stoecker (1969b). Frank and Linden (2014) investigated the performance of an air curtain in a doorway of a ventilated building both with analytical and experimental models. They considered a number of situations with different positions of the neutral pressure level height, which is the height at which indoor and outdoor pressures are equal. For situations where the neutral pressure level height was located slightly above the mid-height of the door opening, the defined $D_{m,min}$ had to be multiplied by a safety factor of 2.8 to prevent breakthrough. However, a safety factor of 7 had to be applied in case the neutral pressure level height was far above the mid-height of the door opening. This higher safety factor can be explained by the ventilation losses through the additional top opening introduced by Frank and Linden (2014), whereas the study of Hayes and Stoecker (1969b) considered only transverse forces acting on the doorway.

From the literature it can be concluded that application studies on AC are often very case-specific and in spite of their value to solve specific real-life problems, lack generality in their conclusions. On the other hand, basic and generic studies on PTIJs generally focused on heat transfer within the jet impingement region. As a result, there is a scarcity with respect to detailed generic studies on ACs and PTIJs that assess the influence of the jet parameters on the separation efficiency. The primary focus of this paper is therefore (1) to provide a parametric analysis of the impact of several jet parameters (momentum flux ratio, jet height-to-width ratio, jet discharge angle\textsuperscript{1}) on jet separation efficiency; and (2) to perform a comparison between values of the momentum flux ratio based on $D_{m,min}$ as obtained from the analytical equation by Hayes and Stoecker (1969b) and values of the momentum flux ratio required for a maximum modified separation efficiency as obtained from CFD simulations, and this for a wide range of parameters. This paper focuses on the generic situation of an isothermal AC separating two environments subjected to a moderate cross-jet pressure difference (in this study fixed at 10 Pa). 2D steady RANS CFD simulations are performed for jet

\textsuperscript{1} Jet discharge angle $\alpha_0$ is taken at the nozzle exit ($y = 0$ m)
Reynolds numbers ranging from 5,000 to 30,000. First, the computational model is validated based on particle image velocimetry (PIV) data by Khayrullina et al. (2017). Subsequently, a parametric study is performed, in which the influence of several jet parameters on jet separation efficiency is evaluated. Finally, for each jet configuration (depending on jet height-to-width ratio and jet discharge angle), the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio) at which the modified separation efficiency of AC reaches its maximum value is obtained. These values are compared with the values of the momentum flux ratio obtained from the deflection modulus as defined by Hayes and Stoecker (1969b). The paper is structured as follows. Section 4.2 presents the experimental set-up, the PIV measurements, the computational model and the computational settings/parameters used in the CFD simulations. Finally, it presents the results of the validation study. Section 4.3 presents the computational settings and parameters for the case study. Section 4.4 presents the results of the case study. Finally, Sections 4.5 (Discussion) and Section 4.6 (Conclusions) conclude this paper.

4.2 Validation study

4.2.1. Reduced-scale PIV measurements

The PIV measurements of PTIJ flow were conducted in a water channel with dimensions $L \times H \times D = 2.00 \times 0.36 \times 0.30$ m$^3$. The reduced-scale experiments (scale 1:8) were performed with water as working fluid for purposes of dynamic similarity (equal Reynolds number) between the water jet at the reduced scale (i.e. the size of the water channel) and an actual air curtain jet in full scale ($H \times D = 2.88 \times 2.40$ m$^2$). The experimental setup is shown in Figure 1. A water column (not shown in the figure) created hydrostatic pressure and drove the flow through a conditioning section consisting of one honeycomb and two screens in order to provide a uniform flow and to reduce the turbulence intensity. Subsequently, a plane jet was issued vertically from the smoothly-shaped nozzle. In the experiments, the mean streamwise velocity at the nozzle exit $V_0$ was equal to 0.5 m/s, corresponding to $Re = 8,000$. The Reynolds number was defined as $Re = (V_0w_{jet})/\nu$, with $w_{jet} = 16$ mm the jet width at the nozzle exit and $\nu$ the kinematic viscosity at 20 °C. The jet height ($h_{jet}$, distance from the nozzle exit to the impingement plate) was 360 mm and the nozzle depth (dimension in spanwise direction;
The nozzle aspect ratio was $AR = 18.75$ and the jet height-to-width ratio was $\beta = 22.5$.

![Figure 1: Experimental set-up (adapted from Khayrullina et al. 2017)](image)

The PIV measurements were conducted with a 2D PIV system consisting of a solid-state frequency-doubled Nd:Yag laser (wavelength 532 nm and repetition rate 15 Hz) as an illuminating source and a charge coupled device (CCD) camera (1600 x 1200 pixels resolution, up to 30 frames/s) for image acquisition. Seeding was provided by polyamide particles ($D_s = 50 \mu m$, density $\rho_s = 1,030 \text{ kg/m}^3$) added to the water. The particles were illuminated by means of a light sheet delivered at the bottom of the water channel. The PIV measurements provided information on the mean velocities and turbulence intensities in the vertical centerplane. More information on the experimental set-up and measurement results can be found in Khayrullina et al. (2017). The experimental results will be shown together with the CFD results in the following subsections.
4.2.2. **Computational model**

4.2.2.1 **Computational geometry and grid**

The 2D computational geometry \((L \times (h_{\text{jet}} + h_j)) = (2.0 \times (0.36 + 0.15)) \text{ m}^2\) replicates the experimental setup described in Section 4.2.1 (Fig. 2). A 2D instead of a 3D geometry is used to limit the computational costs for the parametric study. The simulation results for a 2D geometry have been compared to the results for a 3D geometry and only negligible differences have been observed between their results in the vertical centerplane, which can be explained by the limited influence of sidewalls at a jet aspect ratio of \(AR = 18.75\). The maximum difference between the results obtained along the jet centerline by 2D and 3D CFD simulations is less than 7% for predictions of mean velocity and less than 5% for predictions of turbulent kinetic energy.

![Figure 2](image-url)

*Figure 2: (a) 2D computational geometry with indication of boundary conditions. (b-c) Computational grid at: (b) smoothly-shaped nozzle; (c) impingement plate*
A structured grid with a high spatial resolution is applied within the smoothly-shaped nozzle, within the zone outlined by the jet spreading rate and within the jet impingement zone. For the remainder of the computational domain an unstructured quadrilateral mesh is applied. The grid resolution is determined by means of a grid sensitivity analysis using three different grids (see Section 4.2.3 for results) with a grid-refinement factor of $\sqrt{2}$ in each direction: coarse grid (23,553 cells), middle grid (41,209 cells) and fine grid (85,110 cells). Across the computational inlet, i.e. the inlet of the nozzle, 28, 40 and 56 cells are used for the coarse, middle and fine grids, respectively (Fig. 3). The dimensionless wall distances ($y^*$, average values) for the coarse, middle and fine grids within the smoothly-shaped jet nozzle are equal to 4, 2.5 and 1, respectively, while at the impingement plate the average $y^*$ values are 5, 1.5 and 0.5, respectively. These three grids with $y^* < 5$ at the walls enable low-Reynolds number modeling for the wall-adjacent flow, i.e. resolving this flow all the way down the viscous sublayer, rather than resorting to wall function modeling.

![Figure 3: Computational grid in and near the nozzle with indication of number of cells over the width of the nozzle: (a) coarse grid (23,553 cells); (b) middle grid (41,209 cells); (c) fine grid (85,110 cells)](image-url)
4.2.2.2 Boundary conditions

At the inlet of the computational domain a uniform velocity in vertical direction corresponding to \( V_{0,\text{CFD,inlet}} = 0.085 \text{ m/s} \) is imposed, which results in \( V_0 = 0.5 \text{ m/s} \) and \( Re = 8,000 \) at the nozzle exit. The turbulence intensity at the domain inlet is set to 15\%, which results in a turbulence intensity on the jet centerline near the nozzle exit corresponding to the measured value (= 4\%). At the outlets zero static gauge pressure is applied. The remaining surfaces are modeled as no-slip walls.

4.2.2.3 Turbulence model and solver settings

The 2D steady RANS equations are solved with the commercial CFD code ANSYS Fluent 16 (ANSYS Inc. 2013) using the renormalization group (RNG) \( k-\varepsilon \) turbulence model (Yakhot et al. 1992) to provide closure to the governing equations. This model is chosen due to its reported good overall performance in previous PTIJ studies (e.g. Isman et al. 2008, Sharif and Mothe 2009, Khayrullina et al. 2019). Low-Reynolds number modeling (LRNM) is used to solve the near-wall flow. The LRNM option used here consists of the two-layer model. The domain is divided in a viscosity-affected region and a fully turbulent region, based on the wall-distance-based Reynolds number \( Re_y \). The border between both regions is defined as \( Re_y = 200 \); if \( Re_y < 200 \), the Wolfshtein model is used (Wolfshtein 1969), while for \( Re_y > 200 \) the original transport equations of the RNG model are solved. An Eulerian advection-diffusion equation is used to model pollutant dispersion, with the turbulent Schmidt number taken equal to \( Sc_t = 0.7 \) (Tominaga and Stathopoulos 2007). Second-order discretization schemes are used for both the convective and viscous terms of the governing equations and for the turbulence model equations, pressure-velocity coupling is performed by the coupled algorithm, and pressure interpolation is second order. Convergence is considered to be achieved when the scaled residuals (ANSYS Inc. 2013) reach the following minimum values: \( 10^{-14} \) for \( x \) and \( y \) velocity, \( 10^{-13} \) for \( k \) and \( \varepsilon \), and \( 10^{-12} \) for continuity.

4.2.3 Grid sensitivity analysis

The grid sensitivity analysis is conducted using a coarse, middle and fine grid (see Section 4.2.2.1). The results of the grid sensitivity analysis in terms of the centerline profiles \( (x/w_{\text{jet}} = 0) \) of normalized jet velocity in the vertical direction \( (V/V_0) \) and
normalized turbulent kinetic energy \( (k/V_0^2) \) are shown in Figure 4. The grid-convergence index (GCI) by Roache (1994, 1997) is calculated for the coarse grid, which is superimposed on the results for the coarse grid by shaded bounds in Figure 4, using:

\[
GCI_{\text{coarse}} = F_S \left| r^p \left( f_{\text{coarse}} - f_{\text{middle}} \right) \right| \left/ \left(1 - r^p\right) \right|
\]

with \( F_S \) the safety factor that is equal to the recommended value of 1.25 when at least three grids are analyzed, \( r \) the linear grid refinement factor equal to \( \sqrt{2} \), \( p \) the formal order of accuracy, which is assigned the value of 2 as second-order discretization schemes are used for the simulations (Roache 1997) and \( f_{\text{coarse}} \) and \( f_{\text{middle}} \) the solutions obtained on the coarse and middle grid, respectively, which correspond to \( V/V_0 \) and \( k/V_0^2 \). The average values of \( GCI_{\text{coarse}} \) along the jet centerline are 1% and 8% for distributions of mean velocity and turbulent kinetic energy, respectively. The largest discrepancy occurs at the transition between the potential and intermediate jet regions.

Figure 4: Results of grid-sensitivity analysis along jet centerline: (a) normalized velocity \( (V/V_0) \); (b) normalized turbulent kinetic energy \( (k/V_0^2) \). Blue bounds indicate the GCI index calculated for the coarse grid, \( y/w_{\text{jet}} = 0 \) corresponds to the jet nozzle exit. Note that the three lines almost overlap in both graphs and are therefore less visible.
(\(y/h_{\text{jet}} \approx 0.2\)). This is due to the increasing size of the cells further downstream from the nozzle exit along the jet height in combination with the large gradients of mean velocity and turbulent kinetic energy that occur around \(y/h_{\text{jet}} \approx 0.2\). Based on this analysis it is concluded that the coarse grid provides nearly grid-independent results and it is therefore used in the remainder of this study.

4.2.4. Validation

Figure 5 shows profiles of \(V/V_0\) and \(k/V_0^2\) along the jet centerline obtained from the PIV measurements and the CFD simulations with the RNG \(k-\varepsilon\) turbulence model. In general, a very good agreement is observed for \(V/V_0\), while an overestimation of \(k/V_0^2\) in CFD is present along the entire vertical centerline. RNG utilizes a simplified production term of turbulent kinetic energy based on the Boussinesq relationship with the assumption that the turbulence viscosity is an isotropic scalar quantity, which is expected to result in the deviations observed in Figure 5b.

Figure 5: Comparison of time-averaged PIV results with results of steady RANS CFD simulations obtained along the jet centerline (\(x/w_{\text{jet}} = 0\)): (a) \(V/V_0\); (b) \(k/V_0^2\)
In order to provide a quantitative assessment of the agreement between experimental and numerical results, the factor of 1.1 and 1.5 of the observations (FAC1.1 and FAC1.5) are applied for predictions of mean velocity and turbulent kinetic energy, respectively:

\[
FAC1.1 = \frac{1}{n} \sum_{i=1}^{n} N_i \quad \text{with} \quad N_i = \begin{cases} 
1 & \text{for} \quad 0.91 \leq \frac{P_i}{O_i} \leq 1.1 \\
0 & \text{else} 
\end{cases} 
\]

\[
FAC1.5 = \frac{1}{n} \sum_{i=1}^{n} N_i \quad \text{with} \quad N_i = \begin{cases} 
1 & \text{for} \quad 0.67 \leq \frac{P_i}{O_i} \leq 1.5 \\
0 & \text{else} 
\end{cases} 
\]

with \( P_i \) and \( O_i \) the values obtained from CFD simulations and PIV experiments, respectively, and \( n \) the number of data points. The values of \( FAC1.1 \) and \( FAC1.5 \) indicate the fraction of the considered data points, where the simulation results fall within a factor of 1.1 and 1.5 of the experimentally obtained values, respectively. As indicated by Schatzmann et al. (2010), \( FAC1.1 \) and \( FAC1.5 \) provide a clear picture of randomly occurring high or low differences between measured and predicted values of characteristic flow quantities. The predictions of the centerline mean velocity result in \( FAC1.1 = 0.91 \), while the predictions of the centerline turbulent kinetic energy result in \( FAC1.5 = 0.64 \). Compared with the results from 3D RANS simulations with the RNG \( k-\varepsilon \) turbulence model (see Khayrullina et al. 2019), the current 2D predicted values of the centerline mean velocity show a very similar agreement (i.e. \( FAC1.1 = 0.91 \) for 3D RANS), while the 2D values of the centerline turbulent kinetic energy show a worse agreement with the experimental data (i.e. \( FAC1.5 = 0.80 \) for 3D RANS), which can – at least partly – be explained by the fact that turbulent kinetic energy is based on the two modeled normal Reynolds stress terms in 2D simulation (instead of three terms as in the 3D simulation). The values of \( FAC1.1 \) and \( FAC1.5 \) obtained from the 2D simulations are
considered to be within an acceptable range and allow a reduction of the computational demand for the large amount of simulations conducted in this study.\(^2\)

### 4.3 Case studies

A parametric study is performed for the case of an isothermal jet representing an air curtain that separates two environments subjected to a cross-jet pressure gradient, in which the influence of the momentum flux ratio, the jet height-to-width ratio and the jet discharge angle on the jet separation efficiency is evaluated. Similar to the validation study described in Section 4.2, this case study is performed with a water jet in a reduced-scale domain, representative of an air jet in a full-scale domain (geometric scaling factor = 1:8).

#### 4.3.1 Computational geometry and grid

Figure 6a shows the 2D computational geometry for the case study replicating to a large extent the computational geometry used in the validation study (Section 4.2). The jet widths at the nozzle exit \(w_{\text{jet}} = 8, 12, 16, 20\) mm (where 16 mm corresponds to the validation study) are studied resulting in height-to-width ratios of \(\beta = 45.0, 30.0, 22.5\) and 18.0, respectively. Additional jet discharge angles are considered in this case study: i.e. \(\alpha_0 = 5^\circ, 10^\circ, \text{ and } 20^\circ\) (Fig. 6c – 6e, respectively). This resulted in 16 different computational geometries. Note that \(w_{\text{jet}}\) does not change when varying the jet discharge angle. As in the validation study, the coarse grid is used based on a grid sensitivity analysis.

\(^2\) Note that it is important that turbulence models are able to predict the length of the potential core due to its influence on the separation efficiency of an air curtain. The potential core is airtight and provides a perfect sealing against heat or mass transfer through an air curtain.
Figure 6: (a) Computational geometry with indication of boundary conditions, (b-e) nozzle with: (b) $\alpha_0 = 0^\circ$; (c) $\alpha_0 = 5^\circ$; (d) $\alpha_0 = 10^\circ$; (e) $\alpha_0 = 20^\circ$. The dashed lines on both sides of the jet indicate the lines used for the analysis of the results.

4.3.2 Boundary conditions

In order to assess the AC separation efficiency, a cross-jet static pressure difference of 10 Pa is applied by imposing a 10 Pa static gauge pressure at the left side of the enclosure (along the height $h_{jet}$) by means of a pressure inlet boundary condition and zero static gauge pressure at the right side of the enclosure by means of a pressure outlet boundary condition. The water in the computational domain is defined as a mixture of two species: clean water and a passive pollutant. The condition $Y_{pol} + Y_{cl} = 1$, with $Y_{pol}$ the pollutant mass fraction and $Y_{cl}$ the clean water mass fraction, applies throughout the computational domain. The pollutant mass fraction imposed at the pressure inlet of the enclosure is $Y_{pol} = 1$, while the pollutant mass fraction at the velocity inlet (nozzle inlet) and the pressure outlet on the right side of the enclosure is $Y_{pol} = 0$. The pollutant mass fraction is also specified at the pressure outlet as backflow can occur at this boundary. A range of mean velocities at the velocity inlet is considered, resulting in 240 cases with jet $Re (= |V_0|w_{jet}/\nu$, with $|V_0|$ the jet velocity magnitude at the nozzle exit) varying from 5,000 to 30,000 with a uniform step ($\Delta Re = 1,000$).

4.3.3 Turbulence model and solver settings

The settings are identical to those in the validation study (see Section 4.2.2.3). Convergence is considered to be achieved when the scaled residuals reach the following minimum values: $10^{-14}$ for $x$ and $y$ velocity, $10^{-13}$ for $k$ and $\epsilon$, $10^{-12}$ for continuity, and $10^{-8}$ for species transport.
4.3.4 Evaluation parameters

In this study the ratio of jet discharge momentum flux \( M_{\text{jet}} \) to cross-flow momentum flux \( M_{\text{cf}} \), called the momentum flux ratio \( \gamma \), is used to characterize the jet:

\[
\gamma = \frac{M_{\text{jet}}}{M_{\text{cf}}} = \frac{\rho_w w_{\text{jet}} |V_0|^2}{\rho_w h_{\text{jet}} U_{\text{cf}}^2} = \frac{w_{\text{jet}} |V_0|^2}{h_{\text{jet}} U_{\text{cf}}^2}
\]

(7)

with \( |V_0| \) the mean jet velocity magnitude at the nozzle exit (\( y = 0 \) m) and \( U_{\text{cf}} \) the average mean velocity of the cross-flow through the enclosure created by the pressure gradient for the case without an AC (\( U_{\text{cf}} \) is equal to \( \approx 0.13 \) m/s\(^3\)). Figure 7 shows the quadratic relationship between the jet Reynolds number and \( \gamma \).

![Figure 7: Relation between jet Reynolds number and \( \gamma = M_{\text{jet}}/M_{\text{cf}} \) for four jet widths](image)

\(^3\) Representative of cross-flow velocity (air) in full scale equal to 0.25 m/s
The jet separation efficiencies \( \eta \) and \( \eta^* \) are calculated according to Eq. (1) and Eq. (2), respectively. However, since there is no exfiltration through the opening in the case without an AC due to the imposed pressure gradient, Eq. (2) can, in this particular case, be simplified to:

\[
\eta^* = 1 - \frac{Q_{ac} + Q^*_{ac}}{Q_0}
\]  

(8)

The transfer of the pollutant to the right side of the enclosure (infiltration) is computed along line-2 at a distance \( x_2 = 0.05 \) m from the middle of the nozzle exit \( (x = 0) \) (see Fig. 6a), with:

\[
Q_i = \int_0^{h_{jet}} Y_{pol} \rho_w (\vec{V} \cdot \vec{n}_2) \, dy
\]  

(9)

with \( Q_i \) the pollutant mass transfer rate from the left side to the right side (with or without air curtain, i.e. \( Q_{ac} \) or \( Q_0 \), respectively), \( Y_{pol} \) the mass fraction of the pollutant, \( \rho_w \) the water density, \( \vec{V} \) the velocity vector, and \( \vec{n}_2 \) the outward vector normal to line-2, i.e. the vector corresponding to the direction of the pollutant mass transfer \( Q_i \) as indicated in Figure 6a. The transfer of clean water from the nozzle exit and from the right side of the enclosure to the left side (exfiltration) is computed along line-1 at a distance \( x_1 = -0.20 \) m from the middle of the nozzle exit \( (x = 0) \) (see Fig. 6a) with:

\[
Q^*_{ac} = \int_0^{h_{jet}} Y_{cl} \rho_w (\vec{V} \cdot \vec{n}_1) \, dy
\]  

(10)
with \( Q'_{ac} \) the clean water mass transfer rate with air curtain to the left side of the enclosure, \( Y_{cl} \) the clean water mass fraction, and \( n_1 \) the outward vector normal to the line-1, i.e. the vector corresponding to the direction of the clean water mass transfer \( Q'_i \) as indicated in Figure 6a. The distances of \( x_1 = -0.20 \) m and \( x_2 = 0.05 \) m are based on a sensitivity analysis with the aim to minimize the influence of jet flow on the results for species mass transfer.

4.4 Results

This section analyzes the influence of jet height-to-width ratio (\( \beta \)), jet discharge angle (\( \alpha_0 \)) and jet momentum flux ratio (\( \gamma \)) on jet separation efficiency. We define the “optimal momentum flux ratio” (optimal \( \gamma \)) as the ratio for which the modified separation efficiency \( \eta^* \) (see Eq. (2)) reaches its highest value and we provide the values of the separation efficiencies \( \eta \) (see Eq. (1)) that correspond to this optimal \( \gamma \). In order to provide a more accurate estimation of the optimal \( \gamma \) for different geometries, additional simulations have been performed for each computational geometry. These simulations are performed for a range of \( \gamma \), for which the defined separation efficiencies \( \eta^* \) reach the highest values, with a refined step of \( \Delta Re = 100 \) for the jet.

4.4.1 Influence of jet height-to-width ratio on jet separation efficiency

Figure 8 provides the separation efficiencies \( \eta \) and \( \eta^* \) as a function of \( \gamma \) for two different jet discharge angles: \( \alpha_0 = 0^\circ \) and \( 20^\circ \), presented separately for each considered jet height-to-width ratio: \( \beta = 18 \) (Fig. 8a,b), \( \beta = 22.5 \) (Fig. 8c,d), \( \beta = 30 \) (Fig. 8e,f) and \( \beta = 45 \) (Fig. 8g,h). Each data point in the figure corresponds to one case with a certain momentum flux ratio of the jet and a certain jet discharge angle. The data for jets with discharge angles \( \alpha_0 = 5^\circ \) and \( 10^\circ \) are excluded from the figure to ensure its readability.

For jets with discharge angle \( \alpha_0 = 0^\circ \), Figure 8 shows that starting from \( \gamma = 0.2 \) until \( \gamma \approx 1.5 \) the separation efficiency \( \eta \) (Fig. 8a,c,e,g) steeply increases from 18% to 97.2% for jets with \( \beta = 18 \), to 96.4% for jets with \( \beta = 22.5 \), to 95.3% for jets with \( \beta = 30 \), and to 93.9% for jets with \( \beta = 45 \). The modified separation efficiency \( \eta^* \) (Fig. 8b,d,f,h) reaches
96.0% for jets with $\beta = 18$, 94.3% for jets with $\beta = 22.5$, 93.7% for jets with $\beta = 30$, and 92.8% for jets with $\beta = 45$. For $\gamma > 1.5$ the separation efficiency $\eta$ gradually decreases to 96.2%, 94.5%, 92.0% and 87.6% for jets with $\beta = 18$, 22.5, 30 and 45, respectively. The modified separation efficiency $\eta^*$ shows a steeper decrease to 66.1%, 62.4%, 57.1% and 47.9% for jets with $\beta = 18$, 22.5, 30 and 45, respectively, within the considered range of values of $\gamma$. Note that for each considered computational geometry the highest value of the modified separation efficiency $\eta^*$ is obtained at slightly different values of $\gamma$.

Similarly, for jets with discharge angle $\alpha_0 = 20^\circ$, the separation efficiency $\eta$ (Fig. 8a,c,e,g) steeply increases from 29% to 97.8% for jets with $\beta = 18$, to 97.2% for jets with $\beta = 22.5$, to 96.6% for jets with $\beta = 30$, and to 96.2% for jets with $\beta = 45$. The modified separation efficiency $\eta^*$ (Fig. 8b,d,f,h) reaches 95.9% for jets with $\beta = 18$, 95.2% for jets with $\beta = 22.5$, 94.2% for jets with $\beta = 30$, and 91.5% for jets with $\beta = 45$. After reaching the maximum value, the separation efficiency $\eta$ gradually decreases to 97.5%, 96.6%, 95.4% and 94.3% for jets with $\beta = 18$, 22.5, 30 and 45, respectively. The modified separation efficiency $\eta^*$ shows a decrease to 54.5%, 49.0%, 41.1% and 28.2% for jets with $\beta = 18$, 22.5, 30 and 45, respectively, within the considered range of values of $\gamma$.

Table 1 provides the values of optimal $\gamma$ for each considered computational geometry ($\beta$ and $\alpha_0$) and the corresponding values of the separation efficiencies $\eta$ and $\eta^*$. The results for jet discharge angle $\alpha_0 = 0^\circ$ show that the highest value of the modified separation efficiency $\eta^* = 0.960$ and the corresponding value of the separation efficiency $\eta = 0.961$ are obtained for a jet with $\beta = 18$, i.e. for larger jet widths. In addition, for $\alpha_0 = 0^\circ$, the lowest modified separation efficiency $\eta^* = 0.928$ and the corresponding value of the separation efficiency $\eta = 0.929$ are obtained for jets with $\beta = 45$ (i.e. the smallest jet width). Likewise, for jets with jet discharge angle $\alpha_0 = 20^\circ$ the highest values of the separation efficiency $\eta^* = 0.959$ and corresponding $\eta = 0.961$ are obtained for a jet with $\beta = 18$, and the lowest value of the modified separation efficiency $\eta^* = 0.915$ and corresponding $\eta = 0.936$ are obtained for a jet with $\beta = 45$. Similar findings are obtained for jet discharge angles $\alpha_0 = 5^\circ$ and $10^\circ$. For each considered jet discharge angle, the optimal $\gamma$ for jets with $\beta = 18$ is lower than for jets with larger $\beta$ (i.e. smaller jet widths).
4.4.2 Influence of jet discharge angle on jet separation efficiency

Figure 9 provides the distributions of $\eta$ and $\eta^*$ as a function of $\gamma$ for two different jet height-to-width ratios: $\beta = 18$ and $\beta = 45$, which are presented separately for each considered jet discharge angle: $\alpha_0 = 0^\circ$ (Fig. 9a,b), $5^\circ$ (Fig. 9c,d), $10^\circ$ (Fig. 9e,f), and $20^\circ$ (Fig. 9g,h). Similar to the previous subsection, the data for jets with $\beta = 22.5$ and $30$ are excluded from the figure to ensure its readability.

The results for jets with $\beta = 18$ show that the separation efficiency $\eta$ (Fig. 9a,c,e,g) reaches $97.2\%$ for jets with $\alpha_0 = 0^\circ$, $97.1\%$ for jets with $\alpha_0 = 5^\circ$, $97.3\%$ for jets with $\alpha_0 = 10^\circ$, and $97.8\%$ for jets with $\alpha_0 = 20^\circ$. The modified separation efficiency $\eta^*$ (Fig. 9b,d,f,h) reaches $96.0\%$ for jets with $\alpha_0 = 0^\circ$, $96.3\%$ for jets with $\alpha_0 = 5^\circ$ and $10^\circ$, and $95.9\%$ for jets with $\alpha_0 = 20^\circ$.

With regard to jets with $\beta = 45$, the separation efficiency $\eta$ (Fig. 9a,c,e,g) reaches $93.9\%$ for jets with $\alpha_0 = 0^\circ$, $94.1\%$ for jets with $\alpha_0 = 5^\circ$, $94.4\%$ for jets with $\alpha_0 = 10^\circ$, and $96.2\%$ for jets with $\alpha_0 = 20^\circ$. The modified separation efficiency $\eta^*$ (Fig. 9b,d,f,h) reaches $92.8\%$ for jets with $\alpha_0 = 0^\circ$, $93.6\%$ for jets with $\alpha_0 = 5^\circ$ and $10^\circ$, and $91.5\%$ for jets with $\alpha_0 = 20^\circ$.

The results in Table 1 show that for jets with $\beta = 18$ the highest value of the modified separation efficiency $\eta^* = 0.963$ and the corresponding value of the separation efficiency $\eta = 0.963$ are obtained for jets with $\alpha_0 = 5^\circ$ and $10^\circ$. Likewise, for jets with $\beta = 45$ the highest value of $\eta^* = 0.936$ and corresponding value of $\eta = 0.937$ are obtained for jets with $\alpha_0 = 5^\circ$ and $10^\circ$. Similar findings are obtained for with $\beta = 22.5$ and $30$. Overall, inclined jets with $\alpha_0 = 5^\circ$ and $10^\circ$ provide slightly higher separation efficiencies than straight ($\alpha_0 = 0^\circ$) jets and jets with $\alpha_0 = 20^\circ$. Note that optimal $\gamma$ for jets with $\alpha_0 = 20^\circ$ are lower than for jets with smaller discharge angles. The optimal $\gamma$ for straight jets ($\alpha_0 = 0^\circ$) are highest compared to those of jets with discharge angles $\alpha_0 = 5^\circ$, $10^\circ$, $20^\circ$.

4.4.3 Influence of momentum flux ratio on jet separation efficiency

Figure 10 shows the distributions of $\eta$ and $\eta^*$ as a function of $\gamma$. Each data point in the figure corresponds to one case with a jet at a certain $Re$, $\beta$ and $\alpha_0$. For each case two data points are shown that present $\eta$ and $\eta^*$, respectively. The shape of the distribution of $\eta$ resembles those provided by e.g. Costa et al. (2006), Foster et al. (2006) and Frank and Linden (2015). Figures 11a-11c show the distributions of dimensionless mean velo-
Figure 8: Influence of jet height-to-width ratio $\beta$ on jet separation efficiencies $\eta$ and $\eta^*$ for jets with $\alpha_0 = 0^\circ$ and $20^\circ$: (a,b) $\beta = h_{\text{jet}}/w_{\text{jet}} = 18$; (c,d) $\beta = 22.5$; (e,f) $\beta = 30$; (g,h) $\beta = 45$. 
city magnitude ($|V|/|V_0|$) for the jet with $\beta = 22.5$, $\alpha_0 = 0^\circ$ and for three $\gamma = 0.25, 1.22$ and 9.07, respectively. For $\gamma = 0.25$, the jet momentum flux cannot compensate the cross-jet pressure gradient and does not reach the floor, i.e. so-called breakthrough of the jet occurs (Fig. 11a). The separation efficiencies here are $\eta = \eta^* = 0.178$. From $\gamma = 0.25$ to $\gamma = 1.22$ the separation efficiencies $\eta$ and $\eta^*$ are steeply increasing from 0.18 to 0.955 and 0.943, respectively. At $\gamma = 1.22$, the jet reaches the ground providing an aerodynamic sealing (Fig. 11b). The separation efficiency $\eta^*$ starts to decrease for $\gamma > 1.22$, while the separation efficiency $\eta$ starts to decrease for $\gamma > 1.97$, with a steeper decrease for $\eta^*$ compared to that for $\eta$. At $\gamma = 9.07$ (Fig. 11c) the jet provides an aerodynamic sealing with $\eta = 0.945$ and $\eta^* = 0.624$. The explanation for this steep decrease of the separation efficiency $\eta^*$ is that at $\gamma > 1.22$ a significant part of the supplied water from the nozzle exit flows to the left side of the enclosure, resulting in a lower modified separation efficiency. Moreover, higher momentum flux ratios cause more entrainment of the ambient fluid into the jet. In the considered case the pollutant mass transfer from the left part of the enclosure into the right part was 18% lower for $\gamma = 1.22$ ($Q_{ac} = 2.26$ kg/s) than that for $\gamma = 9.07$ ($Q_{ac} = 2.76$ kg/s).

Table 1: Optimal values of momentum flux ratio $\gamma = M_{jet}/M_{cf}$ and corresponding separation efficiencies $\eta$ and $\eta^*$ for the considered cases

<table>
<thead>
<tr>
<th>$\beta$ [-]</th>
<th>$\alpha_0$ [°]</th>
<th>$\gamma$, optimal [-]</th>
<th>$\eta$ [-]</th>
<th>$\eta^*$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.0</td>
<td>0</td>
<td>1.07</td>
<td>0.961</td>
<td>0.960</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.93</td>
<td>0.963</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.82</td>
<td>0.963</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.66</td>
<td>0.961</td>
<td>0.959</td>
</tr>
<tr>
<td>22.5</td>
<td>0</td>
<td>1.22</td>
<td>0.955</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.01</td>
<td>0.958</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.87</td>
<td>0.957</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.69</td>
<td>0.953</td>
<td>0.952</td>
</tr>
<tr>
<td>30.0</td>
<td>0</td>
<td>1.34</td>
<td>0.946</td>
<td>0.937</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.10</td>
<td>0.948</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.95</td>
<td>0.948</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.74</td>
<td>0.945</td>
<td>0.942</td>
</tr>
<tr>
<td>45.0</td>
<td>0</td>
<td>1.46</td>
<td>0.929</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.21</td>
<td>0.937</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.03</td>
<td>0.937</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.85</td>
<td>0.936</td>
<td>0.915</td>
</tr>
</tbody>
</table>
Figure 9: Influence of jet discharge angle $\alpha_0$ on separation efficiencies $\eta$ and $\eta^*$ for jets with $\beta = 18$ and 45: (a,b) $\alpha_0 = 0^\circ$; (c,d) $\alpha_0 = 5^\circ$; (e,f) $\alpha_0 = 10^\circ$; (g,h) $\alpha_0 = 20^\circ$
Minimum momentum flux ratio: CFD vs. analytical equation

Figure 10: Separation efficiencies $\eta (■)$ and $\eta^* (▲)$ as a function of momentum flux ratio $\gamma$

Figure 11: Contours of dimensionless mean velocity magnitude ($|V|/|V_0|$) for $\beta = 22.5$ for three momentum flux ratios: (a) $\gamma = 0.25$; (b) $\gamma = 1.22$; (c) $\gamma = 9.07$
The results in Table 1 show that:

- The optimal $\gamma$ ranges from 0.66 to 1.46. The highest value ($\gamma = 1.46$) occurs for a jet with $\beta = 45$ at $\alpha_0 = 0^\circ$. The lowest value ($\gamma = 0.66$) occurs for a jet with $\beta = 18$ at $\alpha_0 = 20^\circ$.

- The modified separation efficiencies $\eta^*$, i.e. the values corresponding to the optimal $\gamma$ in Table 1, range from 0.915 to 0.963. The highest value ($\eta^* = 0.963$) occurs for $\beta = 18$ at $\alpha_0 = 5^\circ$ and $10^\circ$. The lowest value ($\eta^* = 0.915$) occurs for $\beta = 45$ at $\alpha_0 = 0^\circ$.

- The separation efficiency $\eta$ corresponding to the optimal $\gamma$ ranges from 0.929 to 0.963. The highest value ($\eta = 0.963$) occurs for $\beta = 18$ at $\alpha_0 = 5^\circ$ and $10^\circ$. The lowest value ($\eta = 0.929$) occurs for $\beta = 45$ at $\alpha_0 = 0^\circ$.

The value of the optimal $\gamma$ for a jet with $\beta = 18$ at $\alpha_0 = 20^\circ$ is lower than for jets with other $\beta$ at the same discharge angle $\alpha_0 = 20^\circ$. Figure 12 provides the distributions of pollutant mass fractions for jets with $\gamma = 0.66$: $\beta = 18$ at $\alpha_0 = 0^\circ$ and $\alpha_0 = 20^\circ$ and $\beta = 45$ at $\alpha_0 = 20^\circ$. Figure 12 shows that a significant amount of pollutant is transferred through the jet to the right side of the enclosure for the cases with jet $\beta = 18$ at $\alpha_0 = 0^\circ$ ($Q_{ac} = 19.13$ kg/s, $\eta = 0.618$) and $\beta = 45$ at $\alpha_0 = 20^\circ$ ($Q_{ac} = 9.61$ kg/s, $\eta = 0.808$) compared to the case with $\beta = 18$ at $\alpha_0 = 20^\circ$ ($Q_{ac} = 2.06$ kg/s, $\eta = 0.961$). Therefore, the combination of two factors, such as smaller jet height-to-width ratio and larger jet discharge angle, helps a jet to counteract the cross-jet pressure gradient. Figure 12a also shows that, for the case with $\beta = 18$ at $\alpha_0 = 20^\circ$, the pollutant concentration on the left side of the enclosure remains much lower compared to the cases with $\beta = 18$ at $\alpha_0 = 0^\circ$ and $\beta = 45$ at $\alpha_0 = 20^\circ$, where $Y_{pol} \approx 1$. Thus, mixing occurs between “polluted” fluid in the left part of the enclosure with the fluid from the nozzle exit and the ambient fluid from the right part of the enclosure. For the case with $\beta = 18$ and $\alpha_0 = 20^\circ$, the transfer of clean water from the nozzle exit and from the right side of the enclosure to the left side $Q_{ac}^* = 0.025$ kg/s, while for the cases with $\beta = 18$ and $\alpha_0 = 0^\circ$, and $\beta = 45$ and $\alpha_0 = 20^\circ$ the values of $Q_{ac}^*$ are equal to 0. In combination with the mentioned above values of pollutant mass transfer $Q_{ac}$ this results in the higher value of the modified separation efficiency ($\eta^* = 0.959$) for the case with $\beta = 18$ and $\alpha_0 = 20^\circ$ than for the cases with $\beta = 18$ and $\alpha_0 = 0^\circ$ ($\eta^* = 0.618$), and $\beta = 45$ and $\alpha_0 = 20^\circ$ ($\eta^* = 0.808$).
Figure 12: Distributions of pollutant mass fraction $Y_{pol}$ for the cases with $\gamma = 0.66$: (a) $\beta = 18$ at $\alpha_0 = 20^\circ$; (b) $\beta = 18$ at $\alpha_0 = 0^\circ$; (c) $\beta = 45$ at $\alpha_0 = 20^\circ$

4.4.4 Deflection modulus

The deflection modulus can also be defined as the dimensionless ratio of the magnitude of the discharge momentum flux of the jet to the transverse forces acting on the jet due to a cross-jet pressure gradient across the doorway (e.g. Howell and Shibata 1980, Sirén 2003, Frank and Linden 2015):

$$D_m = \frac{\rho W_{jet} |V_0|^2}{\Delta P h_{jet}}$$  \hspace{1cm} (11)
with $\Delta P$ the static pressure difference over the jet. In this section, the focus is on the minimum deflection modulus $D_{m,min}$ that is reached at the conditions where jet breakthrough just do not occur yet. For this, the approach also applied by Sirén (2003) is adopted that is based on the momentum balance. Assuming that the flow is steady-state and neglecting gravity and viscous forces, the force associated with the change in jet momentum flux in the $x$-direction (i.e. horizontal direction) is equal to the force associated with the cross-jet pressure gradients in $x$-direction (Fig. 13):

$$
\int_{0}^{h_{jet}} \rho \mathbf{U} \cdot \mathbf{n} \, dy = \Delta P h_{jet} = (P_t - P_r) h_{jet}
$$

(12)

The left-hand side of Eq. (12) can be written as:

$$
\int_{0}^{h_{jet}} \rho \mathbf{U} \cdot \mathbf{n} \, dy = \rho w_{jet} \left| V_0 \right|^2 \sin \alpha_0 - \rho w'_{jet} \left| V \right|^2 \sin \alpha
$$

(13)

with $U$ the mean lateral ($x$-direction) velocity component, $w'_{jet}$ and $\alpha$ the width and the angle of the jet at the impingement region near the floor. Eq. (13) is the $x$-component of the momentum balance applied to the contour indicated by the orange dashed rectangle in Figure 13. In addition, it is assumed that the jet momentum flux along the jet centerline is conserved (Rajaratnam 1976, Frank and Linden 2015):

$$
\rho w_{jet} \left| V_0 \right|^2 = \rho w'_{jet} \left| V \right|^2
$$

(14)
The value of $D_{m,min}$ is found when jet breakthrough occurs at $y = h_{jet}$ assuming that the jet angle $\alpha = -90^\circ$, i.e. when the jet is bent to the right side of the enclosure. Combining Eqs. (11-14) yields:

$$D_{m,min} = \frac{1}{1 + \sin \alpha_0}$$

Table 2 lists the values of $D_{m,min}$ calculated based on the simplified Eq. (15) for the four jet discharge angles ($\alpha_0 = 0^\circ$, 5°, 10°, 20°) and the corresponding values of $\gamma_{min} = M_{jet,min}/M_{cf}$. In addition, the values of $\gamma_{sf} = M_{jet,sf}/M_{cf}$ are provided, which are the values of $\gamma_{min}$ corrected by a safety factor of 2, as recommended in previous studies (e.g. Hayes and Stoecker 1969a, Foster et al. 2006, Van Belleghem et al. 2012). Moreover, a comparison is provided between these values of $\gamma_{min}$ and the values of the optimal momentum flux ratios $\gamma_{CFD} = M_{jet,CFD}/M_{cf}$ as obtained from the CFD simulations (see Table 1 with the values of $\gamma$ for four jet height-to-width ratios and for four jet discharge angles). The relative difference between these two quantities is calculated as:

$$\delta \gamma = \frac{\gamma_{CFD} - \gamma_{sf}}{\gamma_{CFD}}$$
Table 2: Values of deflection modulus $D_{m, \text{min}}$ and corresponding momentum flux ratios as determined by Eq. (15) in combination with a safety factor and by CFD, and deviations between the latter two parameters

<table>
<thead>
<tr>
<th>$\alpha_0$ [°]</th>
<th>$D_{m, \text{min}}$ [-] (Eq.15)</th>
<th>$\gamma_{\text{min}}$ [-]</th>
<th>$\gamma_{\text{sf}}$ [-]</th>
<th>$\gamma_{\text{CFD}}$ [-]</th>
<th>$\delta \gamma$ [%]</th>
<th>$\beta$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>0.58</td>
<td>1.16</td>
<td>1.07</td>
<td>1.22</td>
<td>1.34</td>
<td>1.46</td>
</tr>
<tr>
<td>5</td>
<td>0.92</td>
<td>0.53</td>
<td>1.07</td>
<td>0.93</td>
<td>1.01</td>
<td>1.10</td>
<td>1.21</td>
</tr>
<tr>
<td>10</td>
<td>0.85</td>
<td>0.50</td>
<td>0.99</td>
<td>0.82</td>
<td>0.87</td>
<td>0.95</td>
<td>1.03</td>
</tr>
<tr>
<td>20</td>
<td>0.75</td>
<td>0.43</td>
<td>0.87</td>
<td>0.66</td>
<td>0.69</td>
<td>0.74</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Figure 14 shows the values of the optimal $\gamma$ for four different $\alpha_0$ and four different $\beta$ together with distribution of $\gamma_{\text{sf}}$.

The results in Table 2 show that the highest minimum value of the momentum flux ratio required to prevent a breakthrough of the jet and defined analytically in combination with a safety factor of 2 ($\gamma_{\text{sf}} = 1.16$) is obtained for jets with $\alpha_0 = 0°$. The lowest minimum value of $\gamma_{\text{sf}} = 0.87$ is obtained for a jet with $\alpha_0 = 20°$. Note that the analytical method to define the minimum required momentum flux ratio considered in this study does not depend on the jet height-to-width ratio $\gamma$, but solely on the jet discharge angle $\alpha_0$.

In contrast, the values of the optimal $\gamma_{\text{CFD}}$ depend on both $\alpha_0$ and $\beta$. The values of $\gamma_{\text{CFD}}$ range from 1.07 to 1.46 for jets with $\alpha_0 = 0°$, from 0.93 to 1.21 for jets with $\alpha_0 = 5°$, from 0.82 to 1.03 for jets with $\alpha_0 = 10°$, and from 0.66 to 0.85 for jets with $\alpha_0 = 20°$. The highest value of $\gamma_{\text{CFD}} = 1.46$ occurs for a jet with $\beta = 45$ and $\alpha_0 = 0°$ and the lowest value ($\gamma_{\text{CFD}} = 0.66$) occurs for a jet with $\beta = 18$ and $\alpha_0 = 20°$. The results also show that the difference between the momentum flux ratios $\gamma_{\text{sf}}$ obtained by Eq. (15) and corrected with a safety factor of 2, and the values of optimal $\gamma_{\text{CFD}}$ reaches $\delta \gamma = -31.2\%$ for the jet with $\beta = 18$ and $\alpha_0 = 20°$. These deviations are related to the complex flow dynamics of the jet in a cross-flow and to the assumptions made in defining the minimum jet deflection modulus (Eq. 15). As mentioned before, Eq. (15) does not take into account the jet height-to-width ratio. It also does not take into account the mixing of the jet with the ambient fluid, while optimal momentum flux ratios $\gamma_{\text{CFD}}$ defined with CFD simulations consider the potential transfer of the jet flow to the left part of the enclosure and clean water transfer from the right to the left part of the enclosure.

Figure 14 illustrates the common trend that both $\gamma_{\text{sf}}$ and $\gamma_{\text{CFD}}$ decrease with increasing jet discharge angle $\alpha_0$. 
Discussion

This paper presents the results of a numerical study of a PTIJ (representing an air curtain) at Reynolds numbers ranging from 5,000 to 30,000. The influence of several jet parameters, i.e. the momentum flux ratio, the jet height-to-width ratio, and the jet discharge angle, on the jet separation efficiency is evaluated with 2D steady RANS CFD simulations. Based on this analysis optimal values of the momentum flux ratio are defined when the jet reaches its maximum modified separation efficiency. This modified separation efficiency does not only take infiltration into account but also exfiltration. Finally, the minimum deflection modulus required to prevent breakthrough of the jet and the corresponding minimum momentum flux ratios are defined based on a simple analytical equation and by applying a safety factor according to Hayes and Stoecker (1969a). These minimum momentum flux ratios are compared to the values of the optimal momentum flux ratios obtained from the CFD simulations.
4.5.1 Applicability of steady RANS CFD simulations

Although large eddy simulations (LES) are intrinsically superior to steady RANS simulations, a review of the literature on CFD in building simulation for outdoor and indoor applications shows that the latter are frequently used in both science and engineering and in both basic and applied research (Blocken 2018). Although future research will include LES as well, the validation study in the present paper has indicated that steady RANS was a suitable choice.

4.5.2 Applicability of the analytical equation to define the minimum deflection modulus

The analytical equation to determine the minimum deflection modulus is based on the principle of momentum conservation. It might be used in the initial estimation of the AC settings to prevent breakthrough of the jet. The analytical equation is simple and very easy to use but it has the following limitations:

- Mixing processes between the jet and the ambient environment are not taken into account.
- The specific influence of the jet height-to-width ratio is not taken into account.
- The assumption that jet breakthrough occurs at \( y = h_{\text{jet}} \) when the jet angle \( \alpha = -90^\circ \) does not take into account realistic jet behavior.
- The equation will be less reliable in more complex situations, e.g. involving pollutant mass transfer at densities different than density of the ambient fluid or with localized sources.

4.5.3 Future work

Based on this study the following recommendations for future work can be made:

- Future studies can consider angles larger than \( \alpha_0 = 20^\circ \) and investigate their influence on the jet separation efficiencies and the corresponding optimal momentum flux ratios. Moreover, the optimum jet discharge angle can be defined to obtain the highest separation efficiency.
- This study considered a given constant cross-jet pressure that was uniform along the height of the opening. Future studies should consider a range of pressure gradients and their influence on the optimal momentum flux ratios. In real situations, pronounced pressure gradients can be present along the jet height and the jet can
be imposed to highly dynamic cross-jet wind pressure (i.e. when ACs separate outdoor and indoor environment). Such more case-specific situations should be taken into account for actual/real case studies with AC implementation.

- This study considered an isothermal situation. Real situations often involve differences in air temperature between the indoor and outdoor environments, which also induces cross-jet pressure differences. Moreover, the presence of natural or mechanical ventilation in the building has its influence on the flow inside the building.

- The optimal momentum flux ratios were determined with CFD simulations for a steady-state situation. Future studies can consider transient environmental conditions such as moving public, sliding doors and changing wind speeds, which can affect the actual separation efficiency of the AC. Such effects could be included by means of safety factors that can be determined by transient CFD simulations or experiments.

4.6 Conclusions

The generic situation of an isothermal PTIJ (air curtain) at $5,000 < Re < 30,000$ separating two environments subjected to a cross-jet pressure gradient is studied using 2D steady RANS CFD simulations. The study involves a parametric analysis of the influence of several jet parameters (momentum flux ratio, jet height-to-width ratio, jet discharge angle) on the jet separation efficiency. Four jet height-to-width ratios ($\beta = 18, 22.5, 30, 45$) and four jet discharge angles ($\alpha_0 = 0^\circ, 5^\circ, 10^\circ, 20^\circ$) are considered. For each jet height-to-width ratio and jet discharge angle, the optimal ratio of jet discharge momentum flux to jet cross-flow momentum flux (optimal momentum flux ratio) at which the modified separation efficiency of an AC reaches its maximum value is defined. At momentum flux ratios higher than the optimal value the jet hits the floor at higher velocities, resulting in excessive mixing between the jet and the ambient environment. In practice that would result in energy dissipation from the jet to the outdoor environment. Therefore, a too high momentum flux ratio causes an increased energy consumption by the air-curtain fan which should be prevented. Finally, the minimum deflection modulus to prevent breakthrough of the jet and its corresponding minimum momentum flux ratios are obtained based on a simplified equation and are compared to the values of optimal momentum flux ratios obtained from the CFD simulations. The following conclusions are provided:
The highest modified separation efficiency, i.e. $\eta^* = 0.963$, is obtained for a jet with $\beta = 18$ (at $\alpha_0 = 5^\circ$ and $10^\circ$).

The lowest modified separation efficiency $\eta^* = 0.915$ is obtained for a jet with $\beta = 45$ at $\alpha_0 = 20^\circ$.

The highest value of the optimal momentum flux ratio $\gamma = 1.46$ occurs for a jet with $\beta = 45$ at $\alpha_0 = 0^\circ$.

The lowest value of the optimal momentum flux ratio $\gamma = 0.66$ occurs for a jet with $\beta = 18$ and $\alpha_0 = 20^\circ$.

Jets with smaller height-to-width ratios provide a higher modified separation efficiency than jets with larger height-to-width ratios. Moreover, jets with the smallest height-to-width ratio ($\beta = 18$) reach their maximum modified separation efficiency at lower optimal momentum flux ratios.

Inclined jets with discharge angles $\alpha_0 = 5^\circ$ and $10^\circ$ provide a higher modified separation efficiency $\eta^*$ than straight ($\alpha_0 = 0^\circ$) jets and jets with discharge angle $\alpha_0 = 20^\circ$.

The values of the optimal momentum flux ratio calculated based on the CFD simulations range from $1.07 < \gamma < 1.46$ for jets at discharge angle $\alpha_0 = 0^\circ$, $0.93 < \gamma < 1.21$ for jets at discharge angle $\alpha_0 = 5^\circ$, $0.82 < \gamma < 1.03$ for jets at discharge angle $\alpha_0 = 10^\circ$, and $0.66 < \gamma < 0.85$ for jets at discharge angle $\alpha_0 = 20^\circ$. The highest values of $\gamma$ for each jet discharge angle correspond to the largest jet height-to-width ratio ($\beta = 45$).

The values of the optimal momentum flux ratio determined based on the CFD simulations deviate by up to 31.2% from the values defined by the simple analytical equation including a safety factor. This simplified equation can be used for the initial estimation of the required AC conditions to provide aerodynamic sealing in a given situation. However, in order to provide more accurate information, one should resort to the methods that better take into account the jet dynamics, e.g. CFD simulations with RANS modeling, or more advanced modeling with LES.
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Chapter 5

Impact of a wall downstream of an air curtain nozzle on air curtain separation efficiency

This chapter has been submitted for publication in a peer-reviewed journal:


Abstract

Air curtains (ACs) employ plane turbulent jets to separate two environments in terms of heat and mass transfer, while still allowing unrestricted access through the opening between these environments. Most previous studies focused on ACs discharged from nozzles located just above the opening. However, in some cases ACs have to be installed close to the ceiling at a substantial distance from the top of the opening. The AC blown downwards along the vertical wall then first resembles a wall jet and after reaching the top of the opening starts resembling a free jet. The present study analyzes the behavior and performance of an AC with upstream wall above the opening. 2D steady RANS CFD simulations are performed based on grid-sensitivity analyses and validation with experimental data for a wall jet and a free jet. The total opening height is 4 m and vertical walls of 0.5 m, 1 m and 2 m, partly closing this opening, are considered. AC performance is evaluated with the separation efficiency $\eta$ (based on infiltration) and the modified separation efficiency $\eta^*$ (based on infiltration and exfiltration). It is shown that the presence of the wall reduces jet decay. The higher the wall, the larger the jet momentum over the opening height. This reduces infiltration and increases $\eta$ but it increases exfiltration (decreases $\eta^*$). In practice, jet discharge velocity (jet momentum) will have to be adjusted to keep high $\eta^*$. 
5.1 Introduction

Air curtains (ACs) employ plane turbulent impinging jets (PTIJ) to separate two environments in terms of heat and mass transfer, while still allowing an unrestricted transfer of persons and products between these environments. Figure 1a is a schematic representation of a PTIJ discharged by a rectangular nozzle. The fluid mechanical behavior of a PTIJ involves the development of roll-up vortices, the related entrainment of ambient fluid, and the impingement and the emergence of counter-rotating vortices after impingement. ACs can be exposed to cross-jet temperature differences, pressure differences and/or concentration differences.

ACs are typically used at the entrance of stores, shops, hotels, restaurants and bars, to separate the indoor and outdoor environment while still allowing easy access, and to improve indoor thermal comfort and indoor air quality (e.g. [1-7]; see Fig. 1b). Applications of ACs can also be found inside buildings to separate smoking and non-smoking areas, in laboratories to reduce contamination hazard, in loading docks, in hospital operating theatres (e.g. [8]), in refrigerated trucks and in refrigerated display cabinets in supermarkets (e.g. [9-16]). They can also be used to maintain a stable indoor environment in incubators for neonates (at neonatology departments in hospitals) (e.g. [17,18]). Furthermore, they are employed in tunnels/channels to reduce smoke propagation in case of fire, etc. (e.g. [18-21]).

Depending on the application, various categories of ACs can be distinguished. The air flow provided by the AC can be pre-heated, pre-cooled or remain at the temperature of the supplied air. Costa et al. [4] provided an overview of studies that focused on the dimensioning of ACs and distinguished two categories of ACs: with and without air recirculation. In an AC with air recirculation, a duct is used to return the discharged air to the rear of the AC. For a vertically downwards blowing AC with recirculation this duct is connected to a grille installed in the floor where the opening is located. For an AC without air recirculation, the discharged air mixes with the ambient air (indoor and outdoor). Then the mixed air partly returns to the rear of the AC (Fig. 1b). For sufficient sealing, the jet has to be strong enough to cover the whole height of the opening. ACs can be installed above, below or next to the opening, thus representing a downward jet, an upward jet, or a horizontal jet, respectively.
The separation efficiency is a key performance parameter for ACs. It is determined by an equation based on the heat or mass transfer through the opening when the AC is “on” versus the heat or mass transfer when the curtain is “off” [4,22-24]. The separation efficiency depends on a wide range of jet parameters and environmental parameters, such as nozzle characteristics, the jet discharge parameters (i.e. mean jet velocity $U_0$, jet temperature $T_0$, and turbulence intensity $I_{u,0}$) and the air temperature, pressure and concentration in the two separated environments.

Generally, ACs are installed close to the opening to be sealed. The Eurovent code of good practice “Eurovent 16/1, Air curtain unit – Classification, test conditions and energy performance calculations” [25] states a maximum distance of 0.5 m between the discharge nozzle and the top of the opening. However, in practice, sometimes the AC discharge nozzle has to be installed close to the ceiling at a larger distance from the opening. Both in situations with a maximum distance of 0.5 m and in situations with a larger distance, the air jet flowing from the discharge nozzle of the AC towards the opening first develops as a wall jet, and after reaching the top of the opening this wall jet becomes a free jet, until a certain distance from the floor where adverse pressure build-up will mark the beginning of the jet impingement region.

Figures 2a and b are schematic representations of a wall jet and a free jet, respectively. A wall jet consists of an inner layer with a boundary layer flow and an outer layer with a free shear layer flow. Moving downstream from the discharge opening, a potential core region, a transitional region and finally a fully developed region (self-similar region) can be distinguished. A free jet on the other hand is not constrained by the presence of a wall. It consists of a potential core region, a transitional region, a self-similar region and
a termination region. In the potential core region, the centerline velocity is equal to 98-100% [1,28] of the jet discharge velocity. The free jet velocity profile shows a top-hat distribution and the shear layers start to evolve. In the transition region, the potential core is totally consumed by the shear layers and the centerline velocity starts to decay due to the entrainment of ambient air into the jet. In the self-similar region, the normalized cross-jet velocity profiles are identical at different distances from the discharge nozzle and show a Gaussian shape. Finally, in the termination region the jet becomes almost imperceptible due to diffusion with the ambient air. In this region the centerline velocity decreases sharply to zero [29].

Although many studies analyzed the behavior of wall jets and free jets and many studies analyzed the behavior of ACs, to the best of our knowledge, there is no previous study that analyzed the behavior of an AC consisting of both a clear and extensive wall jet and a subsequent free jet followed by impingement. Therefore, it is not clear to what extent the separation efficiency of an AC is influenced by installing the nozzle at different heights above the opening. This study presents numerical simulations with computational fluid dynamics (CFD) to investigate the behavior and separation efficiency of an AC when it first flows along a wall before reaching the opening. The study focuses on an isothermal AC without recirculation. The CFD simulations are supported by validation studies for the case of a wall jet and a free/impinging jet. The paper is structured as follows. Section 5.2 presents the validation studies. Section 5.3 provides the computational settings and parameters for the case studies. In section 5.4, the results of the case studies are outlined. Sections 5.5 (limitations and further work) and 5.6 (conclusions) conclude the paper.

5.2 CFD validation studies

The CFD simulations are performed based on the Reynolds-averaged Navier-Stokes (RANS) equations. While approaches such as large eddy simulation (LES) are intrinsically superior, they also entail a higher complexity and a much higher computational cost, and because of these reasons, in building simulation, RANS often remains the preferred choice [30]. This is in line with the fact that the vast majority of the scientific literature on CFD simulations of air curtains adopted the RANS approach. The validation studies
Figure 2: Schematic representation of (a) wall jet (modified from Kaffel et al. [26]) and (b) free jet (modified from Yue [27]) with indication of the different jet regions. b is nozzle width or jet discharge width, x is downstream direction coordinate, $U_m$ is the maximum fluid speed ($x$-velocity component) occurring at distance $y_m$ from the wall, $y_{1/2}$ is jet half-width

include a wall jet and a free jet, for which experimental data are available in the literature. In order to provide a quantitative assessment of the performance of different turbulence models the metric factor of 1.3 of the observations (FAC1.3) is applied:

$$FAC1.3 = \frac{1}{n} \sum_{i=1}^{n} N_i \quad \text{with} \quad N_i = \begin{cases} 1 & \text{for } 0.77 \leq \frac{P_i}{O_i} \leq 1.30 \\ 0 & \text{else} \end{cases}$$

(1)

with $P_i$ and $O_i$ the time-averaged values obtained from CFD simulations and experiments, respectively, and $n$ the number of data points.
5.2.1 Wall jet

The validation study for the wall jet employs the experimental data provided by Eriksson et al. [31], who performed laser Doppler velocimetry (LDV) experiments of an isothermal wall jet with $Re = 9,600$ discharged at the bottom of a water tank of 7 m long and 1.45 m wide, with the jet Reynolds number defined as $Re = (U_0b)/\nu$, with $b$ the nozzle height and $\nu$ the kinematic viscosity at 20°C. The jet nozzle has a height of $b = 0.0096$ m and it is present along the entire width of the tank. The 2D computational domain represents part of the tank and has a height of 0.9 m and a length of 5.0 m (Fig. 3a). The domain is discretized by a structured grid (Fig. 3b). A grid-sensitivity analysis with coarse, medium and fine grids is conducted. The number of cells over the height of the discharge nozzle are 20, 30 and 50 for the coarse, medium and fine grids, respectively (Fig. 3b), resulting in total cell counts of 87,300, 101,800 and 171,600, respectively. The maximum values of the dimensionless wall distance $y^+$ for the coarse, medium and fine grids are equal to 16, 1.7 and 1.0, respectively. The grid-sensitivity study indicates that the medium grid

![Figure 3: (a) Computational geometry of the wall jet study (not to scale). (b) View of coarse, medium and fine grid near nozzle exit. (c,d) Turbulence model evaluation on medium grid showing vertical profiles of $(U/U_m)$ by CFD and experiments at (c) $x/b = 20$ and (d) $x/b = 100$]
Impact of a wall downstream of an air curtain nozzle provides nearly grid-independent results and therefore this grid is retained for the validation study.

The mean jet discharge velocity at the nozzle exit \((U_0)\) is 1 m/s and the discharge turbulence intensity is 1%. The solid surfaces of the domain are specified as no-slip walls. Zero static gauge pressure is imposed at the outlet. The isothermal simulations are performed with ANSYS Fluent 15.0.7 [32]. The 2D steady RANS equations are solved with the standard \(k-\varepsilon\) model [33], the realizable \(k-\varepsilon\) turbulence model [34], the SST \(k-\omega\) model [35] and the re-normalization group (RNG) \(k-\varepsilon\) [36] model. Enhanced wall treatment (EWT) [32] is applied, in which a two-layer model is combined with enhanced wall functions. If the near-wall mesh is fine enough to be able to resolve the laminar sublayer (typically \(y^+ \approx 1\)), then the two-layer zonal model is used, which employs the Wolfshtein model [37] in the near-wall region. If the near-wall mesh is coarser, enhanced wall functions are employed which result from blending linear (laminar) and logarithmic (turbulent) laws-of-the-wall using a function suggested by Kader [38]. The SIMPLEC algorithm is utilized for pressure-velocity coupling, pressure interpolation is second order and second-order spatial discretization schemes are used for both the convection terms and the viscous terms of the governing equations. Convergence is assumed to be obtained when scaled residuals level off and reach \(10^{-6}\) for \(x\) and \(y\) momentum, \(10^{-5}\) for \(k\), \(\varepsilon\) and \(\omega\), and \(10^{-4}\) for continuity. Figures 3c and d present the results in terms of vertical profiles of the dimensionless mean \(x\)-velocity component \((U/U_m, \text{with } U_m \text{ the maximum jet velocity along the vertical line considered})\) at two distances from the discharge nozzle; \(x/b = 20\) and 100, as a function of the ratio \(y/y_{1/2}\) where \(y_{1/2}\) is the jet half-width. Based on the values of FAC1.3 (Table 1), the results from the realizable \(k-\varepsilon\) model with EWT show the best agreement with the experimental data at both \(x/b = 20\) (FAC1.3 = 0.81) and 100 (FAC1.3 = 0.91).

<table>
<thead>
<tr>
<th>Model</th>
<th>FAC1.3 (x/b = 20)</th>
<th>FAC1.3 (x/b = 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKE</td>
<td>0.65</td>
<td>0.88</td>
</tr>
<tr>
<td>RKE</td>
<td>0.81</td>
<td>0.91</td>
</tr>
<tr>
<td>RNG</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>SST</td>
<td>0.81</td>
<td>0.76</td>
</tr>
</tbody>
</table>
5.2.2 Free jet

The validation study for the free jet employs the experimental data provided by Maurel and Solliec [1], who performed LDV and particle image velocimetry (PIV) measurements for an isothermal free jet impinging on a flat plate at different distances from the discharge nozzle. The height of the impinging jet \( H \) in the set-up was variable from 0.1 m to 1.4 m, therefore, the opening ratio \( H/b \) could be varied from 20 to 50. The depth of the setup (in lateral direction) is 1.4 m. The nozzle has a width \( b = 0.02 \) m and is present along the entire depth of the setup. The jet discharge velocity for the validation study is \( U_0 = 20 \) m/s, resulting in a jet Reynolds number of \( Re = (U_0 b)/\nu = 25,640 \). For the validation study, the data for \( H/b = 25 \) are used, i.e. \( \nu = 0.5 \) m. The 2D computational geometry is depicted in Figure 4a. Note that only half the geometry is included in the simulations because of the symmetry of the flow. A grid-sensitivity study on three grids is conducted with the SST \( k-\omega \) turbulence model [35]. Figure 4b shows the grid resolution near the nozzle. The number of cells across half the width of the discharge nozzle is 4, 6 and 8 for the coarse, medium and fine grid, respectively, resulting in total cell counts of 5,777, 11,550 and 23,108. The grid-sensitivity study indicates that the medium grid provides nearly grid-independent results and therefore this grid is retained for the validation study.

A non-uniform velocity profile, based on the profile obtained at the nozzle exit from a CFD simulation including a smoothly-shaped contraction, with a centerline mean velocity of 20 m/s is applied at the velocity inlet and the discharge turbulence intensity is 2.8%. The solid surfaces, such as the top and the bottom of the geometric model are treated as no-slip walls. Zero static gauge pressure is imposed at the outlet. The isothermal simulations are performed with ANSYS Fluent 15.0.7 [32] with the 2D steady RANS equations in combination with the following turbulence models: the standard \( k-\varepsilon \) model [33], the RNG \( k-\varepsilon \) model [36], the realizable \( k-\varepsilon \) model [34] and the SST \( k-\omega \) model [35] in combination with EWT. The SIMPLEC algorithm is utilized for pressure-velocity coupling, pressure interpolation is second order and second-order discretization schemes are used for both the convection terms and the viscous terms of the governing equations. Convergence is assumed when scaled residuals level off and reach a minimum of \( 10^{-6} \) for \( x \) and \( y \) momentum, \( 10^{-5} \) for \( k, \varepsilon \) and \( \omega \), and \( 10^{-4} \) for continuity. Figure 4c compares the jet centerline dimensionless mean velocity profiles \((U/U_0)\). Close to the discharge nozzle \((x/H < 0.2)\), the CFD profiles obtained with different turbulence models are nearly identical, except for the profile provided by the SST \( k-\omega \).
model. The best agreement in the intermediate region is provided by the standard $k$-$\varepsilon$ model, especially at $0.2 \leq x/H \leq 0.6$. At $0.6 \leq x/H \leq 0.9$ all models slightly overestimate the experimental mean velocities. Based on the FAC1.3 values in Table 2 the RNG $k$-$\varepsilon$ model (FAC1.3 = 0.89) and the realizable $k$-$\varepsilon$ model (FAC1.3 = 0.89) provide the best agreement with the experimental data.
Table 2 Validation metrics for distributions of mean x-velocity component $U/U_m$

<table>
<thead>
<tr>
<th>Model</th>
<th>FAC1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKE</td>
<td>0.86</td>
</tr>
<tr>
<td>RKE</td>
<td>0.89</td>
</tr>
<tr>
<td>RNG</td>
<td>0.89</td>
</tr>
<tr>
<td>SST</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Based on the results from the two validation studies, the realizable $k$-$\varepsilon$ model combined with EWT is used for the case studies\(^1\).

### 5.3 Case studies: computational settings and parameters

#### 5.3.1 Computational geometry and domain

The 2D geometry consists of two zones, one with polluted air (left) and one with clean air (right), separated by an AC installed above the opening connecting both zones (Fig. 5a). The AC is installed in the zone with clean air. It is an AC without recirculation so the air for the AC jet is extracted from the zone with clean air and after impingement on the floor the AC air can move either into the left zone or the right zone, or both, where it mixes with the air in that zone. The two zones have an identical geometry, each measuring $L \times H = 28.8 \text{ m} \times 4.8 \text{ m}$. The opening has a height of 4 m. The AC system has a height of 0.8 m and a nozzle width $b = 0.2 \text{ m}$. In the reference configuration, the AC nozzle is positioned at 4 m above the floor. In total, seven geometrical configurations are examined, which are schematically depicted in Figures 5b-h. The reference configuration is a free jet (no wall downstream the AC nozzle). Three configurations represent wall jets with different downstream wall heights: 0.5 m, 1.0 m and 2.0 m (Case A). These geometries represent variations to the case where it is assumed that the design requirements are such that the AC unit has to be placed against the ceiling at 4 m height.

---

\(^1\) Note that it is important that the turbulence models are able to accurately predict the length of the potential core due to its influence on the separation efficiency of an air curtain. The potential core is airtight and provides a perfect sealing against heat or mass transfer through an air curtain.
and where an optional (e.g. glass) wall can be installed below the AC. An example of such design requirement is a case in which no visual obstructions are allowed over the 4 m height to provide full visibility through a glass facade. For the sake of comparison, three additional configurations are included (Figs. 5f-h) where the AC is installed at the bottom end of the wall, so there is no wall downstream of the AC nozzle (Case B).

The computational domain replicates the geometry in Figure 5a, as shown in Figure 6a. The AC is represented in the domain by a solid volume and a velocity inlet represents the discharge nozzle opening with a width $b = 0.2$ m. The wall below the nozzle is modeled as a zero-thickness wall. The domain is divided into three zones (C1, C2, C3) as shown in Figures 5a and 6a in view of generating the computational grid and specifying
fixed pollutant mass fractions at a certain distance from the AC, as outlined in subsection 5.3.3.

5.3.2 Computational grid

A fully structured computational grid is applied. Figures 6b-h display the central part of the “medium” grid consisting of zone C2, which is discretized at a high grid resolution, especially near the AC and the discharge nozzle, where high gradients in mean velocity and turbulent kinetic energy are expected to occur. A grid-sensitivity analysis is conducted for the reference configuration. Therefore, two additional structured grids are created by refining and coarsening the medium grid with a linear refinement factor \( \sqrt{2} \). The grid-sensitivity analysis is performed with the realizable \( k-\varepsilon \) model with EWT based on the validation study in section 5.2. The number of cells over the width of the jet discharge nozzle are 14, 20 and 28 for the coarse, medium and fine grid, respectively. The total cell counts are 70,784 cells, 141,585 cells and 272,436 cells for coarse, medium and fine grid, respectively. Note that a high grid resolution is required given the small size of the jet discharge nozzle width and the anticipated high velocity and concentration gradients near the vertical zero-thickness wall.

5.3.3 Boundary conditions

At the discharge nozzle, a uniform mean velocity profile of 9 m/s is imposed and the discharge turbulence intensity is 5%. The discharge (nozzle) Reynolds number, based on \( b = 0.2 \) m and air at 20°C, is \( Re = 118,773 \). All solid surfaces including the zero-thickness wall below the nozzle are modeled as smooth no-slip walls. At the left and right vertical boundaries of the model, 0.5 Pa\(^2\) and zero static gauge pressure are imposed, respectively, both with a turbulence intensity of 5%.

All simulations are isothermal. In order to calculate the separation efficiency of the AC, a passive pollutant in the left zone is considered. The pollutant concentrations are applied by assigning fixed values of the pollutant mass fraction to the zones C1 (\( Y = 1 \)) and C3 (\( Y = 0 \)), while mixing is allowed to take place in C2.

---

2 Representative of cross-flow velocity equal to 0.9 m/s
Figure 6: (a) Computational domain with indication of dimensions and zones C1 to C3 for grid refinement and boundary conditions. (b-h) View of medium grid for (b) free jet; (c,f) 0.5 m wall; (d,g) 1 m wall; and (d,h) 2 m wall. Thickness of the indication of the wall is not to scale.
5.3.4 Solver settings

The simulations are performed with ANSYS Fluent 15.0.7 [32]. The 2D steady RANS equations are solved in combination with the realizable $k$-$\varepsilon$ model with EWT. An Eulerian advection-diffusion equation is used to model pollutant dispersion, with the turbulent Schmidt number taken equal to $Sc_t = 0.7$ [39]. The SIMPLEC algorithm is utilized for pressure-velocity coupling, pressure interpolation is standard and second-order spatial discretization schemes are used for both the convection terms and the viscous terms of the governing equations. Convergence is assumed to be obtained when the scaled residuals level off and reach a minimum of $10^{-6}$ for $x$ and $y$ momentum, $10^{-5}$ for $k$ and $\varepsilon$, $10^{-4}$ for continuity and $10^{-7}$ for species transport. In addition, velocity magnitudes near the bottom of the opening between the two zones are monitored to assess the solution convergence, which confirmed the presence of oscillatory convergence for Case B, which required averaging of the results over 80,000 iterations [40,41].

5.4 CFD simulations case studies: results

5.4.1 Grid-sensitivity analysis

Profiles of the dimensionless velocity magnitude ($|V|/U_0$), dimensionless turbulent kinetic energy ($k/U_0^2$) and pollutant mass fraction ($\gamma$) for the reference configuration with a free jet are compared along four lines (L1, L2, L3, L4) for the coarse, medium and fine grids. Figures 7b-d show the results along line L1 which intersects the nozzle at mid-width. While the results obtained on the coarse grid show significant differences from those obtained on the medium grid, the results of the medium grid and the fine grid are nearly identical. The same observations are made for lines L2 – L4 (not shown here for the sake of brevity).

Thus it is concluded that the medium grid provides fairly grid-independent results and, therefore, it is used for the CFD simulations of the case studies.
5.4.2 Case A

Figures 8a-d display contours of $|V|/U_0$ for the reference configuration and the three configurations in Case A. For each configuration, as the jet travels towards the floor, the jet centerline velocity decays due to the entrainment of ambient air and the growth of the shear layer at the jet edges. The jet slightly bends into zone C3 with clean air which is mainly caused by the static pressure difference between zones C1 and C3. As the vertical wall below the AC becomes longer, the bending of the jet decreases and it is more vertically oriented, which is attributed to the Coanda effect acting along the wall in combination with the lesser expansion of the jet due to the confinement by the wall. Figures 8c and d show that in these geometries, even beyond the bottom of the wall, the jet still moves a bit further towards the left, after which the bending
Figure 8: Reference case and Case A: (a-d) Contours of dimensionless mean velocity magnitude for (a) free jet; (b) wall of 0.5 m; (c) wall of 1 m; (d) wall of 2 m

towards the right and more into the zone with clean air occurs. As the vertical wall becomes longer, a jet with higher velocity impinges on the floor. This fact, in combination with the decrease in jet bending, causes a larger part of the impinging AC air to move into the room zone with polluted air (C1), compared to the reference configuration.

Figure 9 shows cross-jet profiles of the dimensionless mean $x$-velocity component $U/U_m$, where $U_m$ is the local maximum of the $x$-velocity component, i.e. along a given horizontal line, as a function of the ratio $y/b$. Each figure displays the typical top-hat profile just downstream of the nozzle exit after which entrainment and jet spreading occurs. Figures 9b-d clearly show the presence of the Coanda effect that increases in strength as the wall gets longer. Beyond $x/b = 12.5$, Figure 9a displays the typical, almost symmetrical, shape for the cross-jet profiles, however, in the situations in which a vertical wall is placed, a clear asymmetry emerges in these cross-jet velocity profiles and this asymmetry increases as the wall gets longer (Figs. 9b-d).
Figure 9: Reference configuration and configurations of Case A: Dimensionless mean x-velocity component $U/U_m$ as a function of $y/b$ for (a) free jet; (b) wall of 0.5 m; (c) wall of 1 m; (d) wall of 2 m
Figure 10 presents contours of pollutant mass fractions \( Y \) for (a,c,e,g) AC “on” and (b,d,f,h) AC “off”. Note that the simulations for AC “off” are needed to determine the separation efficiency in section 5.4.5. The behavior of the jet is clearly reflected in the figures with AC “on”. At the nozzle, the jet contains clean air only (Figs. 10a,c,e,g). As discussed in subsection 5.4.1, the bending of the AC towards the clean air zone is largest for the free jet and decreases as the height of the wall increases. This is also reflected in the pollutant mass fraction near the floor of the clean air zone, which is highest for the free jet, and decreases with increasing wall height for the cases with walls (Figs.
10a,c,e,g). Figures 10b,d,f,h with AC “off” depict a situation in which there is no flow from the AC, and in which the pollutant transport is mainly convective due to the pressure difference across the opening.

5.4.3 Case B

Figures 11a-c display contours of $|V|/U_0$ for the three configurations in Case B. For each configuration, no Coanda effect and no wall confinement are acting on the jet flow, nevertheless, also in these configurations bending of the jet towards the right zone is strongly reduced with increasing wall height and lower AC nozzle position. This is caused by the larger momentum of the jet along the opening height when the opening height decreases. As the vertical wall becomes longer, a jet with higher velocity impinges on the floor resulting in stronger horizontal wall jets above the floor after jet impingement.

![Figure 11: Case B: (a-c) Contours of dimensionless mean velocity magnitude for (a) wall of 0.5 m; (b) wall of 1 m; (c) wall of 2 m](image)

Figure 12 shows the cross-jet profiles of $U/U_m$ confirming the reduced bending to the left, moreover it shows that almost no jet bending occurs for a wall height of 2 m (Fig. 12c). A comparison of cross-jet profiles $U/U_m$ of Cases A and B in Figure 13 shows that for the geometries with a 0.5 m wall, 1 m wall and 2 m wall, the jet centerlines of Cases
A and B exhibit very similar bending along the opening height. The differences between the profiles of Cases A and B are largest near the end of the wall, where the results of Case B display the top-hat profile issued from the nozzle exit, while at this downstream position the jets in Case A have already suffered from entrainment in the shear layer (not at the wall-constrained side).

Figure 12: Case B: Dimensionless mean x-velocity component $U/U_m$ as a function of $y/b$ for (a) wall of 0.5 m; (b) wall of 1 m; (c) wall of 2 m

Figure 13: Comparison between Cases A and B: Dimensionless mean x-velocity component $U/U_m$ as a function of $y/b$ for (a) wall of 0.5 m; (b) wall of 1 m; (c) wall of 2 m
Figure 14 presents contours of the pollutant mass fractions (Y). For the situation with AC “on” (Fig. 14a,c,e), the mass fraction contours are almost identical as for case A (AC adjacent to ceiling). For the situation with AC “off” (Fig. 14b,d,f), a clear flow is again present from the left zone to the right zone, which is mainly driven by the imposed pressure difference.

Figure 14: Case B: Contours of pollutant mass fraction for (a,c,e,) air curtain ON; and (b,d,f,) air curtain OFF; for (a,b) 0.5 m wall; (c,d) 1 m wall; (e,f) 2 m wall

5.4.4 Maximum x-velocity component and jet half-width

Figure 15a shows the evolution of the dimensionless cross-jet maximum x-velocity component ($U_m/U_0$). For Case A, Figure 15a shows that $U_m/U_0$ near the bottom of the opening increases with increasing wall height, so that the highest value of $U_m/U_0$ is obtained for a jet with 2 m wall ($U_m/U_0 = 0.83$) and the lowest value of $U_m/U_0$ is obtained for a jet with 0.5 m wall ($U_m/U_0 = 0.67$). Similar findings are obtained for Case B. The highest value of $U_m/U_0$ is obtained for a jet with 2 m wall ($U_m/U_0 = 0.87$) and the lowest
value of $U_m/U_0$ is obtained for a jet with 0.5 m wall ($U_m/U_0 = 0.69$). For the configurations with 0.5 m wall, 1 m wall and 2 m wall, the values of $U_m/U_0$ near the bottom of the opening are higher for Case B than for Case A.

Figures 15b,c show the evolution of the dimensionless jet half-widths ($y_{1/2}/b$) for the reference configuration and for Cases A and B. The evolution of the jet half-width $y_{1/2}$ along the jet centerline characterizes the spreading of the jet. Note that the value of $y_{1/2}$ at a certain position $x/b$ is calculated as the horizontal distance between the jet centerline and the point where the mean $x$-velocity is equal to half the local jet maximum velocity $U_m$ (Fig. 2b). Due to jet bending, the cross-jet velocity profiles of all investigated configurations show asymmetrical distributions (see Figs. 9 and 12). This effect is more noticeable for the configurations of Case A than for Case B due to the presence of the Coanda effect. Therefore, the jet half-widths are defined separately for the left and for the right jet edges. Note that for Case A, due to the presence of the wall, the jet half-widths on the left jet edge are only given after the jet passes the wall. For Case A, the jet spreading at the left edge decreases with increasing wall height. At the right jet edge (Fig. 15c), in the region between the jet discharge nozzle ($x/b = 0.25$) and the distance of 0.5 m from the jet discharge nozzle ($x/b = 2.5$), the jet spreading is nearly identical for all studied wall heights. Starting from $x/b = 2.5$ to $x/b = 10.0$, the jet half-width growth increases with increasing wall height. The lowest values of the jet half-width and hence lowest spreading rates within this region occur for the free jet (reference case). For Case B and at both jet edges, the jet spreading consistently decreases with increasing wall height, i.e. the largest spreading along the whole jet height occurs for the jet with 0.5 m wall. For the geometries with a 0.5 m wall, 1 m wall and 2 m wall, the spreading at the left jet edge is lower for Case A than for Case B. In contrast, the spreading at the right jet edge is lower for Case B than for Case A.

5.4.5 Separation efficiency

The separation efficiency of the AC ($\eta$) is calculated based on the rate of pollutant mass transfer $Q_{ac}$ through the opening (from the left zone to the right zone) with an AC (infiltration) compared to the pollutant mass transfer rate $Q_0$ through the same opening without an AC (e.g. [24,42]):
The modified separation efficiency ($\eta^*$, see [43]) includes mass transfer due to both infiltration and exfiltration and due to the airflow from the AC to the left zone (if AC is “on”) and is calculated as:

$$\eta = 1 - \frac{Q_{ac}}{Q_0}$$ (2)
\[ \eta^* = 1 - \frac{Q_{ac} + Q_{ac}^*}{Q_0 + Q_{0}^*} \]  \hspace{1cm} (3) \]

with \( Q_{ac}^* \) the clean air mass transfer with AC, calculated as the sum of mass transfer by transport of clean air from the right zone through the opening with an AC to the left zone (exfiltration), and the mass transfer by the transport of clean air originating from the AC to the left zone; and \( Q_{0}^* \) the clean air mass transfer by transport of clean air originating from the right zone through the opening without an AC to the left zone (exfiltration). In the studied cases presented in this paper \( Q_{0}^* = 0 \), since there is no exfiltration through the opening without an AC due to the imposed pressure difference.

The transfer of the pollutant to the right zone (infiltration) is computed along line-2 at a distance \( y_2 = 4.0 \) m from the left edge of the discharge nozzle adjacent to the left zone (\( y = 0 \) m) (see Fig. 16), with:

\[ Q_i = \int_0^H Y \rho_a \left( \vec{V} \cdot \vec{n}_2 \right) dx \]  \hspace{1cm} (4) \]

with \( Q_i \) the pollutant mass transfer rate from the left side to the right side (with or without air curtain, i.e. \( Q_{ac} \) or \( Q_{0} \), respectively), \( Y \) the pollutant mass fraction, \( \rho_a \) the air density, \( \vec{V} \) the velocity vector, and \( \vec{n}_2 \) the outward vector normal to line-2, i.e. the vector corresponding to the direction of the pollutant mass transfer \( Q_i \) as indicated in Figure 16. The transfer of clean air from the nozzle exit and from the right zone to the left zone (exfiltration) is computed along line-1 at a distance \( y_1 = -4.0 \) m from the left discharge nozzle edge (\( y = 0 \)) (see Fig. 16) with:

\[ Q_{ac}^* = \int_0^H Y_{cl} \rho_a \left( \vec{V} \cdot \vec{n}_1 \right) dx \]  \hspace{1cm} (5) \]

with \( Y_{cl} \) the clean air mass fraction (\( = 1 - Y \)), and \( \vec{n}_1 \) the outward vector normal to the line-1, i.e. the vector corresponding to the direction of the clean air mass transfer \( Q_{ac}^* \) as
indicated in Figure 16. The distances of $y_1 = -4.0 \text{ m}$ and $y_2 = 4.0 \text{ m}$ are based on a sensitivity analysis with the aim to minimize the influence of the jet flow on the results for species mass transfer.

![Figure 16: Indication of the lines (line-1 and line-2) used for calculation of the separation efficiency $\eta$ and the modified separation efficiency $\eta^*$](image)

Also, the ratio of jet discharge momentum flux ($M_{ac}$) to cross-flow momentum flux ($M_{cf}$), called the momentum flux ratio $\gamma$, is calculated for each considered geometry:

$$\gamma = \frac{M_{ac}}{M_{cf}} = \frac{\rho_d b U_0^2}{\rho_d H_0^2 U_{cf}^2} = \frac{b U_0^2}{H_0 U_{cf}^2}$$  \hspace{1cm} (6)

with $U_{cf}$ the average mean $x$-velocity of the cross-flow through the opening between two zones created by the imposed pressure difference for the case without an AC, $H_0$ the height of the opening, which is defined as a distance from the end (the lowest edge) of the wall to the bottom of the opening ($= 4 \text{ m}, 3.5 \text{ m}, 3 \text{ m} \text{ and } 2 \text{ m}$ for free jet, $0.5 \text{ m}$ wall, $1 \text{ m}$ wall and $2 \text{ m}$ wall, respectively).

Table 3 provides the values of $\gamma$, $Q_{ac}$, $Q'_{ac}$ and $Q_0$ for Case A and B and the corresponding values of the separation efficiencies $\eta$ (Eq. (2)) and $\eta^*$ (Eq. (3)). The lowest value of $\eta$ ($= 0.943$) is obtained for the reference case (free jet). The results for Case A show that pollutant mass transfer $Q_{ac}$ to the right zone decreases with increasing wall height to a larger degree than the decrease of $Q_0$, and, therefore, $\eta$ increases with increasing wall height. The highest value ($\eta = 0.991$) is obtained for a jet with a $2 \text{ m}$ wall and the lowest
(\eta = 0.958) for jet with 0.5 m wall. In contrast, the clean air mass transfer \(Q'_{ac}\) to the left zone increases with increasing wall height. In line with this finding, the momentum flux ratio \(\gamma\), which characterizes the intensity of the jet relative to the cross-flow, increases with increasing wall jet height. The jet with 2 m wall shows the highest value of \(\gamma = 19.9\), while the lowest value is obtained for a free jet (\(\gamma = 5.1\)). As discussed in Section 4.4, the local x-velocity near the floor below the opening increases with increasing wall height. When the jet hits the bottom of the opening at a higher velocity, a large part of the clean air from the jet moves to the left zone. Therefore, \(\eta^*\) decreases with increasing wall height. The highest value is obtained for a free jet (\(\eta^* = 0.726\)) and the lowest value for a jet with 2 m wall (\(\eta^* = 0.332\)).

Table 3: Values of \(Q_{ac}\), \(Q_0\) and \(Q'_{ac}\) and corresponding separation efficiencies \(\eta\) and \(\eta^*\) for the considered cases

<table>
<thead>
<tr>
<th>Reference case</th>
<th>(\gamma = \frac{M_{ac}}{M_{cf}})</th>
<th>(Q_{ac}) (kg/s)</th>
<th>(Q_0) (kg/s)</th>
<th>(Q'_{ac}) (kg/s)</th>
<th>(\eta)</th>
<th>(\eta^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free jet</td>
<td>5.1</td>
<td>0.249</td>
<td>4.340</td>
<td>0.939</td>
<td>0.943</td>
<td>0.726</td>
</tr>
<tr>
<td>Case A 0.5 m wall</td>
<td>6.8</td>
<td>0.152</td>
<td>3.587</td>
<td>0.971</td>
<td>0.958</td>
<td>0.687</td>
</tr>
<tr>
<td>Case A 1 m wall</td>
<td>9.4</td>
<td>0.085</td>
<td>2.846</td>
<td>1.022</td>
<td>0.970</td>
<td>0.611</td>
</tr>
<tr>
<td>Case A 2 m wall</td>
<td>19.9</td>
<td>0.015</td>
<td>1.641</td>
<td>1.081</td>
<td>0.991</td>
<td>0.332</td>
</tr>
<tr>
<td>Case B 0.5 m wall</td>
<td>6.9</td>
<td>0.154</td>
<td>3.616</td>
<td>0.978</td>
<td>0.957</td>
<td>0.687</td>
</tr>
<tr>
<td>Case B 1 m wall</td>
<td>9.2</td>
<td>0.076</td>
<td>2.876</td>
<td>1.036</td>
<td>0.974</td>
<td>0.613</td>
</tr>
<tr>
<td>Case B 2 m wall</td>
<td>19.2</td>
<td>0.011</td>
<td>1.667</td>
<td>1.051</td>
<td>0.993</td>
<td>0.363</td>
</tr>
</tbody>
</table>

As in Case A, \(\eta\) for Case B decreases with decreasing wall height so that the highest value (\(\eta = 0.993\) and corresponding \(\gamma = 19.2\)) is obtained for the jet with 2 m wall and the lowest value (\(\eta = 0.957\) and \(\gamma = 6.9\)) for a jet with 0.5 m wall. As observed for Case A, \(\eta^*\) decreases with increasing wall height: highest for a jet with 0.5 m wall (\(\eta^* = 0.687\)) and lowest for a jet with 2 m wall (\(\eta^* = 0.363\)).

For the geometries with a 1 m wall and 2 m wall, \(\eta\) and \(\eta^*\) show slightly higher values for Case B than for Case A. An exception is present for a wall height of 0.5 m; for this wall height both \(\eta\) and \(\eta^*\) are almost identical for Case A (\(\eta = 0.958, \eta^* = 0.687\)) and Case B (\(\eta = 0.957, \eta^* = 0.687\)).
The following observations hold for the separation efficiencies $\eta$ and $\eta^*$:

- The current jet discharge velocity $U_0$ (= 9 m/s) in combination with the opening height of 4 m (reference configuration, free jet) and the static pressure difference of 0.5 Pa between the two zones leads to a high $\eta$.
- Mounting the AC unit near the ceiling with a certain wall downstream of the nozzle (Case A) increases $\eta$ because of the higher jet momentum (stronger jet) present over the height of the opening. This is caused by the presence of the wall that constrains the jet expansion and therefore limits the decrease of the jet momentum along the opening height.
- Mounting the AC unit lower, with the discharge nozzle at the end of the wall (Case B), also increases $\eta$ because of the reduced opening height along which the jet acts.
- Therefore, the presence of a wall has a positive effect on $\eta$, irrespective of the position along the wall where the AC unit is installed. The differences in $\eta$ for Case A versus B are almost negligible for the configurations under study.
- The current jet discharge velocity $U_0$ (= 9 m/s) in combination with the opening height of 4 m (reference configuration) and the static pressure difference of 0.5 Pa between the two zones leads to a moderate modified separation efficiency $\eta^*$. This is attributed to the fact that a large amount of clean air from the jet is flowing to the left zone (exfiltration). The exfiltration is not taken into account in the definition of $\eta$, only in $\eta^*$.
- Mounting the AC unit near the ceiling with a certain wall downstream of the nozzle (Case A) or mounting the AC unit lower with the discharge nozzle at the end of the wall (Case B) decreases $\eta^*$ even further. This is because the higher jet momentum increases the exfiltration.

These observations give rise to the following practical conclusions:

- The separation efficiency $\eta$ can be preferred over the modified separation efficiency $\eta^*$ in situations where limiting infiltration is the main objective, irrespective of the air curtain energy consumption and of any exfiltration. Conversely, $\eta^*$ can be preferred over $\eta$ when both infiltration and exfiltration are of concern and/or when the energy consumption by the air curtain (heating, cooling, and fan power) are important.
- In situations with a vertical wall above the opening, this wall will act to increase $\eta$ and decrease $\eta^*$, therefore it might be necessary to reduce the jet discharge velocity, which will also allow to reduce the total AC energy consumption without reducing $\eta$ or $\eta^*$ compared to a situation without vertical wall.
5.5 Limitations and further work

The study is subjected to a number of limitations which can incite further work on this topic.

- The study only focused on a single opening height, a single jet discharge nozzle width, a single static pressure difference between the two separated zones and a single jet discharge velocity. A wider parametric study can include different opening heights and jet discharge nozzle widths, and especially – for a given opening height and width – varying discharge velocities, which should allow reaching higher modified separation efficiencies $\eta^*$ than in the present study.

- The study focused on isothermal conditions. Analyzing the influence of the presence of the wall on the (modified) separation efficiency of ACs with non-isothermal conditions between the separated zones and possibly a jet discharge temperature that is also different from that of the separated zones should be addressed in future studies.

- In the present study, a small and constant uniform static pressure difference of 0.5 Pa was imposed between the two zones. In reality, static pressure differences can be larger and can be influenced (in space and time) by wind and/or by building heating, cooling and ventilation systems. Including such external or internal perturbations is a topic for future research.

5.6 Conclusions

A numerical study with 2D steady RANS is carried out to predict the influence of an upstream wall on air curtain (AC) separation efficiencies. The simulations are based on grid-sensitivity analyses and on validation with measurements for a wall jet and a free jet. The situation under study is isothermal, without air recirculation and a small static pressure difference of 0.5 Pa exists between the two separated zones. The effect of different wall heights is analyzed: no wall (reference case), 0.5 m, 1.0 m and 2.0 m wall. For every wall height, a configuration with the AC unit installed against the ceiling (Case A) and a configuration with the AC unit installed near the bottom of the wall (Case B) are considered. The sealing efficiency is analyzed with a passive pollutant in one of the separated zones. Under these conditions, the following main conclusions are obtained:
For both Cases A and B, the presence of the wall leads to reduced jet bending and reduced jet decay. The higher the wall, the lower the jet decay. For Case A this is attributed to (1) the Coanda effect, (2) the fact that jet expansion is partly constrained by the wall, and (3) the fact that the static pressure difference acts over a lower (free) jet height. For Case B, this is attributed to the lower jet height.

The presence of a wall in both Cases A and B increases the separation efficiency $\eta$. The higher the wall, the higher $\eta$. This is due to the fact that a higher wall causes increased jet momentum over the opening height, which reduces infiltration.

The presence of a wall in both Cases A and B decreases the modified separation efficiency $\eta^\star$. The higher the wall, the lower $\eta^\star$. This is due to the fact that a higher wall causes increased jet momentum over the opening height, which increases exfiltration.

The differences in $\eta$ and $\eta^\star$ for Case A versus B are almost negligible for the configurations under study.

The current jet discharge velocity $U_0 (= 9 \text{ m/s})$ in combination with the opening height of 4 m and the static pressure difference of 0.5 Pa between the two zones leads to a moderate separation efficiency $\eta^\star$. This is attributed to the fact that a large amount of clean air from the jet is flowing to the left zone (exfiltration). The exfiltration is not taken into account in the definition of $\eta$, only in $\eta^\star$.

The separation efficiency $\eta$ can be preferred over the modified separation efficiency $\eta^\star$ in situations where limiting infiltration is the main objective, irrespective of the air curtain energy consumption and of any exfiltration. Conversely, $\eta^\star$ can be preferred over $\eta$ when both infiltration and exfiltration are of concern and/or when the energy consumption by the air curtain (heating, cooling, and fan power) is important.

In situations with a vertical wall above the opening, this wall will act to increase $\eta$ and decrease $\eta^\star$, therefore it might be necessary to reduce the jet discharge velocity, which will also allow to reduce the total AC energy consumption without reducing $\eta$ or $\eta^\star$ compared to a situation without vertical wall.
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This chapter states the main limitations of the thesis and, accordingly, provides recommendations for further research. A discussion on the main contributions of this thesis concludes this chapter.

6.1 Limitations and future work

The experimental work on plane turbulent impinging jets (PTIJ) presented in this thesis was limited to moderate Reynolds numbers (7,200 – 13,500). Although this range is found in practice and is thus realistic for many air curtain systems (ACs), future studies should include experiments for higher $Re$ values (higher jet discharge velocities) to address PTIJ (and ACs) at higher Reynolds numbers. The work can also be extended with experiments for inclined jets at different discharge angles. Moreover, 3D PIV measurements are suggested to address in detail the influence of sidewalls on the flow development within the potential, intermediate and impingement regions of the current jet configuration, as was done in studies on plane turbulent free jets by e.g. Deo et al. (2007) and Alnahhal and Panidis (2009). Furthermore, future research can focus on the analysis of instantaneous velocity and vorticity fields in order to identify and to analyze the Kelvin-Helmholtz instabilities that dominate the early stages of the jet transition process (from the potential core to the intermediate region).

The CFD study on generic PTIJ in this thesis showed that RANS was not able to accurately predict turbulence levels in the jet shear layer, especially near the inlet region,
and in the impingement region. The accuracy of numerical predictions in these regions would benefit from hybrid unsteady RANS-LES (URANS-LES, e.g. Kubacki et al. 2013) or LES (e.g. Zuckerman and Lior 2006). Moreover, temporal flow features, including jet flapping, development of vortical structures in the shear layers, etc. can be solved using URANS-LES or LES (e.g. Le Song and Prud’homme 2007, van Hooff et al. 2017). Future work can include an elaboration of hybrid URANS-LES models. Their advantage compared to LES is that high-resolution LES grids will be required only in the regions where LES is necessary, i.e. hybrid URANS-LES can couple a URANS model in the near-wall region with LES for the outer flow, reducing the need for a very fine near-wall grid to resolve the small-scale eddies near the wall when a full LES would be performed (e.g. Fröhlich and von Terzi 2008). This approach might therefore be a good compromise between computational demand and increased prediction accuracy.

The parametric study on PTIJs presented in Chapter 4 considered jets at four discharge angles: $\alpha_0 = 0^\circ$, $5^\circ$, $10^\circ$ and $20^\circ$. Future studies can consider more angles in the range of $5^\circ$ to $20^\circ$, and angles larger than $\alpha_0 = 20^\circ$ in order to extend the current investigation on the influence of jet discharge angles on jet separation efficiency and to define the limit of the jet discharge angle in obtaining the highest separation efficiency.

Both parametric studies, presented in Chapter 4 and Chapter 5, considered only one value of cross-jet pressure difference across the jet. Future studies can consider a range of pressure differences and its influence on the values of optimal momentum flux ratios. Moreover, these studies can be extended by analyzing the separation efficiency of ACs when it is subjected to external perturbations such as the wind, infiltration, and forces induced by the ventilation system. Furthermore, all studies in this thesis considered an isothermal situation. Future studies should investigate the influence of non-isothermal conditions between two spaces on jet separation efficiency. These studies can be also extended by assessing the influence of external surroundings (buildings) on jet separation efficiency, taking into account complex outdoor wind speed, turbulence intensity and temperature gradients. Finally, further investigations could be performed with these models to track the particles of the passive pollutant from the left (clean) to the right (polluted) side of the enclosure and to define the streamline patterns near the jet and within the whole domain to better understand the flow interactions between the jet and the cross flow. In addition, the validation of turbulence models could be extended to turbulence quantities and to pollutant concentrations.
6.2 Discussion

Although some limitations and possibilities for future work can be indicated, as discussed above, the studies performed and presented in this thesis are valuable and relevant with respect to both research on PTIJs and ACs.

Firstly, a literature study showed that both detailed experimental data and CFD validation studies on PTIJs at moderate Reynolds numbers and a jet height larger than 10 jet widths are scarce. The experimental study on PTIJs (Chapter 2) provided valuable experimental data for the whole vertical centerplane of the PTIJs at moderate Reynolds numbers. Alongside the information obtained on the jet dynamics, the data will be useful for the validation of numerical simulations (e.g. CFD) of PTIJs and ACs. Moreover, based on the validation study presented in Chapter 3, recommendations were provided with respect to the performance of the different RANS turbulence models for predicting PTIJ flows and assessing general flow characteristics. These recommendations can be relevant, for example, in application cases for prediction of heat and mass transfer through ACs.

Secondly, a literature study showed that most previous studies on ACs are application studies that are very case-specific. There is a clear lack of generic studies on ACs including the analysis of the complex impact of the jet parameters on the AC separation efficiency. The study presented in Chapter 4 provided a parametric analysis of several jet parameters (momentum flux ratio, jet height-to-width ratio, jet discharge angle) and their influence on jet separation efficiency. Moreover, a comparison was given between the momentum flux ratio required to provide the optimal aerodynamic sealing defined from CFD simulations and the analytically defined value based on the so-called deflection modulus (Hayes and Stoecker 1969). Based on the results it was recommended to use the analytical method only for the initial estimation for the AC boundary conditions, while, e.g., CFD simulations were recommended for more accurate estimations.

Finally, the majority of previous studies focused on ACs discharged from nozzles just above the door opening. However, in some cases ACs have to be installed close to the ceiling, i.e. at a substantial distance from the top of the door opening. Chapter 5 presented a generic analysis of the behavior and separation efficiency of ACs exposed to the influence of a vertical wall above the door opening. Moreover, the results
provided in Chapter 4 and Chapter 5 showed that separation efficiency of PTIJs can be improved by adjusting certain parameters of PTIJs that can be relevant in practical applications of ACs and can be used as starting point for both future research and practical AC design and implementation.
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Chapter 7
Summary and conclusions

7.1 Summary and conclusions

This thesis contains an experimental and numerical study on plane turbulent impinging jets (PTIJs) at moderate Reynolds numbers. The results of this study provide both an analysis of the jet dynamics and an analysis of the influence of a range of jet parameters on jet separation efficiency focused on air curtain (AC) applications.

Chapter 2 of this thesis presented the results of the experimental analysis of PTIJs at moderate Reynolds numbers (7,200 – 13,500) with two height-to-width ratios $h_{jet}/w_{jet} = 22.5$ and 45. A reduced-scale water-filled model was developed to perform flow visualizations and PIV measurements. The flow visualizations showed the presence of cyclic flapping of the impinging jet and that the jet boundaries exhibited turbulent behavior with spanwise vortices developing in the outer region of the jet. The measurement data included time-averaged quantities of velocity, turbulence intensity and Reynolds shear stress measured in the vertical centerplane, as well as instantaneous fields of velocity and vorticity. The results provided information on the jet structure and showed that the PTIJs considered in the present study behaved as a plane turbulent free jet until 70 - 75% of the total jet height. The results showed that the jet at $h_{jet}/w_{jet} = 45$ and $AR = 37.50$ exhibited more intensive entrainment and a faster decay of the centerline velocity for the same value of the jet Reynolds number compared to jet with $h_{jet}/w_{jet} = 22.5$ and $AR = 18.75$. This is in line with the findings by van der Hegge Zijnen (1958) and Deo et al. (2007).

In addition to the aforementioned findings, the obtained results provided a data set suitable for validation of computational fluid dynamics (CFD) simulations in this thesis obtained with five commonly used Reynolds-averaged Navier-Stokes (RANS) turbulence models: (1) standard $k$-$\varepsilon$ model (SKE); (2) realizable $k$-$\varepsilon$ model (RKE); (3) renormalization group $k$-$\varepsilon$ model (RNG); (4) shear stress transport $k$-$\omega$ model (SST) and (5) linear pressure-strain Reynolds stress model (RSM). Chapter 3 presented the results of this
validation study for a PTIJ at $Re = 8,000$ and $Re = 13,000$ with $h_{jet}/w_{jet} = 22.5$. The numerically predicted distributions of mean velocity and turbulent kinetic energy were compared with the experimental data both along the jet centerline and along several cross-jet lines. The results of this study showed that for several of the lines of analysis considered, the differences in results provided by the considered turbulence models were negligibly small. The results showed that the RKE and RNG models accurately predicted the general jet flow patterns and characteristics. Based on these results it was recommended not to use SKE due to erroneous predictions of profiles of turbulent kinetic energy along the jet centerline, especially near the nozzle exit. Furthermore, the differences in turbulence model performance were analyzed and explained by different formulations for the eddy viscosity $\mu_t$ and the production term $G_k$. In addition, steady RANS models are not suitable for basic research focused on the effect of transient flow features (jet flapping, development and advection of vertical structures, etc.), which requires unsteady simulations and preferably hybrid URANS-LES or LES. Moreover, steady RANS models utilizing the Boussinesq eddy viscosity hypothesis for Reynolds stresses are in general less suitable for a detailed analysis of the impingement region due to an overestimation of turbulent kinetic energy in the impingement region. Nonetheless, RANS models are suitable to assess general flow characteristics, such as jet spreading rate, jet decay rate and estimation of the potential core region. These quantities are relevant, for example, in the prediction of heat and mass transfer through ACs in practical applications.

In Chapter 4, the generic situation of an isothermal PTIJ (AC) at $5,000 < Re < 30,000$ separating two environments subjected to a cross-jet pressure gradient was studied using 2D steady RANS CFD simulations. A parametric analysis was performed on the influence of several jet parameters, such as momentum flux ratio, jet height-to-width ratio and jet discharge angle on the jet separation efficiency. This separation efficiency took into account pollutant transfer through the opening as well as the mixing between the jet and the ambient air. For each jet configuration (depending on jet height-to-width ratio and jet discharge angle), the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio) at which the separation efficiency of an AC reached its optimum value was defined. The results showed that for this particular case and for identical momentum flux ratios, jets with smaller height-to-width ratios provided a higher separation efficiency than jets with larger height-to-width ratios. Moreover, jets with smaller height-to-width ratios reached their maximum separation efficiency at lower optimal momentum flux ratios. Furthermore, it was shown that inclined jets with discharge angles $\alpha_0 = 5^\circ$ and $10^\circ$ provided a higher separation efficiency than straight
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(α₀ = 0°) jets and jets with discharge angle α₀ = 20°. Finally, the minimum deflection modulus to prevent breakthrough of the jet and the corresponding minimum momentum flux ratios were obtained based on the conservation of momentum (simplified method) and were compared to the values of optimal momentum flux ratios obtained from CFD simulations. It was concluded that this simplified method can be used for an initial estimation of the AC boundary conditions required to provide aerodynamic sealing in a practical application. However, in order to provide more accurate estimations one should resort to more advanced methods that take into account the jet dynamics and transient environmental conditions for this jet, e.g. CFD simulations with for example RANS modeling.

Finally, Chapter 5 presented a numerical study to predict the influence of an upstream wall on AC separation efficiencies. The analysis was performed by steady isothermal 2D RANS simulations after validation with experimental data from literature for both a plane wall jet and a plane free jet. The effect of different wall heights was analyzed: no wall (reference case), 0.5 m, 1.0 m and 2.0 m wall. For every wall height, a configuration with the AC unit installed against the ceiling (Case A) and a configuration with the AC unit installed near the bottom of the wall (Case B) were considered. The numerical results indicated that for both Cases A and B the presence of the wall leads to reduced jet bending and reduced jet decay. The results showed that the presence of a wall in both Cases A and B increases the separation efficiency η (based on infiltration of pollutant) of the air curtain. This is due to the fact that a higher wall causes increased jet momentum over the opening height, which reduces infiltration. However, the presence of a wall in both Cases A and B decreases the modified separation efficiency η* (based on infiltration and exfiltration). This is due to the fact that a higher wall causes increased jet momentum over the opening height, which increases exfiltration.

From the research presented in this thesis it can be concluded that some of the analyzed steady RANS models (RKE and RNG) are suitable to predict isothermal PTIJ flows and therefore can be used in application studies on ACs. Regarding the separation efficiency of ACs in situations with cross-pressure gradients, the results suggested that the separation efficiency of ACs can be improved by limiting the jet height-to-width ratio, by an inclination of the AC (in this particular case to the outside counteracting the external force on the AC, e.g. wind) or by presence of a wall downstream the AC.
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Plane turbulent impinging jets (PTIJs) at moderate Reynolds numbers are used in a wide range of applications. A typical example in building engineering is an air curtain (AC), which can be used to separate two environments in terms of heat and mass transfer, for example, at entrances of buildings to reduce heat losses, in clean rooms and hospitals to prevent contamination and inside buildings and tunnels to prevent smoke propagation between two or more zones.

This thesis provides high-quality experimental data for a detailed analysis of the fluid dynamics of PTIJs. The experimental data are also used to validate steady Reynolds-averaged Navier-Stokes (RANS) computational fluid dynamics (CFD) simulations of PTIJ flows. The validated model is applied in a generic study in which an isothermal jet separates two environments subjected to a cross-jet pressure gradient. The results of this study provide insights into the separation efficiency of PTIJs and the sensitivity of the separation efficiency to jet height-to-width ratio, jet angle and the ratio of jet discharge momentum flux to jet cross-flow momentum flux (momentum flux ratio). Finally, the separation efficiency of ACs is analyzed for the situation where an AC is subjected to the influence of a vertical wall above the door opening.

Recommendations are provided with respect to the performance of the different RANS turbulence models for predicting PTIJ flows. It is shown that the separation efficiency of PTIJs can be improved by adjusting certain parameters of PTIJs. These recommendations and findings can be relevant in practical applications of ACs and can be used for both future research and AC design and implementation.