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To date, workflow management focuses on improving the effectivity and efficiency of business processes within one organization. However, today's corporations are challenged to cross organizational boundaries. Phenomena such as electronic commerce, extended enterprises and the Internet stimulate the cooperation between organizations. Therefore, it is interesting to consider workflows distributed over a number of organizations. Interorganizational workflow offers companies the opportunity to re-shape business processes beyond the boundaries of individual organizations. In this paper, we use message sequence charts to specify the interaction between organizations. Petri nets are used to model interorganizational workflows. Two important questions are answered by the results presented in this paper: (1) What are the minimal requirements any interorganizational workflow should satisfy?, and (2) How to decide whether an interorganizational workflow (modeled in terms of Petri nets) is consistent with the interaction structure specified in terms of a message sequence chart?
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1 Introduction

Workflow management promises a new solution to an age-old problem: controlling, monitoring, optimizing and supporting business processes. What is new about workflow management is the explicit representation of the business process logic which allows for computerized support. At the moment, there are more than 200 workflow products commercially available and many organizations are introducing workflow technology to support their business processes. Clearly, workflow management is becoming a mature technology which can be applied within organizations. However, the number of business processes where multiple organizations are involved is increasing rapidly. Technologies such as Electronic Data Interchange (EDI), the Internet, and the World Wide Web (WWW) enable multiple organizations to participate in shared business processes. The rise of electronic commerce, virtual organizations and extended enterprises highlights the fact that more and more business processes are crossing organizational boundaries ([19]). This means that workflow management should be able to deal with workflow processes which
span across multiple organizations.

This paper focuses on interorganizational workflows, i.e., several business partners are involved in shared workflow processes. In this paper, we restrict ourselves to structured processes with a predefined set of tasks and routing constructs. In many cases, where the coordination structure and the interaction between the business partners is not specified explicitly, this is not a realistic assumption ([23]). Nevertheless, there are numerous situations where the organizations participating in a shared workflow processes feel the need to specify the coordination structure explicitly.

There are several mechanisms to enable interorganizational workflow:

- **capacity sharing**: tasks are executed by external resources under the control of one workflow manager,
- **chained execution**: the process is divided into subsequent phases and each business partner takes care of one phase,
- **subcontracting**: a subprocess is executed by another organization,
- **case transfer**: each partner uses the same workflow process and cases are transferred from one partner to another partner,
- **loosely coupled**: each partner takes care of a specified part of the workflow process.

This paper focuses on loosely coupled workflow processes. Each business partner has a private workflow process which is connected to the workflow processes of some of the other partners. Two communication mechanisms are used to interact: (i) **asynchronous communication** and (ii) **synchronous communication**. In this paper, **Message Sequence Charts (MSC)** (cf. [8, 18, 22, 26, 15]) are used to specify the communications between business partners.

Loosely coupled workflow processes operate essentially independently, but have to synchronize at certain points to ensure the correct execution of the overall business process. Synchronization of parallel processes is known to be potential source of errors (e.g. deadlock and livelocks). Therefore, it is difficult to establish the correctness for complex interorganizational workflows. This paper introduces a notion of correctness which should be satisfied by any interorganizational workflow. Based on this notion, we also present an analysis technique to verify the correctness of an interorganizational workflow. Moreover, we show how to check whether the interorganizational workflow is consistent with respect to the communication structure (i.e. the protocol) specified in terms of message sequence charts.

Because processes are a dominant factor in workflow management, it is important to use an established framework for modeling and analyzing workflow processes [17, 20, 21]. In this paper, we use a framework based on **Petri nets**. Petri nets are a well-founded process
modeling technique. The classical Petri net was invented by Carl Adam Petri in the sixties. Since then Petri nets have been used to model and analyze all kinds of processes with applications ranging from protocols, hardware, and embedded systems to flexible manufacturing systems, user interaction, and business processes. There are several reasons for using Petri nets for workflow modeling: their formal semantics, graphical nature, expressiveness, analysis techniques and tools provide a framework for modeling and analyzing workflow processes ([3, 5, 11, 12, 24, 28]).

In the remainder of this paper we will show how Petri nets can be applied to the domain of interorganizational workflows. We will show that the correctness of interorganizational workflows can be verified using standard Petri net techniques. We will also show how to check whether the communication structure between loosely coupled workflow processes is consistent respect to the communication structure specified in terms of message sequence charts. We will show that consistency coincides with the presence of so-called implicit places. However, we first introduce some Petri-net terminology and some results for the analysis of a single workflow within an organization.

2 Petri nets

This section introduces the basic Petri net terminology and notations. Readers familiar with Petri nets can skip this section. For a review of the history of Petri nets and an extensive bibliography the reader is referred to Murata [25].

The classical Petri net is a directed bipartite graph with two node types called places and transitions. The nodes are connected via directed arcs. Connections between two nodes of the same type are not allowed. Places are represented by circles and transitions by rectangles.

Definition 1 (Petri net) A Petri net is a triple \((P, T, F)\):

- \(P\) is a finite set of places,
- \(T\) is a finite set of transitions \((P \cap T = \emptyset)\),
- \(F \subseteq (P \times T) \cup (T \times P)\) is a set of arcs (flow relation)

A place \(p\) is called an input place of a transition \(t\) iff there exists a directed arc from \(p\) to \(t\). Place \(p\) is called an output place of transition \(t\) iff there exists a directed arc from \(t\) to \(p\). We use \(\bullet t\) to denote the set of input places for a transition \(t\). The notations \(t \bullet, \bullet p\) and \(p \bullet\) have similar meanings, e.g. \(p \bullet\) is the set of transitions sharing \(p\) as an input place. Note that we restrict ourselves to arcs with weight 1. In the context of workflow procedures it makes no sense to have other weights, because places correspond to conditions.

At any time a place contains zero of more tokens, drawn as black dots. The state \(M\), often referred to as marking, is the distribution of tokens over places, i.e., \(M \in P \rightarrow \mathbb{N}\). We will represent a state as follows: \(1p_1 + 2p_2 + 1p_3 + 0p_4\) is the state with one token in place.
We can also represent this state as follows: \( P_1 + 2P_2 + P_3 \). To compare states, we define a partial ordering. For any two states \( M_1 \) and \( M_2 \), \( M_1 \preceq M_2 \) iff for all \( p \in P \): \( M_1(p) \leq M_2(p) \).

The number of tokens may change during the execution of the net. Transitions are the active components in a Petri net: they change the state of the net according to the following firing rule:

1. A transition \( t \) is said to be enabled iff each input place \( p \) of \( t \) contains at least one token.
2. An enabled transition may fire. If transition \( t \) fires, then \( t \) consumes one token from each input place \( p \) of \( t \) and produces one token for each output place \( p \) of \( t \).

Given a Petri net \( PN = (P, T, F) \) and a state \( M_1 \), we have the following notations:

- \( M_1(t)_{PN} M_2 \): transition \( t \) is enabled in state \( M_1 \) and firing \( t \) in \( M_1 \) results in state \( M_2 \)
- \( M_1(,)_{PN} M_2 \): there is a transition \( t \) such that \( M_1(t)_{PN} M_2 \)
- \( M_1(\sigma)_{PN} M_n \): the firing sequence \( \sigma = t_1t_2t_3 \ldots t_{n-1} \in T^* \) leads from state \( M_1 \) to state \( M_n \), i.e., \( M_1(t_1)_{PN} M_2(t_2)_{PN} \ldots [t_{n-1}]_{PN} M_n \)

A state \( M_n \) is called reachable from \( M_1 \) (notation \( M_1(* \} M_n \)) iff there is a firing sequence \( \sigma = t_1t_2 \ldots t_{n-1} \) such that \( M_1(t_1)M_2(t_2) \ldots [t_{n-1}]M_n \). The subscript \( PN \) is omitted if it is clear which Petri net is considered. Note that the empty firing sequence is also allowed, i.e., \( M_1[* \} M_1 \).

We use \((PN, M)\) to denote a Petri net \( PN \) with an initial state \( M \). A state \( M' \) is a reachable state of \((PN, M)\) iff \( M[* \} M' \). Let us define some properties of Petri nets.

**Definition 2 (Live)** A Petri net \((PN, M)\) is live iff, for every reachable state \( M' \) and every transition \( t \) there is a state \( M'' \) reachable from \( M' \) which enables \( t \).

**Definition 3 (Bounded, safe)** A Petri net \((PN, M)\) is bounded iff, for every reachable state and every place \( p \) the number of tokens in \( p \) is bounded. The net is safe iff for each place the maximum number of tokens does not exceed 1.

**Definition 4 (Strongly connected)** A Petri net is strongly connected iff, for every pair of nodes (i.e., places and transitions) \( x \) and \( y \), there is a path leading from \( x \) to \( y \).

### 3 WF-nets

Before we discuss the application of Petri nets to interorganizational workflow, we consider the modelling and analysis of workflows within one organization. In this paper, we focus on the 'process aspect' of workflow management, i.e., we abstract from data, resources and external triggers.
Workflows are case-based, i.e., every piece of work is executed for a specific case. Examples of cases are a mortgage, an insurance claim, a tax declaration, an order, or a request for information. Cases are often generated by an external customer. However, it is also possible that a case is generated by another department within the same organization (internal customer). The goal of workflow management is to handle cases as efficient and effective as possible. A workflow process is designed to handle similar cases. Cases are handled by executing tasks in a specific order. The workflow process definition specifies which tasks need to be executed and in what order. Alternative terms for workflow process definition are: ‘procedure’, ‘flow diagram’ and ‘routing definition’. In the workflow process definition, building blocks such as the AND-split, AND-join, OR-split and OR-join are used to model sequential, conditional, parallel and iterative routing (WFMC [27]). Clearly, a Petri net can be used to specify the routing of cases. Tasks are modeled by transitions and causal dependencies are modeled by places. In fact, a place corresponds to a condition which can be used as pre- and/or post-conditions for tasks. An AND-split corresponds to a transition with two or more output places, and an AND-join corresponds to a transition with two or more input places. OR-splits/OR-joins correspond to places with multiple outgoing/ingoing arcs. Moreover, in [1, 3] it is shown that the Petri net approach also allows for useful routing constructs absent in many workflow management systems. A Petri net which models the process aspect of a workflow, is called a Workflow net (WF-net). It should be noted that a WF-net specifies the dynamic behavior of a single case in isolation.

**Definition 5 (WF-net)** A Petri net $PN = (P, T, F)$ is a WF-net (Workflow net) if and only if:

(i) $PN$ has two special places: $i$ and $o$. Place $i$ is a source place: $\bullet i = \emptyset$. Place $o$ is a sink place: $\circ o = \emptyset$.

(ii) If we add a transition $t^*$ to $PN$ which connects place $o$ with $i$ (i.e. $\bullet t^* = \{o\}$ and $t^* \circ = \{i\}$), then the resulting Petri net is strongly connected.

A WF-net has one input place ($i$) and one output place ($o$) because any case handled by the procedure represented by the WF-net is created if it enters the workflow management system and is deleted once it is completely handled by the workflow management system, i.e., the WF-net specifies the life-cycle of a case. The second requirement in Definition 5 (the Petri net extended with $t^*$ should be strongly connected) states that for each transition $t$ (place $p$) there should be a path from place $i$ to $o$ via $t$ ($p$). This requirement has been added to avoid ‘dangling tasks and/or conditions’, i.e., tasks and conditions which do not contribute to the processing of cases.

Figure 1 shows a WF-net. This WF-net models a workflow process composed of eight tasks: $t_1, \ldots, t_8$. The execution of task $t_1$ enables two parallel flows: (i) $t_3$ and $t_2$ can be executed multiple times (iteration) followed by $t_6$, and (ii) $t_4$ or $t_5$ followed by $t_7$. The two parallel flows are synchronized by task $t_8$. Note that sequential, conditional, parallel and iterative routing are present in this example.
4 Verification of WF-nets

The two requirements stated in Definition 5 can be verified statically, i.e., they only relate to the structure of the Petri net. However, there is an additional requirement which should be satisfied:

For any case, the procedure will terminate eventually and the moment the procedure terminates there is a token in place $a$ and all the other places are empty.

Moreover, there should be no dead tasks, i.e., it should be possible to execute an arbitrary task by following the appropriate route though the WF-net. These two additional constraints correspond to the so-called soundness property.

Definition 6 (Sound) A procedure modeled by a WF-net $PN = (P, T, F)$ is sound if and only if:

(i) For every state $M$ reachable from state $i$, there exists a firing sequence leading from state $M$ to state $o$. Formally:

$$\forall M (i[*]M) \Rightarrow (M[*]o)$$

Note that there is an overloading of notation: the symbol $i$ is used to denote both the place $i$ and the state with only one token in place $i$ (see Section 2).
(ii) State \( o \) is the only state reachable from state \( i \) with at least one token in place \( o \). Formally:
\[
\forall M(i[*]M \land \ M \geq o) \Rightarrow (M = o)
\]

(iii) There are no dead transitions in \((PN, i)\). Formally:
\[
\forall t \in T \exists M, M' \text{ s.t. } i[*]M[t]M'
\]

Note that the soundness property relates to the dynamics of a WF-net. The first requirement in Definition 6 states that starting from the initial state (state \( i \)), it is always possible to reach the state with one token in place \( o \) (state \( o \)). If we assume fairness, then the first requirement implies that eventually state \( o \) will be reached. The fairness assumption is reasonable in the context of workflow management; all choices are made (implicitly or explicitly) by applications, humans or external actors. Clearly, they should not introduce an infinite loop. The second requirement states that the moment a token is put in place \( o \), all the other places should be empty. Sometimes the term proper termination is used to describe the first two requirements [14]. The last requirement states that there are no dead transitions (tasks) in the initial state \( i \).

Given WF-net \( PN = (P, T, F) \), we want to decide whether \( PN \) is sound. For this purpose we define an extended net \( \overline{PN} = (P, T, F) \). \( \overline{PN} \) is the Petri net that we obtain by adding an extra transition \( t^* \) which connects \( o \) and \( i \). The extended Petri net \( \overline{PN} = (\overline{P}, \overline{T}, \overline{F}) \) is defined as follows: \( \overline{P} = P, \overline{T} = T \cup \{t^*\} \), and \( \overline{F} = F \cup \{ (o, t^*), (t^*, i) \} \). Figure 2 illustrates the relation between \( PN \) and \( \overline{PN} \). The extended net \( \overline{PN} \) can be used to facilitate the verification of the soundness property. The following theorem shows that the extended net allows for the formulation of the soundness property in terms of well-known Petri net properties.

Figure 2: Given a WF-net \( PN \), we construct an extended net \( \overline{PN} = (P, T \cup \{t^*\}, F \cup \{(o, t^*), (t^*, i)\}) \).

**Theorem 1** A WF-net \( PN \) is sound if and only if \( \overline{PN}, i \) is live and bounded.

**Proof.**
See [4] or [2].

Perhaps surprisingly, the verification of the soundness property boils down to checking whether the extended Petri net is live and bounded! This means that we can use standard Petri-net-based analysis tools to decide soundness.
5 Interorganizational workflows

In the previous two sections, we applied Petri nets to the modeling and analysis of workflows within one organization. Now it is time to consider interorganizational workflows. An interorganizational workflow is essentially a set of loosely coupled workflow processes. Typically, there are n business partners which are involved in one 'global' workflow process. Each of the partners has its own 'local' workflow process. Each local workflow process is private, i.e. the corresponding business partner has full control over the local part of the workflow. However, these local workflow processes need to communicate because they depend on each other for the correct execution of cases. The global workflow process consists of local workflow processes and an interaction structure. There are two ways to interact: asynchronous communication and synchronous communication. Asynchronous communication corresponds to the exchange of messages between local workflow processes. Synchronous communication forces local workflow processes to execute specific tasks at the same time.

Figure 3 shows an interorganizational workflow which consists of two local workflows $LWF1$ and $LWF2$. There are three asynchronous communication elements: $ac1$, $ac2$, and $ac3$. There is one synchronous communication element: $sc1$. The asynchronous communication elements are also called communication places. These communication places are used to model causal dependencies, e.g., task $t11$ in $LWF2$ has to wait for the completion
of task \( t_1 \) in \( LWF_1 \). The \textit{synchronous communication element} \( sc1 \) forces the transitions \( t_7 \) and \( t_{14} \) to be executed at the same time. Synchronous communication corresponds to the melting of a number of transitions, therefore we also use the term \textit{fusion set} to denote a synchronous communication element. Definition 7 formalizes the concept of an interorganizational workflow.

**Definition 7 (IOWF)** An Interorganizational Workflow (IOWF) is a tuple \( IOWF = (PN_1, PN_2, \ldots, PN_n, P_{AC}, AC, T_{SC}, SC) \), where:

(i) \( n \in \mathbb{N} \) is the number of local workflow nets,

(ii) for each \( k \in \{1, \ldots, n\} \): \( PN_k \) is a WF-net with source place \( i_k \) and sink place \( o_k \),

(iii) for all \( k, l \in \{1, \ldots, n\} \): if \( k \neq l \), then \((P_k \cup T_k) \cap (P_l \cup T_l) = \emptyset \),

(iv) \( T^\square = \bigcup_{k \in \{1, \ldots, n\}} T_k \), \( P^\square = \bigcup_{k \in \{1, \ldots, n\}} P_k \), \( F^\square = \bigcup_{k \in \{1, \ldots, n\}} F_k \),

(v) \( P_{AC} \) is the set of asynchronous communication elements (communication places),

(vi) \( T_{SC} \) is the set of synchronous communication elements (fusion sets),

(vii) \( P_{AC} \cap T_{SC} = \emptyset \), \((P_{AC} \cup T_{SC}) \cap (P^\square \cup T^\square) = \emptyset \),

(viii) \( AC \subseteq P_{AC} \times \mathcal{P}(T^\square) \times \mathcal{P}(T^\square) \) is the asynchronous communication relation,\(^2\)

(ix) \( SC \subseteq T_{SC} \times \mathcal{P}(T^\square) \) is the synchronous communication relation,

(x) for all \((t_1, x_1), (t_2, x_2) \in SC\): if \( t_1 \neq t_2 \), then \( x_1 \cap x_2 = \emptyset \).

Each asynchronous communication element corresponds to a place name in \( P_{AC} \). The relation \( AC \) specifies a set of input transitions and a set of output transitions for each asynchronous communication element. Each synchronous communication element is represented by a transition name in \( T_{SC} \) which corresponds to a set of fused transitions. The relation \( SC \) specifies for each element in \( T_{SC} \) the corresponding set of fused transitions. Requirement (x) states that these sets should be disjunct. Note that Definition 7 allows for communication elements which connect transitions within the same local workflow net. Although it does not make sense to do this, there is no compelling reason to forbid this kind of communication. Also note that each local workflow net has an input place \( i_k \) and an output place \( o_k \). Sometimes there is no need for these places, e.g., if one organization is a subcontractor of another organization, then the workflow of the subcontractor may be initiated by a message (i.e. an asynchronous communication element). However, for semantical reasons we add the input place \( i_k \) and an output place \( o_k \). Consider for example Figure 3; \( i_2 \) and \( o_2 \) can be removed without changing the actual behavior.

\(^2\)\( \mathcal{P}(T^\square) \) is the set of all non-empty subsets of \( T^\square \).
6 Verification of interorganizational workflows

In Section 4 we introduced a technique to verify the correctness of one workflow process definition in isolation. We can use this technique to prove that both local workflows in Figure 3 are correct, i.e., LWF1 and LWF2 are sound. However, an interorganizational workflow which is composed of a number of sound local workflows may be subject to synchronization errors. Consider for example the interorganizational workflow shown in Figure 3. It is possible that LWF1 executes $t_4$ and LWF2 executes $t_2$. In this case, the message in $ac_2$ is not handled properly. It is also possible that deadlocks are introduced by the communication elements. If $t_7$ and $t_2$ are fused by a synchronous communication element, the workflow will not be able to terminate if $t_3$ is executed. Because of these problems, we are interested in a notion of soundness for interorganizational workflows.

To define a global notion of soundness, we define the unfolding of an interorganizational workflow into a WF-net.

**Definition 8** Let $IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC)$ be an interorganizational workflow. $U(IOWF) = (P^U, T^U, F^U)$ is the unfolding of $IOWF$ which is defined as follows:

(i) $P^U = P^\square \cup P_{AC} \cup \{i, o\}$,

(ii) $T^U = r(T^\square) \cup T_{SC} \cup \{t_i, t_o\}$,

(iii) $\{i, o, t_i, t_o\} \cap (P^\square \cup T^\square \cup P_{AC} \cup T_{SC}) = \emptyset$,

(iv) $r$ is a renaming function: $r(x) = t_{SC}$ if there is a $t_{SC} \in T_{SC}$ and a $y \in T^\square$ such that $(t_{SC}, y) \in SC$ and $x \in y$, otherwise $r(x) = x$,

(v) $F^U = F^\square \cup \{(i, p) \in T^\square \times P_{AC} | (p, x, y) \in AC \land t \in x\} \cup \{(p, t) \in P_{AC} \times T^\square | (p, x, y) \in AC \land t \in y\} \cup \{(i, t), (t_i, o)\} \cup \{(i, t_k) | k \in \{1, \ldots, n\}\} \cup \{(o_k, t_o) | k \in \{1, \ldots, n\}\}$

(vi) $F^U = \{(r(x), r(y)) | (x, y) \in F^\square\}$.

In the unfolded net all the local WF-nets are connected to each other by a start transition $t_1$ and a termination transition $t_o$. Moreover, a global source place $i$ and a global sink place $o$ have been added. Asynchronous communication elements are mapped onto ordinary places ($P_{AC}$). Transitions which are fused together by synchronous communication elements are replaced by new transitions ($T_{SC}$). Note that we use a renaming function $r$ to map old transitions onto new transitions. The result of the unfolding is a new WF-net.

**Lemma 1** Let $IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC)$ be an IOWF. $U(IOWF) = (P^U, T^U, F^U)$ is a WF-net.

**Proof.**

It is easy to see that the two requirements stated in Definition 5 are satisfied: (i) there is one source place $i$ and one sink place $o$, and (ii) every node is on a path from $i$ to $o$. □
Figure 4: An IOWF which is globally sound but not locally sound.

It is easy to see that the behavior of the unfolded net corresponds to the overall behavior of the interorganizational workflow. This allows us to define the soundness property for interorganizational workflows.

**Definition 9 (Soundness)** An interorganizational workflow $IOWF$ is sound iff it is locally sound and globally sound. $IOWF$ is locally sound iff each of its local workflow nets $PN_k$ is sound. $IOWF$ is globally sound iff $U(IOWF)$ is sound.

The interorganizational workflow shown in Figure 3 is an example of workflow which is locally sound but not globally sound. The unfolded net is not sound, because if $t4$ and $t12$ fire, a token gets stuck in place $ac2$. The error can be corrected by replacing the asynchronous communication element $ac2$ by a synchronous communication element. Figure 4 shows an example of an interorganizational workflow which is globally sound but not locally sound. The WF-net $LWF2$ is not sound because an arbitrary number of tokens may get trapped in place $p14$. However, asynchronous communication element $ac2$ prevents this from happening in the unfolded net. These examples show that it is possible to have a locally sound interorganizational workflow which is not globally sound and vice-versa. In order to be truly sound, the interorganizational workflow should be both locally sound and globally sound. Figure 5 is an example of a sound interorganizational workflow.

The soundness of an interorganizational workflow $IOWF = (PN_1, ..., PN_n, P_{AC}, AC,$
Figure 5: A sound interorganizational workflow.

$T_{SC}, SC\) corresponds to the soundness of $n + 1$ WF-nets: $PN_1, \ldots, PN_n$ and $U(IOWF)$. Therefore, we can use Theorem 1 to verify the correctness of interorganizational workflows. This means that we can use standard techniques and software tools. For example, we can use Woflan ([16]). Woflan is an analysis tool dedicated to the analysis of workflows which are specified in terms of Petri nets.

For arbitrary interorganizational workflows, the soundness property is decidable but also EXPSPACE-hard ([2]). However, there are some interesting subclasses which allow for more efficient analysis techniques. For example, many workflow management systems only allow for workflow process definitions which correspond to free-choice Petri nets ([10]). For this subclass and several others (cf. [2]), the soundness property can be verified in polynomial time.

7 Message sequence charts

Interorganizational workflows are described in terms of individual tasks and causal relations. In most cases, the design of an interorganizational workflow starts with the specification of the communication structure, i.e., the protocol. Clearly, a description in terms of a Petri net is too detailed to start with. Therefore, another technique is needed to specify the communication structure between multiple loosely coupled workflows. In this paper,
we use Message Sequence Charts (MSC) extended with synchronous communication for this purpose.

Message sequence charts are a widespread graphical language for the visualization of communications between systems/processes [8, 22, 26]. The representation of message sequence charts is intuitive and focuses on the messages between communication entities. Figure 6 shows a message sequence chart with three business partners also called instances. Instances communicate via messages. Messages are either asynchronous (m1, m2, m4, m5, m7, m8, and m9) or synchronous (m3 and m6). Note that a standard message sequence chart does not allow for synchronous messages. We need synchronous messages to model synchronous communication, e.g., a phone call to exchange information. Each message has a sender and a receiver. For example, instance 1 is the sender of m1 and instance 2 is the receiver of m1. For asynchronous messages the message is received by the receiver only after it has been sent by the sender. Each synchronous message results in the synchronization of two instances. Within each instance events are ordered, e.g., instance 3 sends m4 only after the receipt of m2. The ordering of events is specified by the time axis of an instance which is represented by a vertical line. In a message sequence chart, it is also possible to specify coregions. A coregion is represented by a dashed part of the time axis of an instance. Events in a coregion are assumed to be unordered in time. In Figure 6 there is one coregion: the receipt of m4, the receipt of m5, and the sending of m7 are unordered in time.

![Message Sequence Chart](image)

In this paper, we consider a variant of message sequence charts as defined in [8] or [18]. The basic message sequence chart has been extended with synchronous messages and coregions. However, for reasons of simplicity, we do not allow for process creation, process termination, timers, and refinement. To formalize the semantics of the message sequence
charts used in this paper, we use a notation adopted from [13].

**Definition 10 (Message sequence chart)** A message sequence chart is a tuple $MSC = (I, M_A, M_S, \text{from, to, } \{\leq_i\}_{i \in I})$:

- $I$ is a finite set of instances (business partners),
- $M_A$ is a finite set of asynchronous messages,
- $M_S$ is a finite set of synchronous messages,
- $M_A \cap M_S = \emptyset$ and $M = M_A \cup M_S$ is the set of messages,
- $\text{to}$ and $\text{from}$ are functions from $M$ to $I$,
- for each $i \in I$: $\leq_i$ is a partial order on $\{?m \mid m \in M_A \land \text{to}(m) = i\} \cup \{!m \mid m \in M_A \land \text{from}(m) = i\} \cup \{!?m \mid m \in M_S \land i \in \{\text{to}(m), \text{from}(m)\}\}$.

If $m$ is an asynchronous message, then $!m$ corresponds to the event of sending the message and $?m$ corresponds to the event of receiving the message. For a synchronous message both instances synchronize on the event $!?m$. For each instance $i$, $\leq_i$ specifies the ordering of events along the time axis of $i$. $\leq_i$ is a partial order instead of a total ordering because of the existence of coregions. In Figure 6, $!m_1 \leq_i !?m_3$, $!?m_3 \leq_i !?m_4$, $!?m_3 \leq_i !?m_5$, $!?m_3 \leq_i !?m_7$, $?m_4 \leq_i !m_8$, $?m_5 \leq_i !m_8$, $!m_7 \leq_i !m_8$, and $!m_8 \leq_i !m_9$. Note that the events in the coregion are unordered, e.g., $?m_4 \not\leq_i !m_7$.

**Definition 11 ($\leq_{MSC}$)** Let $MSC = (I, M_A, M_S, \text{from, to, } \{\leq_i\}_{i \in I})$ be a message sequence chart.

- $\leq_{\text{inst}} = \bigcup_{i \in I} \leq_i$.
- $\leq_{\sigma} = \{(?m, ?m) \mid m \in M_A\}$.
- $\leq_{MSC} = (\leq_{\text{inst}} \cup \leq_{\sigma})^+$.

$\leq_{\sigma}$ is a partial order which reflects the production before consumption principle. $\leq_{MSC}$ is the transitive closure of (1) the partial orders within the instances ($\leq_{\text{inst}}$) and (2) the partial order between the production and consumption of asynchronous messages ($\leq_{\sigma}$). Consider for example the message sequence chart shown in Figure 6: $!m_2 \leq_{MSC} ?m_9$, $!?m_3 \leq_{MSC} ?m_8$, $!?m_4 \not\leq_{MSC} ?m_5$, $?m_8 \not\leq_{MSC} ?m_9$.

A message sequence chart $MSC$ is inconsistent iff $\leq_{MSC}$ does not define a partial order. In this case, the message sequence chart contains a deadlock due to cyclic dependencies. In the remainder we assume that the message sequence charts are consistent.

Note that $\leq_{MSC}$ is a partial order on $A = \{?m \mid m \in M_A\} \cup \{!m \mid m \in M_A\} \cup \{!?m \mid m \in M_S\}$. $A$ is a the set of event labels.
8 Consistency of interorganizational workflows

Message sequence charts can be used to specify the interaction between loosely coupled workflow processes. Such a message sequence chart can be used as a starting point for the design of complex interorganizational workflows. The interorganizational workflow should be designed in such a way that it is consistent with the message sequence chart, i.e., the message sequence chart can be seen as a partial specification of an interorganizational workflow. Therefore, it is interesting to be able to decide whether the implementation (interorganizational workflow) meets the specification (message sequence chart). In this section, we define a notion of consistency and in the next section we present a technique to verify whether an interorganizational workflow is consistent with respect to a message sequence chart.

Definition 12 (\( \mathcal{L} \)) Let \( IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC) \) be an interorganizational workflow and \( U(IOWF) = (P^U, T^U, F^U) \). \( \mathcal{L} \) is a function from \( T^U \) to the powerset of \( \{?m | m \in P_{AC}\} \cup \{!m | m \in P_{AC}\} \cup \{?!m | m \in T_{SC}\} \). For \( t \in T^U \), \( \mathcal{L}(t) = \{?m | m \in P_{AC} \land m \in \bullet{t}\} \cup \{!m | m \in P_{AC} \land m \in \bullet{t}\} \cup \{?!m | m \in T_{SC} \land m = t\} \).

Function \( \mathcal{L} \) maps transitions onto the events associated with the transition. Consider for example the interorganizational workflow shown in Figure 7: \( \mathcal{L}(t_{11}) = \{!m1\}, \mathcal{L}(t_{21}) = \emptyset, \mathcal{L}(t_{22}) = \{?m1, !m2\}, \) and \( \mathcal{L}(t_{24}) = \{!m5, !?m6\} \).

In a message sequence chart each message is sent exactly once. Therefore, we introduce the notion of 1-liveness.

Definition 13 (1-live) A transition \( t \) in a Petri net \( (PN, M) \) is 1-live iff, (1) for every state \( M' \) reachable without firing \( t \), there is a state \( M'' \) reachable from \( M' \) which enables \( t \), and (2) for every state \( M' \) reachable via a firing sequence which fires \( t \), there is no state reachable from \( M' \) which enables \( t \).

In a message sequence chart each message is exchanged between two instances. Therefore, we demand that each communication place in \( P_{AC} \) has one sender and one receiver. Moreover, each transition involved in the communication between instances has to be 1-live. An interorganizational workflow which meets these two requirements is called a restricted interorganizational workflow. Figure 7 shows an example of a restricted interorganizational workflow.

Definition 14 (Restricted IOWF) A restricted interorganizational workflow (RIOWF) is an interorganizational workflow \( IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC) \), which satisfies the following requirements:

(i) for each \( (p, x, y) \in AC: x \) and \( y \) are singletons,

(ii) for each transition \( t \) in \( U(IOWF) \): if \( \mathcal{L}(t) \neq \emptyset \), then \( t \) is 1-live in \( (U(IOWF), i) \).

For restricted interorganizational workflows we define the inverse function of \( \mathcal{L} \). \( \mathcal{L}^{-1} \) maps each element of \( \{?m | m \in P_{AC}\} \cup \{!m | m \in P_{AC}\} \cup \{?!m | m \in T_{SC}\} \) onto a single transition in \( T^U \).

For restricted interorganizational workflows we define a notion of consistency.
Figure 7: A restricted interorganizational workflow.
Definition 15 (Consistent) Let $IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC)$ be a restricted interorganizational workflow and let $MSC = (I, M_A, M_S, \text{from, to, } \{\leq_i\}_{i \in I})$ be a message sequence chart. $IOWF$ is consistent with respect to $MSC$ if and only if

(i) $P_{AC} = M_A$ and $T_{SC} = M_S$,

(ii) $U(IOWF) = (P^U, T^U, F^U)$ is the unfolding of $IOWF$ with source place $i$. For each $t_1, t_2 \in T^U$: if there is a firing sequence starting in state $i$ which fires transition $t_1$ before transition $t_2$, then $\forall a_1 \in \mathcal{L}(t_1) \forall a_2 \in \mathcal{L}(t_2) - (a_2 \leq_{MSC} a_1)$.

A restricted interorganizational workflow is consistent with respect to a message sequence chart if the message names used in the message sequence chart correspond to the names of communication elements in the interorganizational workflow and none of the possible firing sequences violates precedence constraints specified in the message sequence chart. The interorganizational workflow shown in Figure 7 is consistent with respect to the message sequence chart shown in Figure 6. However, if place $m_9$ connects $t_{16}$ and $t_{22}$ instead of $t_{16}$ and $t_{25}$, then the interorganizational workflow is not consistent with respect to a message sequence chart in Figure 6. The inconsistency is a result of the fact that there is a firing sequence such that $t_{22}$ fires before $t_{16}$, $\exists m_9 \in \mathcal{L}(t_{22})$, $\exists m_9 \in \mathcal{L}(t_{16})$, and $(\exists m_9 \leq_{MSC} \exists m_9)$. Consistency can be verified by generating all possible firing sequences and checking whether the partial order $\leq_{MSC}$ is not violated by any of these sequences. Clearly, consistency is decidable but also very hard to verify if all firing sequences have to be considered. Therefore, we propose a technique to facilitate the verification of consistency.

9 Verification of consistency

A restricted interorganizational workflow is consistent with respect to a message sequence chart if all possible firing sequences satisfy the partial order $\leq_{MSC}$. Instead of checking all possible firing sequences we propose a technique based on the notion of implicit places ([7]). An implicit place, also called a redundant place, is a place which always contains sufficient tokens to allow for the firing of the transitions connected to it. In this paper, we use a generalized notion: the implicit place set.

Definition 16 (Implicit place set) Let $(PN, M)$ be a marked Petri net with $PN = (P, T, F)$ and $P_I \subseteq P$. $P_I$ is an implicit place set iff for every reachable state $M'$ and any transition $t \in T$: if each place in $(\bullet t \setminus P_I)$ contains a token in state $M'$, then each place in $(\bullet t \cap P_I)$ contains a token in $M'$. Place $p \in P$ is an implicit place set iff $(p)$ is an implicit place set.

To introduce some basic results for implicit place sets, we define the projection operator $(\uparrow)$.

Definition 17 $(\uparrow)$. Let $(PN, M)$ be a marked Petri net with $PN = (P, T, F)$ and $P' \subseteq P$.

- $PN \uparrow P' = (P', T, F \cap ((P' \times T) \cup (T \times P')))$.
An implicit place set does not restrict the set of possible firing sequences. Therefore, it can be removed without changing the behavior. Moreover, a set of places is an implicit place set if and only if, each of the places is implicit.

**Lemma 2** Let \((PN_1, M_1)\) be a marked Petri net with \(PN_1 = (P_1, T_1, F_1)\) and \(P_1 \subseteq P_1\). Let \((PN_2, M_2) = (PN_1, M_1) \uparrow (P_1 \setminus P_1)\) be the Petri net obtained by removing the places in \(P_1\).

(i) \(\forall_{\sigma \in T_1} \ M_1[\sigma]_{PN_1} \Rightarrow M_2[\sigma]_{PN_2}\)

(ii) If \(P_1\) is an implicit place set of \((PN_1, M_1)\), then \(\forall_{\sigma \in T_2} \ M_2[\sigma]_{PN_2} \Rightarrow M_1[\sigma]_{PN_1}\).

(iii) \(P_1\) is an implicit place set of \((PN_1, M_1)\), if and only if, for all \(p \in P_1\): \(p\) is an implicit place of \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\).

**Proof.**

(i) Trivial, removing places does not restrict the set of possible firing sequences.

(ii) Suppose that (ii) does not hold, i.e., \(P_1\) is an implicit place set and \(\sigma\) is a firing sequence which leads to a state \(M'_2\) in \(PN_2\) where transition \(t\) is enabled and \(\sigma\) leads to a state \(M'_1\) in \(PN_1\) where \(t\) is not enabled. Clearly, this is not possible because \(P_1\) is an implicit place set.

(iii) Suppose that \(\Rightarrow\) does not hold, i.e., \(P_1\) is an implicit place set but there is a \(p\) which is not an implicit place of \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\). There is a firing sequence \(\sigma\) in \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\) which leads to a state where a transition \(t\) is not enabled (\(p\) is empty) but each place in \(\bullet t \cap (P_1 \setminus P_1)\) contains a token. \(\sigma\) is also a possible firing sequence in \((PN_1, M_1)\) (apply (i) and (ii)). The state reached by firing \(\sigma\) in \((PN_1, M_1)\) is such that \(t\) is not enabled (\(p\) is empty) but each place in \(\bullet t \setminus P_1\) is marked. Hence, \(P_1\) is not an implicit place set.

(iii) Suppose that \(\Leftarrow\) does not hold, i.e., for all \(p \in P_1\): \(p\) is an implicit place of the marked net \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\) but \(P_1\) is not an implicit place set. There is a firing sequence \(\sigma\) in \((PN_1, M_1)\) which leads to a state such that transition \(t\) is not enabled but each place in \(\bullet t \cap (P_1 \setminus P_1)\) is marked. This means that there is a \(p \in (\bullet t \cap P_1)\) which is not marked. \(\sigma\) is also a possible firing sequence in \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\) (apply (i)). The state reached by firing \(\sigma\) in \((PN_1, M_1) \uparrow ((P_1 \setminus P_1) \cup \{p\})\) is such that \(t\) is not enabled (\(p\) is empty) but each place in \(\bullet t \setminus \{p\}\) is marked. Hence, \(P_1\) is not an implicit place set.

\(\square\)

Consistency can be checked via an approach based on implicit place sets. Transitions in a restricted interorganizational workflow are associated with events. A message sequence chart specifies a partial order on these events. Therefore, the message sequence chart indirectly specifies a partial order on transitions. This partial order can be expressed in terms of places connecting transitions. The following theorem shows that these additional places
are implicit, if and only if, the interorganizational workflow is consistent with respect to
the message sequence chart.

**Theorem 2** Let \( IOWF = (PN_1, PN_2, ..., PN_n, P_{AC}, AC, T_{SC}, SC) \) be a restricted interorganizational workflow and let \( MSC = (I, M_A, M_S, \text{from, to, } \{ \leq i \}_{i \in I}) \) be a message sequence chart such that \( P_{AC} = M_A \) and \( T_{SC} = M_S \). Let \( U(IOWF) = (P^U, T^U, F^U) \) be the unfolding of \( IOWF \) and \( V(IOWF) = (P^V, T^V, F^V) \) a Petri net defined as follows:

- \( P_I = \{ (a_1, a_2) \in \leq^{MSC} | \mathcal{L}^{-1}(a_1) \neq \mathcal{L}^{-1}(a_2) \} \) and \( P_V = P_U \cup P_I. \)
- \( T_V = T_U. \)
- \( F_V = F_U \cup \{ (t, p) | p = (a_1, a_2) \in P_I \land t \in T_V \land a_1 \in \mathcal{L}(t) \} \cup \{ (p, t) | p = (a_1, a_2) \in P_I \land t \in T_V \land a_2 \in \mathcal{L}(t) \}. \)

\( IOWF \) is consistent with respect to \( MSC \), if and only if, \( P_I \) is an implicit place set of \( (V(IOWF), i) \).

**Proof.**
Both the ‘if’ and the ‘only if’ part are proven using contraposition.
(i) Suppose \( IOWF \) is consistent with respect to \( MSC \) and \( P_I \) is not an implicit place set of \( (V(IOWF), i) \). There is place \( p = (a_2, a_1) \in P_I \), a transition \( t_1 \) such that \( p \in \bullet t_1 \), and a possible firing sequence \( \sigma \) such that in the state reached by firing \( \sigma \) all the places in \( \bullet t_1 \cap P_U \) are marked and \( p \) is empty (i.e. transition \( t_1 \) is not enabled). Since \( p \) is a place in \( P_I \), there is just one transition \( t_2 \) which puts tokens in \( p \). Transition \( t_2 \) is the only transition for which \( a_2 \in \mathcal{L}(t_2) \). Note that \( t_1 \neq t_2 \), because \( t_1 = \mathcal{L}^{-1}(a_1), t_2 = \mathcal{L}^{-1}(a_2), \mathcal{L}^{-1}(a_1) \neq \mathcal{L}^{-1}(a_2). \) \( \sigma \) is also a possible firing sequence in \( (U(IOWF), i) \), see Lemma 2(ii). Moreover \( \sigma t_1 \) is a possible firing sequence. Transition \( t_1 \) is 1-live, i.e., in \( \sigma t_1 \) there is precisely one firing of \( t_1 \). Hence \( t_1 \) does not occur in \( \sigma \). In \( (V(IOWF), i) \), \( t_1 \) is the only transition which consumes tokens from \( p \). If \( p \) is empty after firing \( \sigma \), then \( t_2 \) does not occur in \( \sigma \). Because \( t_2 \) is 1-live in \( (U(IOWF), i) \) and \( t_1 \neq t_2 \), it is possible to extend firing sequence \( \sigma t_1 \) into a firing sequence where \( t_1 \) fires before \( t_2 \). Moreover, by the definition of \( P_I, a_2 \leq^{MSC} a_1, a_1 \in \mathcal{L}(t_1) \) and \( a_2 \in \mathcal{L}(t_2) \). Hence, \( IOWF \) is not consistent.

(ii) Suppose \( P_I \) is an implicit place set of \( (V(IOWF), i) \) and \( IOWF \) is not consistent with respect to \( MSC \). There exists a firing sequence \( \sigma \) in \( (U(IOWF), i) \) such that \( t_1 \) fires before \( t_2 \) and there is a \( a_1 \in \mathcal{L}(t_1) \) and \( a_2 \in \mathcal{L}(t_2) \) such that \( a_2 \leq^{MSC} a_1. \) Moreover, \( t_1 \) and \( t_2 \) are 1-live and \( t_1 = \mathcal{L}^{-1}(a_1) \neq \mathcal{L}^{-1}(a_2) = t_2. \) Therefore, \( (a_2, a_1) \in P_I. \) \( \sigma \) is also a possible firing sequence of \( (V(IOWF), i) \), see Lemma 2(ii). \( (a_2, a_1) \) is a place in \( V(IOWF) \) which connects \( t_2 \) and \( t_1. \) Transition \( t_2 \) is the only transition which produces tokens for \( (a_2, a_1) \), the input place of \( t_1. \) Therefore, \( t_2 \) has to fire before \( t_1 \) and \( \sigma \) is not a possible firing sequence of \( (V(IOWF), i). \) \)

Theorem 2 shows that consistency can be verified by checking whether a set of places is implicit. Note that the set \( P_I \) as a whole has to be an implicit place set. It is not sufficient to demand that the individual places in \( P_I \) are implicit. This is the reason we extended the
notion of implicit place to implicit place set. Nevertheless, we can express the notion of implicit place set into the more well-known notion of implicit place (see Lemma 2(iii)).

The observation that consistency corresponds to implicit places allows for the application of well-known Petri-net-based techniques. In fact there are several tools, which allow for the detection of implicit places. Theorem 2 shows that it is not necessary to check whether every possible firing sequence matches the partial order specified by the message sequence chart.

From a computational point of view, verification becomes expensive if there are a lot of places in the set $P_I$, i.e., the are a lot of ordering relations to be checked. However, it is possible to reduce the set $P_I$ to $\leq^{\text{str}}$ because the ordering imposed by $\leq^{\text{str}}$ is already present and the transitive closure follows from the net structure. Therefore, only a limited number of places needs to be checked. Moreover, several authors have investigated techniques to find structural implicit places ([9, 6, 7]). A structural implicit place is a place which is guaranteed to be implicit by the structure of the Petri net. Every structural implicit place is an implicit place, but there may be implicit places which are not structural implicit. Since the set of all structural implicit places can be found without constructing the reachability graph, it allows for very efficient analysis techniques. The following definition is a generalization of the definition in [7] for implicit place sets.

**Definition 18 (Structural implicit place set)** Let $(PN, M)$ be a marked Petri net with $PN = (P, T, F)$ and $P_I \subseteq P$. $P_I$ is a structural implicit place set iff for each $p \in P_I$ there is a set $Q \subseteq (P \setminus P_I)$ such that.

(i) $M(p) \geq \sum_{q \in Q} M(q)$

(ii) $\forall t \in T X_{tp} \geq \sum_{q \in Q} X_{tq}$, where $X$ is the incidence matrix of $PN$

(iii) $\forall t \in T p \in \bullet t \Rightarrow Q \cap \bullet t \neq \emptyset$

There are several differences with the definition in [7]. First of all, the notion has been extended to sets. Secondly, we only consider nets with arc weights 1. Finally, in (ii) we replaced the equality (=, i.e. place invariant) by $\geq$. It is easy to see that a structural implicit place set is implicit indeed.

**Lemma 3** Let $(PN, M)$ be a marked Petri net with $PN = (P, T, F)$ and $P_I \subseteq P$. If $P_I$ is a structural implicit place set, then $P_I$ is an implicit place set.

As a consequence of Lemma 3, we can prove that an interorganizational workflow is consistent with respect to a message sequence chart by checking whether the set $P_I$ is a structural implicit place set. Consider for example the interorganizational workflow shown in Figure 7. It suffices to consider the structural implicit places to prove that the workflow is consistent with respect to the message sequence chart shown in Figure 6.
10 Conclusion

In this paper, we have shown that a particular kind of interorganizational workflows can be modeled in terms of a set of Petri nets connected via communication elements. We also investigated a basic property that any interorganizational workflow should satisfy: the soundness property. We have seen that this property coincides with well-known Petri net properties. To establish the correctness of an interorganizational workflow composed of $n$ local workflows, we need to prove liveness and boundedness for $n + 1$ WF-nets using standard techniques.

In most cases, the interorganizational workflow should obey a given communication structure in addition to the soundness property. In this paper, we showed that given a message sequence chart which specifies the communication between business partners, it is possible to use an efficient technique to verify whether the interorganizational workflow is consistent with the message sequence chart. This technique uses an extension of the concept of implicit places.
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