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Time-domain impedance boundary condition modeling with the discontinuous Galerkin method for room acoustics simulations

Huiqing Wang and Maarten Hornikx
Building Physics and Services, Department of the Built Environment, Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands

ABSTRACT: The time-domain nodal discontinuous Galerkin (TD-DG) method is emerging as a potential wave-based method for three-dimensional (3D) room acoustics modeling, where high-order accuracy in the low frequency range, geometrical flexibility, and accurate modeling of boundary conditions are of critical importance. This paper presents a formulation of broadband time-domain impedance boundary conditions (TDIBCs) of locally-reacting surfaces in the framework of the TD-DG method. The formulation is based on the approximation of the plane-wave reflection coefficient at normal incidence in the frequency domain using a sum of template rational functions, which can be directly transformed to the time-domain. The coupling of the TDIBCs with the discontinuous Galerkin discretization is achieved through the characteristic waves of the upwind flux along the boundary, where a series of first-order auxiliary differential equations is time-integrated in a high-order way. To verify the performance of the formulation, various numerical tests of single reflection scenarios are shown to demonstrate the cost efficiency and memory-efficiency of high-order basis functions, among which a 3D application to an impedance boundary of rigidly backed glass-wool baffle for room acoustic purposes is presented. © 2020 Acoustical Society of America.
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I. INTRODUCTION

Sound propagation in a room is a complicated process due to the geometry of the room and the objects inside it. Furthermore, a variety of surface natures and surface impedances, which are typically frequency-dependent, make it extremely hard to achieve analytical representations of the acoustic field. Therefore, computer simulation of the sound field in indoor environments has become a common tool for the analysis of sound in rooms.1

In general, room acoustic modeling techniques can be divided into two categories, namely, geometrical acoustics methods and wave-based methods. Thanks to the steady increase in computing power, wave-based methods have become more mature during the past decades.2 Compared to frequency-domain wave-based methods, time-domain modeling allows single run broadband calculations with moving sources and time-varying domains and generates directly the impulse response of the room. After applications to fields as aeroacoustics,3 the time-domain discontinuous Galerkin (TD-DG) method has for the first time been evaluated as a potential wave-based method for room acoustics modeling purposes.4 Its high accuracy and ability to handle complex boundary geometries were demonstrated through verifications by analytical solutions and by comparison against measurement results of a real room. Since the acoustic wave equation is solved element-wise, highly efficient parallel-computing solvers that exploit modern hardware have been developed.5,6 The applicability of the discontinuous Galerkin (DG) solver to a large scale room acoustics simulation is demonstrated in Ref. 7, in analogy to the example of a cathedral-like geometry presented in Ref. 8. However, in order to provide physical simulation results that match real materials, a time-domain impedance boundary condition (TDIBC) formulation that handles frequency-dependent acoustic properties is needed.

The acoustic behavior of a locally reactive reflecting surface can be characterized by the surface impedance,9 the admittance,10–12 or the plane-wave reflection coefficient.13–16 Although these quantities are mathematically equivalent, the implementations of their respective TDIBC models differ at a discrete level. Furthermore, for time-domain computations, the impedance models defined in the frequency domain should satisfy the causality, reality, and passivity conditions in order to be physically admissible.9,17,18 One approach to incorporate the frequency-dependency is to model the impedance boundary condition (TDIBC) formulation that handles frequency-dependent acoustic properties is needed.
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error from the reflection, which are important for room acoustics modeling featuring multiple reflections, are investigated and quantified for both the plane-wave reflection in a one-dimensional (1D) setting and the spherical-wave reflection in a three-dimensional (3D) case. Application to a typical impedance model of a rigid-frame porous material for room acoustic uses is used to demonstrate the feasibility of the proposed approach.

The paper is organized as follows. The formulations of impedance boundary conditions within the TD-DG method are presented in Sec. II. Section III discusses and quantifies the accuracy of the implemented formulation by comparison with analytical solutions. Finally, the conclusions and outlook can be found in Sec. IV.

II. TDIBC IN DG METHOD

A. Governing equations and spatial discretization

In this work, the governing equations are the linear acoustic equations for a motionless propagation medium

\[ \frac{\partial v}{\partial t} + \frac{1}{\rho} \nabla p = 0, \]

\[ \frac{\partial p}{\partial t} + \rho c^2 \nabla \cdot v = 0, \]  

where \( v = [u, v, w]^T \) is the particle velocity vector, \( \rho \) is the sound pressure, \( \rho \) is the constant density of air, and \( c \) is the constant speed of sound. Equivalently, Eq. (1) reads

\[ \frac{\partial q}{\partial t} + \nabla \cdot F(q) = \frac{\partial q}{\partial t} + A_j \frac{\partial q}{\partial x_j} = 0, \]  

where \( q(x,t) = [u, v, w, p]^T \) is the acoustic variable vector and \( A_j \) is the constant flux Jacobian matrix with coordinate index \( j \in \{x,y,z\} \). Let \( D^k \) be a set of simplex and geometrically conformal elements that discretize the computational domain \( \Omega_h \), i.e., \( \Omega_h = \bigcup_{k=1}^K D^k \). The local solution \( q^k_h(x,t) \) in element \( D^k \), where subscript \( h \) denotes the numerical approximation, is given by

\[ q^k_h(x,t) = \sum_{j=1}^{N_p} q^k_h(x^k_j,t) \xi_j(x), \]

where \( q^k_h(x^k_j,t) \) are the unknown nodal values, \( \xi_j(x) \) is the multi-dimensional Lagrange polynomial basis of order \( N \), which satisfies \( \xi_j(x^k) = \delta_{ij} \), and indices \( i,j \) denote the ordering of nodes. \( N_p \) is the number of local basis functions (or nodes) inside a single element and equal to \( (N + d)!/(N!d!) \) for simplex elements, where \( d \) is the dimensionality. The basis (shape) function \( \xi_j(x) \) is determined by the nodal distribution \( x_j^k \), and in this study, the Legendre-Gauss-Lobatto (LGL) quadrature points are used for 1D problems and the \( x \)-optimized nodes distribution is used for 3D tetrahedron elements due to its low Lebesque constants. After the Galerkin projection and integration by parts twice, the semi-discrete nodal DG formulation of Eq. (2) reads,
\[
\int_{D^i} \left( \frac{\partial q_h}{\partial t} + \nabla \cdot F^+(q_h) \right) n_i \, \text{d}x = \int_{\partial D^i} n \cdot (F^+_h(q_h^\circ) - F^+) t_i \, \text{d}x,
\]

(4)

where \( n = [n_x, n_y, n_z] \) is the outward normal vector of the element surface \( \partial D^i \). \( F^+ \), the so-called numerical flux across element intersection \( \partial D^i \), is a function of both the solution value from the interior side of the intersection, i.e., \( q_h^\circ \) and the exterior value \( q_h^+ \). In this study, the upwind numerical flux is used throughout the whole domain because of its low dispersive and dissipation error.\(^{33,36} \) It is defined by considering the direction of the characteristic speed, i.e.,

\[ n \cdot F^+(q_h^\circ, q_h^+) = L(A^+ L^{-1} q_h^+ + A^- L^{-1} q_h^-), \]

(5)

where \( A \) is a diagonal matrix with diagonal entries \([0, 0, c, -c] \). \( A^+ \) and \( A^- \) contain the positive and negative entries of \( A \), respectively. \( L \) is the eigenmatrix of the normally projected flux Jacobian, i.e.,

\[
A_n = (n_x A_x + n_y A_y + n_z A_z) = L A L^{-1}.
\]

(6)

Physically, \( A^+ \) (\( A^- \)), respectively corresponds to the characteristic waves propagating along (opposite to respectively) the outward normal direction \( n \), which is referred to as outgoing waves out of \( D_i \) (incoming waves into \( D_i \), respectively). Therefore, the outgoing waves are associated with the interior solution \( q_h^\circ \), whereas the incoming waves are dependent on the exterior (neighboring) solution \( q_h^+ \). Finally, the semi-discrete formulation is obtained by substituting the nodal characteristic waves of the linear acoustic equations and the reflection coefficient \( R \). The incoming and outgoing characteristic acoustic waves, which are denoted as \( \sigma^\text{in} \) and \( \sigma^\text{out} \), and oriented in the opposite and the same direction of the outward normal \( n \) along the boundary surface, respectively, are defined as

\[
\sigma^\text{in}(\omega) = \frac{p(\omega)}{pc} - v_n(\omega),
\]

(7)

\[
\sigma^\text{out}(\omega) = \frac{p(\omega)}{pc} + v_n(\omega),
\]

(8)

where \( v_n(\omega) = v(\omega) \cdot n \) denotes the particle velocity component normal to the surface at a given angular frequency \( \omega \). Let \( Z_i \) denote the normalized surface impedance, i.e.,

\[
Z_i(\omega) = \frac{1}{\rho c v_n(\omega)},
\]

(9)

and the plane-wave reflection coefficient \( R(\omega) \) at normal incidence angle satisfies\(^{1} \)

\[
R(\omega) = \frac{Z_i(\omega) - 1}{Z_i(\omega) + 1}.
\]

(10)

Inserting Eq. (9) into Eq. (10) directly yields the following condition concerning the reflection coefficient and characteristic waves

\[
R(\omega) = \frac{\sigma^\text{in}(\omega)}{\sigma^\text{out}(\omega)}.
\]

(11)

The time-domain implementation of the impedance boundary condition is realized by coupling the above condition Eq. (11) with the DG discretization through the reformulation of the upwind flux near the boundaries. The use of the plane-wave reflection coefficient at normal incidence is consistent with the fact that the numerical flux from the nodal DG scheme is always normal to the boundary surface. Furthermore, the impedance surface is assumed to be locally reacting, which holds true when the sound speed in the reflecting material is much lower than that of the incident wave, especially for porous materials with a high flow resistivity.\(^{38} \) However, it should be noted that many common materials used in room acoustics such as solid panels and membranes are extendedly-reacting.

In this work, the real-valued frequency-independent reflection coefficient \( R_\infty \) is extended to the frequency-dependent one \( R(\omega) \) through the use of the multi-pole model. The whole TDIBC formulation consists of three steps. The first step is to transform the impedance values \( Z_i(\omega) \), which can be obtained from either a continuous semi-empirical impedance model or measured discrete impedance values, within the interested frequency range, to the corresponding normal reflection
It should be noted that the first two characteristic terms in Eq. (14) are numerically irrelevant in the whole boundary formulation since their characteristic speeds (the first two diagonal values in $\Lambda$) are zero. Finally, the numerical flux formulation of the TDIBC reads

$$n \cdot F^r(q^m_n) = \mathbf{L} \mathbf{A} \left[0, 0, \sigma_{n}^{\text{out}}(t), \sigma_{n}^{\text{in}}(t)\right]^T,$$

where $\sigma_{n}^{\text{out}}(t)$ can be first calculated with the interior solution values at each of discrete nodes along the boundary as

$$\sigma_{n}^{\text{out}}(t) = \frac{p_r(t)}{\rho c} + v_n(t),$$

and then based on the condition of Eq. (11), the time-domain incoming wave $\sigma_{n}^{\text{in}}(t)$ is obtained from the convolution of $\sigma_{n}^{\text{out}}(t)$ with $R(t)$ of Eq. (13),

$$\sigma_{n}^{\text{in}}(t) = \int_{-\infty}^{t} \sigma_{n}^{\text{out}}(\tau) R(t - \tau) d\tau.$$

To compute the convolution Eq. (17), the ADE method is used. Substitution of the reflection impulse response $R(t)$ Eq. (13) into Eq. (17) yields

$$\sigma_{n}^{\text{in}}(t) = R_n \sigma_{n}^{\text{out}}(t) + \sum_{k=1}^{S} A_k \phi_k(t) + \sum_{l=1}^{T} \left[ B_l \psi_{l}^{(1)}(t) + C_l \psi_{l}^{(2)}(t) \right],$$

where the so-called accumulators or auxiliary variables $\phi_k(t), \psi_{l}^{(1)}(t), \psi_{l}^{(2)}(t)$, are given by

$$\phi_k(t) = \int_{0}^{t} \sigma_{n}^{\text{out}}(\tau) e^{-\zeta_k(t-\tau)} d\tau,$$

$$\psi_{l}^{(1)}(t) = \int_{0}^{t} \sigma_{n}^{\text{out}}(\tau) e^{-\zeta_l(t-\tau)} \cos (\beta_l(t-\tau)) d\tau,$$

$$\psi_{l}^{(2)}(t) = \int_{0}^{t} \sigma_{n}^{\text{out}}(\tau) e^{-\zeta_l(t-\tau)} \sin (\beta_l(t-\tau)) d\tau.$$

The first term in Eq. (18) corresponds to the real-valued impedance boundary formulation. The bounds of the integrals in Eq. (19) are reduced to $[0, \bar{t}]$ due to the causality constraint indicated in the Heaviside function $H(t)$. The accumulators are calculated by solving the following first-order ordinary differential equations (ODEs) with zero initial values, which result from the differentiation of Eqs. (19) with respect to time

$$\frac{\partial \phi_k}{\partial t} + \zeta_k \phi_k(t) = \sigma_{n}^{\text{out}}(t),$$

$$\frac{\partial \psi_{l}^{(1)}}{\partial t} + \zeta_l \psi_{l}^{(1)}(t) + \beta_l \psi_{l}^{(2)}(t) = \sigma_{n}^{\text{out}}(t),$$

$$\frac{\partial \psi_{l}^{(2)}}{\partial t} + \zeta_l \psi_{l}^{(2)}(t) - \beta_l \psi_{l}^{(1)}(t) = 0.$$
As shown by Dragna et al., the ADE method keeps the same order accuracy of a general multi-stage time integration scheme. Furthermore, since these accumulators only exist on the boundary nodes and only one time stage history of their values need to be stored, this approach has the benefit of low memory requirements.

C. Discussions on time stepping and stability

In this work, the basic idea of method of lines (MOL) is followed. After the spatial discretization with the DG method, a five-stage, fourth-order explicit Runge-Kutta (RK) scheme is used to integrate all the time-derivatives of the discretized system. An explicit time-stepping method comes with the conditional stability, which necessitates an upper bound on the time step size \( \Delta t \). From the classical stability analysis of the MOL, it is required that the time step size \( \Delta t \) is small enough so that the product of \( \Delta t \) with the full eigenvalue spectrum of the spatially-discretized system falls inside the stability region of the time integration scheme. However, for the proposed scheme, the spatial discretization with the DG method is no longer completely decoupled from the time integration. To be more specific, the spatially-dependent upwind flux along the impedance boundary involves the time-integrated auxiliary variables, which are in turn stated explicitly in terms of the spatial dependent variables as shown in Eqs. (18) and (20). As a result, the stability analysis for the coupled system as considered here is not as straightforward as the well-established von Neumann analysis, which is typically applied to an initial-value system of ODEs as in Ref. 29. Instead of providing a solid proof of discrete stability, the preliminary stability analysis for coupled systems from Refs. 39 and 44 are adopted for reference. It was claimed that the maximum allowable time step is determined by two factors: (1) the usual Courant-Friedrichs-Lewy (CFL) condition for the spatial discretization with DG method, which requires that \( \Delta t \leq C_1/\max(\lambda_N) \), where \( \lambda_N \) represents the eigenvalues of the spatial discretization by DG method and \( C_1 \) is a constant depending on the stability region of the time-stepping method; (2) the stiffness of the ADEs as shown in Eq. (20), which is influenced by the maximum possible value of the parameters \( \zeta, \alpha, \beta \) in the multi-pole approximation. In this work, as will be presented in the following section, the stiffness is restricted so that the stability of the ADEs is automatically satisfied given a time-step size resulting from the first factor. For the first factor, it is known that for the linear system with first order of spatial differentiation, the gradients of the normalized \( N \)th order polynomial basis are of order \( O(N^2/\Delta x) \) near the boundary part of the element, consequently, the magnitude of the maximum eigenvalue \( \lambda_N \) scales with the polynomial order \( N \) as: \( \max(\lambda_N) \propto N^2 \), indicating that \( \Delta t \propto N^{-2} \). This severe time step size restriction greatly limits the computational efficiency of high polynomial order approximations. The temporal time steps are determined in the following way: \[ \Delta t = C_{CFL} \cdot \min(\Delta x_i) \cdot \frac{1}{c} \cdot \frac{1}{N^2}, \] where \( \Delta x_i \) is the smallest edge length of mesh elements and \( C_{CFL} \) is a constant of order \( O(1) \).

D. Properties of rational functions and parameters identification

When fitting a generic broadband impedance model with Eq. (12), the fitted solutions are not unique. The three admissibility conditions need to be verified for each set of parameters as, otherwise, unphysical instabilities arise. Also, the additional computational work is proportional to the number of poles used. Furthermore, each term in the reflection impulse response \( R(t) \) may vary drastically even though the corresponding frequency domain model \( R(\omega) \) as a whole approximates the same impedance models or data equally well. Consequently, for the sake of numerical stability and computational efficiency, restrictions on the parameter values and number of poles are needed.

Each rational function with single real pole has two degrees of freedom (DoF). It is a monotonically decreasing function over frequency in terms of magnitude, which resembles a low-pass filter. At zero frequency, the maximum value is \( A/\zeta \) obtained from Eq. (12) and the rate at which the magnitude decreases becomes smaller with increasing value of \( \zeta \).

The rational function with complex conjugate pole pair has four parameters (DoFs). Recall that the mass-spring-damper three-parameter impedance model is expressed as

\[ Z_s(\omega) = R_0 + X_1 i\omega + \frac{X_{-1}}{i\omega}, \]  

with the resistance \( R_0 \), the stiffness \( X_{-1} \), and the mass \( X_1 \) being positive. Inserting above Eq. (22) into Eq. (10) yields

\[ R(\omega) = 1 - \frac{2i\omega/X_1}{-\omega^2 + R_0 + 1 + \frac{X_{-1}}{X_1}}. \]  

By comparing Eq. (23) with the complex-pole rational function, it can be seen that they differ in the constant term 1, the sign of the complex part in the numerator, and the number of parameters. In an attempt to mimic the physical behavior of a mass-spring-damper system, we define \( C/\beta + B/\alpha = 0 \), i.e., \( C = -2B/\beta \). Consequently, the DoFs are reduced to three and the magnitude of each rational function \( B(i\omega/(-\omega^2 + 2i\omega + x^2 + \beta^2)) \) now increases from 0 at zero frequency to the maximum value of \( B/2\alpha \) at the resonance frequency \( \omega_0 = \sqrt{x^2 + \beta^2} \), and then approaches 0 asymptotically.

To give an example of how to obtain the parameters of the multi-pole approximation for a specific impedance model, we consider a glass-wool baffle mounted on a rigid backing that is typical for room acoustic purposes. The surface impedance is modeled by the Johnson-Champoux-Allard-Lafarge (JCAL) model, which is a phenomenological model considering wave propagation in porous materials.
on a microscopic scale. The characteristic impedance \( Z_c \) reads
\[
Z_c = \sqrt{\rho_{\text{eff}} B_{\text{eff}}},
\]
where the effective density \( \rho_{\text{eff}} \) and the effective bulk modulus \( B_{\text{eff}} \) are described by
\[
\rho_{\text{eff}} = \frac{\rho_\infty}{\eta} \left[ 1 + \frac{\sigma \rho_\infty}{\omega^2 \eta} \left( 1 + \frac{4i \omega^2 \eta^2 \rho_\infty}{\sigma^2 \Lambda^2} \right)^{1/2} \right],
\]
\[
B_{\text{eff}} = \frac{\gamma P_0}{\eta} \left( \frac{\gamma - 1}{1 + \frac{\phi \eta}{\omega k_0^2 \rho P_r} \left( 1 + \frac{4i \omega k_0^2 \rho P_r}{\eta \Lambda^2 \phi^2} \right)^{1/2}} \right)^{-1},
\]
\[
\left( \frac{\omega k_0^2 \rho P_r}{\eta \Lambda^2 \phi^2} \right)^{1/2}.
\]
\[
\left( \frac{\omega k_0^2 \rho P_r}{\eta \Lambda^2 \phi^2} \right)^{1/2}.
\]
\[
\left( \frac{\omega k_0^2 \rho P_r}{\eta \Lambda^2 \phi^2} \right)^{1/2}.
\]
\[
\left( \frac{\omega k_0^2 \rho P_r}{\eta \Lambda^2 \phi^2} \right)^{1/2}.
\]
The descriptions of physical parameters and their values for a typical glass wool material measured from experiments are given in Table IV in the Appendix. The surface impedance of rigidly backed porous layer with thickness of \( d \) reads
\[
Z_s = -i Z_c \cot (\kappa_c d),
\]
where the wavenumber of the porous material is given as \( \kappa_c = \omega \sqrt{\rho_{\text{eff}} / B_{\text{eff}}} \). In this study, the parameters in the multi-pole fit are obtained by the optimization technique first presented by Cotté et al. \(^{25} \) It is shown \(^{25} \) that the optimization technique is capable of ensuring the positivity of the fitting parameters in order to meet the causality and reality conditions. Furthermore, the number of poles can be pre-defined and the maximum values of parameters can be confined such that the stiffness of ADEs falls below the threshold as determined by the discrete stability condition. However, different from the general impedance boundary formulations using admittance as described in Refs. 11 and 29, where the condition for passivity is framed in terms of the positivity of real-valued fitting coefficients of the impedance model, the passivity condition of the current impedance boundary formulation is fulfilled when \( |R_n(\omega)| \leq 1 \). \(^{16} \) Consequently, a posterior check \( |R_n(\omega)| \leq 1 \) is needed.

For the JCAL model under consideration, it is sufficient to use real poles alone since the absorption coefficient increases monotonously with frequency. Since \( R(\omega) \) is a complex value, both the real parts and the imaginary parts should be fitted simultaneously instead of the amplitude and the phase in order to avoid wrap around ambiguity. \(^{11} \) The real-pole approximation can be rearranged to
\[
R(\omega) \approx \sum_{k=1}^{S} \frac{A_k}{\zeta_k + i \omega} = \sum_{k=1}^{S} \frac{A_k \zeta_k}{\zeta_k^2 + \omega^2} - i \sum_{k=1}^{S} \frac{A_k \omega}{\zeta_k^2 + \omega^2}.
\]
Following the approach as in Ref. 25, the optimization is performed considering 100 frequencies logarithmically sampled between 20 and 1000 Hz, and the Euclidean norm of the deviation of real parts are minimized while keeping the difference of imaginary parts at each of the sampled frequency under a tolerance value \( \epsilon \), i.e.,
\[
\min_{A_k, \zeta_k} \left\{ \sum_{i=1}^{100} \left| \text{Re}[R(\omega(i))] - \sum_{k=1}^{S} \frac{A_k \zeta_k}{\zeta_k^2 + \omega(i)^2} \right| \right\}
\]
such that \( 0 \leq \zeta_k \leq \zeta_{\text{max}}, \forall i, \left| \text{Im}[R(\omega(i))] + \sum_{k=1}^{S} \frac{A_k \omega(i)}{\zeta_k^2 + \omega(i)^2} \right| \leq \epsilon, \)
\[(28)\]

where \( \zeta_{\text{max}} \) is the threshold value for \( \zeta \) due to the discrete stability condition and is chosen as \( 5 \times 10^4 \) in this work considering the CFL condition and the interested frequency range up to 1000 Hz. To solve this minimization problem, the interior-point algorithm of the non-linear minimization function fmincon from the MATLAB optimization toolbox is used. A series of optimizations is run to get a good fit. In the first run, the initial values of \( A_k \) and \( \zeta_k \) are chosen randomly between 0 and \( \zeta_{\text{max}} \) and a relatively large value of \( \epsilon \) is used, e.g., \( \epsilon = 1 \times 10^{-1} \). Then, the obtained set of coefficients is

\[
A_k \quad \zeta_k
\]

\[
k = 1 \quad 3.4454 \times 10^3 \quad 1.2967 \times 10^4
\]
\[
k = 2 \quad 1.1999 \times 10^4 \quad 4.3215 \times 10^4
\]
\[
k = 3 \quad 4.9999 \times 10^4 \quad 2.8108 \times 10^4
\]
\[
k = 4 \quad 2.9954 \times 10^4 \quad 1.4546 \times 10^4
\]
\[
k = 5 \quad -4.9298 \times 10^4 \quad 2.8111 \times 10^4
\]

\[
\text{TABLE I. Coefficients } A_k \text{ and } \zeta_k \text{ of the real pole approximation for the rigidly backed layer of JCAL model.}
\]

FIG. 1. (Color online) Real and imaginary part of the normal reflection coefficient of rigidly backed layer of JCAL model (red solid line), real pole fitting with the set of coefficients in Table IV (dashed blue line) in frequency band 20–1000 Hz.
used as the initial value for the next optimization with a smaller value of \( \epsilon \). The process continues until a good approximation is obtained. Numerical experiments show that there is a compromise between the number of poles and the fitting accuracy. One set of coefficients is given in Table I, and the fitted reflection coefficient is plotted in Fig. 1. The maximum absolute value error at the sampled frequencies are \( 6.1513 \times 10^{-4} \) and \( 3.6357 \times 10^{-5} \) for the real and imaginary parts, respectively.

III. NUMERICAL VERIFICATIONS

In this work, all the simulations are initiated with the same Gaussian-shaped pressure conditions

\[
\begin{align*}
p(x, t = 0) &= e^{-(\ln 2/\sigma^2)(x-x_s)^2}, \\
v(x, t = 0) &= 0,
\end{align*}
\]

(29a)

(29b)

where \( x_s \) represents the source coordinates and \( b \) the half-bandwidth of this Gaussian pulse. A smaller value of \( b \) indicates a source spectrum up to a higher frequency.

A. Numerical properties and error in 1D

To verify the convergence property of the proposed formulation of the TDIBC and to quantify both the dissipation and dispersion error, a 1D single reflection scenario is considered. Each of the following experiment consists of two simulations. In the first simulation, the direct sound signal, denoted as \( p_d(t) \), is recorded. In the second simulation, a reflecting surface is present and the measured sound pressure signals contain both the direct sound and the sound reflected from the impedance surface. The reflected sound signal \( p_r(t) \) can obtained by subtracting \( p_d(t) \). The spectra of the direct sound and the reflected sound, denoted as \( P_d(f) \) and \( P_r(f) \), respectively, are obtained by Fourier transforming \( p_d \) and \( p_r \) without windowing. Let \( R_t \) denote the distance between the source and the receiver and \( R_2 \) is the distance between the receiver and the image source mirrored by the reflecting impedance surface. The numerical plane-wave reflection coefficient \( R_{num} \) is calculated as follows:

\[
R_{num}(f) = \frac{P_r(f) \cdot G(\kappa R_t)}{P_d(f) \cdot G(\kappa R_2)},
\]

(30)

where \( G(\kappa R) \) is the 1D Green’s function for the free field propagation and \( \kappa \) is the wavenumber. For room acoustic modeling, where multiple reflections happen inside an enclosure, it is important to quantify the error arising from each reflection. The dissipation error \( \epsilon_{amp} \) in dB and the phase error \( \epsilon_\theta \) in % from a single reflection are calculated as follows:

\[
\begin{align*}
\epsilon_{amp}(f) &= 20 \log_{10} \left| \frac{R_{ana}(f)}{R_{num}(f)} \right|, \\
\epsilon_\theta(f) &= \frac{1}{\pi} \left| \vartheta(R_{ana}(f)) - \vartheta(R_{num}(f)) \right| \times 100%,
\end{align*}
\]

(31a)

(31b)

where \( R_{ana}(f) \) is the analytical plane-wave reflection coefficient and \( \vartheta(\cdot) \) extracts the phase angle of a complex number. For a given broadband incident acoustic wave of arbitrary amplitude, the loss of sound pressure level (SPL) and the distortion of the phase across the frequency range of interest can be quantified.

Consider an 1D test case with an impedance boundary condition on the left \((x = 0 \text{ m})\) and a non-reflecting boundary condition on the right \((x = 10 \text{ m})\). The Gaussian pressure pulse is located \( x_s = 6 \text{ m} \) while the receiver location is at \( x_r = 3 \text{ m} \). \( b \) is chosen as 0.15 such that the pulse has a significant frequency content up to 1000 Hz. The simulation is run for a non-dimensional time of \( t = t/(l_{ref}/c) = 15 \), where \( t \) is physical time and \( l_{ref} = 1 \text{ m} \) is used as the reference length, to make sure that the rightward-traveling wave has left the domain while the reflected leftward-traveling wave has passed the receiver location to a sufficient extent. The real-valued, single real pole, and single complex conjugate pole cases are considered separately. Without loss of generality, the real-valued specific impedance is chosen as \( Z_s = 19 \), the real pole coefficients are chosen as \( |A, \zeta| = [6.4 \times 10^3, 8 \times 10^3] \). The complex conjugate pole pair has coefficient \( [B, C, \alpha, \beta] = [1.3195 \times 10^3, -7.6179 \times 10^2, 9.4247 \times 10^2, 1.6324 \times 10^3] \), which corresponds to a maximum value of reflection coefficient 0.7 at the resonance frequency 300 Hz.
1. Convergence rate verification

The numerical errors originate from the spatial and temporal discretization of the interior domain, as well as from the impedance boundary formulation, where an extra recursive convolution error may be involved. Before quantifying the error magnitudes, first, the convergence rate, denoted by $k_c$ with respect to the mesh sizes, is verified. The physical domain is discretized with $\Delta x = \{0.5, 0.25, 0.167, 0.125, 0.1\}$ m. Two error measures are used. The first one is the standard $L^2$ error defined as $L^2$ error $= \frac{\| p_{\text{ana}}(t = 15) - p_{\text{num}}(t = 15) \|_{L^2}}{\| p_{\text{ana}}(t = 15) \|_{L^2}}$, where $p_{\text{ana}}(t = 15)$ and $p_{\text{num}}(t = 15)$ denote the analytical solution and the numerical solution at the final time across the whole domain. $\| \cdot \|_{L^2}$ denotes the $L^2$ integration, which is carried out numerically and accurately up to the order of polynomial approximation. The second error measure is defined as the absolute-valued deviation of magnitude of the reflection coefficient at discrete sampling frequencies, i.e., $\epsilon_R(f) = |R_{\text{ana}}(f) - R_{\text{num}}(f)|$.

In practice, it is desirable to set $C_{\text{CFL}}$ very close to the stability limit to save computational time. In order to get insights into the effects of the temporal errors on the convergence rate from both the time derivative approximation and the convolution, all tests are performed using relatively large time steps that correspond to $C_{\text{CFL}} = 1$ in Eq. (21) for each set of the polynomial basis order and the mesh size. The global $L^2$ error is shown in Fig. 2, where a first-order fit is used to calculate the convergence rate. The expected convergence rate $h^{N+1/2}$ with different polynomial orders is observed for all kinds of boundaries considered. Figure 3 shows the convergence rate $k_c$ of the reflection coefficient magnitude at some frequencies with a polynomial basis of order $N = 4$. It can be seen that for all types of boundaries, the convergence rate lies between 4 and 5 as expected across the frequency range of interest. Furthermore, by comparing the real-valued impedance boundaries with the other two frequency-dependent boundaries in both Figs. 2 and 3, it can be seen that the magnitudes of error of all types of boundaries are almost the same, indicating that the extra time integration error from the coupled ADEs are negligible. Numerical tests with a smaller time step of $C_{\text{CFL}} = 0.1$ have been carried out and it is found that the numerical error remains the same. In other words, the spatial error from the DG discretization dominates over the time integration error arising from the time partial derivative approximation of the wave equation and the coupled ADEs.

2. Cost efficiency and memory efficiency of high order basis functions

One benefit of the DG scheme is its low dissipation and dispersion error for a given mesh resolution with the usage of high order basis functions. The dissipation $\epsilon_{\text{amp}}$ in dB, the phase error $\epsilon_{\varphi}$ in % and the amplitude of the plane-wave reflection coefficient from a single reflection for a single real pole model.
of high-order polynomial basis function results. However, a small time step size is needed to satisfy the conditional stability of the explicit time-integration scheme. Another concern is related to the computational memory space to store all the acoustic variables and the geometry information of the mesh. For room acoustic simulations, the desired length of the impulse response determines the simulation time, while the highest frequency of interest decides the required memory space under a given mesh resolution.

To investigate whether the high-order basis function is a good choice for modeling frequency-dependent impedance boundary in terms of the cost efficiency the following measure as a function of basis function order \( N \) is used to give a general estimate of the computational cost under a required simulation time\(^4^3\)

\[
W_c(N) = N_{\text{timesteps}} \cdot N_{\text{DOF}},
\]

where \( N_{\text{timesteps}} \) is the number of time steps and \( N_{\text{DOF}} \) is the total number of DOF. This simplified computational cost measure assumes serial computations and excludes the effects of advanced parallel computing and matrix operations on the computational time. For 1D problems, \( N_{\text{DOF}} = (N + 1) \cdot K \) (\( K \) being the number of elements), and under the explicit time-stepping stability condition as in Eq. (21), the computational cost can be re-written as

\[
W_c(N) = C \cdot K \cdot N^2 \cdot (N + 1) \cdot K,
\]

where the constant factor \( C \) is determined by the CFL number and the number of acoustic variables. Now, suppose the computational budget is set by restricting \( K \cdot N^2 \cdot (N + 1) \cdot K \approx 2.4 \times 10^5 \), then, for polynomial basis function of order \( N = [2, 3, 6, 7] \), the number of mesh elements \( K = [141, 81, 31, 25] \). Simulations with a practically large time step that corresponds to \( C_{\text{CFL}} = 1 \) in Eq. (21) are performed for each combined set of the polynomial basis order and mesh.

Figure 4 shows the dissipation error \( \epsilon_{\text{amp}} \) and the phase error \( \epsilon_\phi \) as defined in Eq. (31), as well as the amplitude of the plane-wave reflection coefficient from a single reflection corresponding to a single real pole model, while Fig. 5 presents the results for a single complex conjugate pole model. It can be seen that the numerical errors using high-order polynomial basis functions such as \( N = 6, 7 \) are much smaller than those with low-order basis functions like \( N = 2, 3 \), indicating that high-order basis functions achieve a better accuracy under a given computational complexity. In other words, under a given threshold value for dissipation and dispersion error, high-order basis functions use less computational power. However, it should be noted that the cost efficiency benefits of using high-order basis concluded above are based on the simplified measure of the computational cost as in Eq. (32), while in practice, other factors such as the parallel implementations could affect the computational time as well.

To check the memory efficiency of high-order basis functions, similar numerical experiments as described above are performed with the polynomial basis function of order \( N = [3, 5, 7] \) and the time step size resulting from \( C_{\text{CFL}} = 1 \)

TABLE II. The dissipation error \( \epsilon_{\text{amp}} \) in dB as a function of DPW for various polynomial order \( N = [3, 5, 7] \).
TABLE III. The phase error $\epsilon_p$ % as a function of DPW for various polynomial order $N = [3, 5, 7]$.

<table>
<thead>
<tr>
<th>DPW</th>
<th>Single real pole</th>
<th>Single complex conjugate pole</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 3$</td>
<td>$N = 5$</td>
</tr>
<tr>
<td>8</td>
<td>$1.2155 \times 10^0$</td>
<td>$4.9461 \times 10^{-1}$</td>
</tr>
<tr>
<td>10</td>
<td>$9.2882 \times 10^{-1}$</td>
<td>$1.6612 \times 10^{-1}$</td>
</tr>
<tr>
<td>12</td>
<td>$5.4287 \times 10^{-2}$</td>
<td>$7.1990 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

in Eq. (21). The corresponding number of mesh elements are chosen as $K = [60, 40, 30]$ in order to have almost the same number of DOF, i.e., $N_{DOF} = 240$. The dissipation and dispersion error is quantified with respect to the DOF per wavelength (DPW), which is defined as:

$$\text{DPW} = C \cdot \left( \frac{N_p \cdot K}{V} \right)^{1/d}.$$  \hspace{1cm} (34)

Here, $f$ is the frequency of interest, $N_p = N + 1$ is the number of points inside single 1D element, $d$ is the physical dimension, and $V$ is the volume of the whole domain. For the considered 1D test, $DPW \approx [8, 10, 12]$ when $f \approx [1000, 800, 680]$ Hz. Table II shows the dissipation error $\epsilon_{damp}$ for both the single real pole case and the single complex conjugate pole case, while the results of the phase error $\epsilon_p$ are displayed in Table III. Almost the same error magnitudes are obtained for both types of poles. Furthermore, it can be observed that given the same spatial resolution, high-order basis functions achieve better accuracy compared to low-order basis functions.

B. 3D single reflection from an impedance surface modeled by JCAL

To verify the impedance boundary condition formulation in 3D, a large 3D domain with a reflecting impedance boundary on the bottom is now considered. The impedance of the reflecting boundary is the surface impedance of the rigidly backed glass-wool panel as in Eq. (26). This test case mimics the reflection scenarios that happen multiple times in a real room acoustic simulation. The Gaussian pressure pulse is centered at $x_1 = [0, 0, 0]$ m, a plane reflecting surface is placed 2 m away from the source at $z = -2$ m and two receivers are placed at $x_{r1} = [0, 0, -1]$ m and $x_{r2} = [4, 4, -1]$ m, which corresponds to the normal incidence and the oblique incidence with an incidence angle of $63^\circ$, respectively. The value of $b$ as in Eq. (29) is chosen as 0.17 so that the pulse has a significant frequency content up to 700 Hz. In this work, the hard wall boundary conditions are imposed on exterior boundaries of the whole computational domain, and the simulations are stopped as soon as the pulse has passed the receivers’ location to a sufficient extent, but before the reflected waves from the exterior boundaries reach the receivers. For the normal incidence case, Fig. 6 shows the configuration diagram to obtain the reflected sound at the first receiver $x_{r1}$ with a reflecting surface on the bottom. For the oblique incidence case, a cubic domain of dimension $[-5.5, 9.5] \times [-5.5, 9.5] \times [-2, 7.5]$ m is used to obtain the reflected sound at $x_{r2}$. The simulations are run for a non-dimensional time of $\tau = t/(l_{ref}/c) = 10$. Uniform structured tetrahedra meshes generated with the meshing software GMSH50 are used for this study. In order to have sufficient spatial resolution at the highest frequency of interest 700 Hz, the mesh size is chosen as 0.5 m and simulations with polynomial basis of order $N = [7, 9]$ are performed, resulting in DPW of $[8.8, 10.8]$. The time step sizes used correspond to $C_{CFL} = 1$ as in Eq. (21).

The analytical solutions of the total pressure, which includes both the direct sound and the reflected sound, for the considered test case exist in the frequency domain.51 For the Gaussian pulse as described in Eq. (29), the direct sound reaching the receivers can be calculated analytically as $p_{d,ana}(t) = [r_{sr} - ct]/2r_{sr}[e^{-\ln 2/t^2}(r_{sr} - ct)^2 + (r_{sr} + ct)/2r_{sr}e^{-(\ln 2/t^2)}(r_{sr} + ct)^2]$ (with $r_{sr}$ being the source-receiver distance). Figure 7 shows the comparison of the simulated pressure and the analytical solutions for both cases in terms of the amplitude and the phase. A good match between these results is observed, demonstrating the correct implementation and high precision of the proposed boundary scheme.

However, the comparison of the pressure field alone hardly reveals detailed information regarding the error behaviour. To investigate that, the error measures of Eq. (31) defined in the 1D tests are considered. The analytical spherical-wave reflection coefficient $R_{ana}$52 corresponding to the rigidly backed glass-wool as in Eq. (26) and the numerical reflection coefficient $R_{num}$ is calculated as shown in

FIG. 6. (Color online) 3D computational domain to obtain reflected sound at normal incidence.
Ref. 4. It should be noted that the observed numerical errors could arise from several potential mechanisms, including the dissipation and dispersion during the wave propagation, the reflection from the impedance boundary. In particular, early truncation of the recorded time signal has a large effect on the low frequency error. In order to focus on the error arising from the boundary condition alone and to rule out the effects of other mechanisms, the well-established hard

![Complex pressure of a single reflection from a locally reacting, frequency dependent impedance boundary, compared with the analytic solution.](image)

**FIG. 7.** (Color online) Complex pressure of a single reflection from a locally reacting, frequency dependent impedance boundary, compared with the analytic solution. (a) Amplitude. (b) Phase in degree.

![Dissipation error, phase error, and amplitude of the spherical-wave reflection coefficient for the rigidly backed JCAL layer and the rigid wall.](image)

**FIG. 8.** (Color online) The dissipation error $\epsilon_{\text{diss}}$, the phase error $\epsilon_{\phi}$ in and the amplitude of the spherical-wave reflection coefficient for the rigidly backed JCAL layer and the rigid wall. (a) Normal incidence. (b) Oblique incidence.
wall boundary condition\textsuperscript{31,53} and its associated error is used as a reference bound for the reflecting surface. Its implementation has been verified in previous work\textsuperscript{3} by comparison against the analytical solution for a 3D cuboid room with rigid walls. Figure 8 shows the results of both the normal incidence and the oblique incidence cases. It is observed that the error behaviour of the proposed impedance boundary condition more or less follows the hard wall case. The small deviation can be partly attributed to the approximation error of the JCAL model using the multi-pole models. Furthermore, reduction of error in the high frequency range with a higher polynomial order illustrates the convergence.

IV. CONCLUSIONS

In this work, a numerical formulation for the TDIBC implementations in the framework of the TD-DG method is developed for the simulation of broadband sound propagation problems, specially targeting at the room acoustic applications. The essential idea is to model the acoustic reflection behaviour of a locally-reacting surface using the reflection coefficient $R(\omega)$ in the form of a multi-pole model and then reformulate the corresponding time-domain upward flux. This work is an extension of previous frequency-independent impedance boundary formulation to a generic broadband one. The properties of the multi-pole model are discussed, followed by a straightforward and effective parameter identification strategy to ensure the fully-discrete stability of the whole formulation. An application example of a typical impedance boundary of a rigidly-backed glass-wool baffle for room acoustic purposes is presented.

To verify the performance of the formulation, the reflection coefficients obtained from numerical tests are compared with the analytical ones. The 1D tests verify the high-order convergence property of the proposed formulation for accurately representing the reflection behavior of the plane wave. Meanwhile, the benefits of using high-order polynomial basis functions are demonstrated through the single reflection scenario, indicating a significant improvement in both cost efficiency and memory efficiency. The 3D tests further demonstrate the capacity of the proposed methodology for representing practical locally-reacting impedance boundary in the multi-dimensional case. To sum up, the proposed method further strengthens the potential of the TD-DG method as a wave-based method for room acoustics modeling.
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APPENDIX

TABLE IV. Overview of the JCAL impedance model.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric pressure $P_0$ (Pa)</td>
<td>$1.01 \times 10^5$</td>
</tr>
<tr>
<td>Speed of sound $c$ (m s$^{-1}$)</td>
<td>343</td>
</tr>
<tr>
<td>Density $\rho$ (kg m$^{-3}$)</td>
<td>1.2</td>
</tr>
<tr>
<td>Airflow resistivity $\sigma$ (Pa s m$^{-2}$)</td>
<td>70821</td>
</tr>
<tr>
<td>Porosity $\varphi$</td>
<td>0.967</td>
</tr>
<tr>
<td>Tortuosity $\tau_0$</td>
<td>1.049</td>
</tr>
<tr>
<td>Viscous characteristic length $\Lambda$ (m)</td>
<td>$6 \times 10^{-5}$</td>
</tr>
<tr>
<td>Thermal characteristic length $\Lambda'$ (m)</td>
<td>$1.4 \times 10^{-4}$</td>
</tr>
<tr>
<td>Static thermal permeability $k_s$ (m$^2$)</td>
<td>$6.345 \times 10^{-9}$</td>
</tr>
<tr>
<td>Dynamic viscosity $\eta$ (N m$^{-2}$ s)</td>
<td>$1.82 \times 10^{-5}$</td>
</tr>
<tr>
<td>Prandtl number $Pr$</td>
<td>0.71</td>
</tr>
<tr>
<td>Layer thickness $d$ (m)</td>
<td>0.04</td>
</tr>
<tr>
<td>Specific heat ratio $\gamma$</td>
<td>1.4</td>
</tr>
</tbody>
</table>
