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Abstract

We present Monte Carlo methods with a correct real-time dependence for simulating chemical reactions on a surface that have reaction-rate constants that may vary in time. Explicit expressions are derived for the simulation of temperature-programmed desorption experiments, where temperature is a linear function of time. Using the first-reaction method it is shown that the computational time per reaction scales only as the logarithm of the linear dimension of the surface.

1. Introduction

Temperature-programmed desorption (TPD) is a standard technique for studying adsorbates on a surface. First, atoms or molecules are adsorbed on the surface at low temperature. Then the temperature is increased, and the desorbing chemical species are monitored. By analysing the desorption rate as a function of temperature valuable information can be obtained such as adsorption energies, the number and nature of the adsorption sites, reaction mechanisms, interactions between adsorbates, etc. [1,2]. However, it is in general not easy to extract from TPD spectra quantitative data like activation energies and pre-exponential factors of reactions. In most analyses macroscopic reaction-rate equations of chemical kinetics based on the mean-field approximation are used. These analyses are often complicated by factors like surface heterogeneity [3], lateral adsorbate–adsorbate interactions [3–8], and islanding [9,10]. To avoid the shortcomings of the mean-field approximation Monte Carlo (MC) methods have been used in which the local environment of an adsorbate molecule is explicitly included. (For these and other methods used for analysing TPD spectra see Refs. [11] and [12].) Fascinating subjects such as kinetic phase transitions [13], and chemical oscillations [14,15] have been studied with these MC methods. With respect to TPD experiments MC has deepened our insight, however, again only qualitatively. Quantitative data have hardly been obtained, because in most MC algorithms the time dependence is not described properly; i.e., some MC time is used.

Two MC methods for chemical reactions with good time dependence have been described by Gillespie [16,17]. For simulating TPD experiments, however, there are two reasons why these methods have to be adapted. First, Gillespie has dealt with homogeneous systems. As mentioned above this is a too crude approximation for our systems. It is obvious how to formulate his methods for heterogeneous systems though [18,19]. Second, Gillespie has dealt with reactions at a fixed temperature. The main subject of this pa-
per is the extension of Gillespie's methods to time-dependent reaction-rate constants. Although we are primarily interested in simulating TPD, the methods that we will discuss can also be used for other processes than desorption; e.g., catalytic reactions with a variable feed [20].

The contents of this paper are as follows. Section 2 starts with a description of the model of the system and a master equation for the reactions. The important point is that the transition probabilities in this equation will be time dependent. This necessitates a rederrivation of the MC method to solve the master equation. The theory is given for an arbitrary time dependence of the transition probabilities, but in Section 2.3 some analytical results will be given for the usual linear time dependence of the temperature in TPD experiments. Three MC methods will be described; two of them being similar to those of Gillespie. We will argue that for surfaces another method is the most efficient than in Gillespie's case. Section 3 discusses four examples. We show that our MC method gives the same results as macroscopic chemical kinetics when the mean-field approximation is valid. Section 4 summarises the most important aspects of this paper.

2. Theory

2.1. Modelling the system and the reactions

We model the surface as a collection of sites, each possibly occupied by an adsorbate. In the actual simulation we will use a regular grid and periodic boundary conditions. However, such restrictions are not used in this section. We will indicate a particular configuration of the surface by lower case Greek letters (α, β, ...). A stochastic description of the system is obtained by using probability \( \mathcal{P}_\alpha \), which is the probability of having the system in configuration \( \alpha \). The way in which the probabilities for all possible configurations change with time is described by a master equation.

\[
\frac{d\mathcal{P}_\alpha}{dt} = \sum_\beta [W_{\alpha\beta}\mathcal{P}_\beta - W_{\beta\alpha}\mathcal{P}_\alpha].
\]  

(1)

The summation is over all possible configurations, but we define \( W_{\alpha\alpha} = 0 \). The first term describes the changes leading to configuration \( \alpha \), and the second term those that can occur in configuration \( \alpha \) [21]. A change of configuration is nothing but a reaction. As we will see, the transition probabilities per unit time \( W_{\alpha\beta} \) are closely related to the reaction-rate constants from macroscopic chemical kinetics.

The master equation, and in particular the transition probabilities, can be obtained either from first principles or empirically. First, Eq. (1) can be derived from the Liouville equation by partitioning the configuration space of the system in such a way that each configuration \( \alpha \) corresponds to a region, or a number of regions, in configuration space. Such a derivation is quite similar to the derivation of the expression for the reaction rate constant in variational transition state theory [22]. In this way it is possible to calculate the transition probabilities \( W_{\alpha\beta} \) using, for example, quantum-chemical methods [23–25]. It also implies that time in Eq. (1) is real time. Second, it is possible to derive the macroscopic reaction-rate equations from the master equation. This yields relations between the transition probabilities \( W_{\alpha\beta} \) and macroscopic rate constants. In this way the transition probabilities \( W_{\alpha\beta} \) can be obtained from experiments. Examples of such derivations will be given in Section 3.

2.2. Monte Carlo methods for solving the master equation

The master equation can only be solved analytically for some simple cases. Because of the large number of configurations, it is not even possible to get solutions for the probabilities \( \mathcal{P}_\alpha \) numerically. However, using MC methods information can be obtained about the reactions on a surface that are described by Eq. (1). We will discuss three of these methods in some detail, and compare their efficiency.

The simplest method is probably the fixed step size method (FSSM). We assume that the system is in configuration \( \alpha \) at time \( t \), i.e. \( \mathcal{P}_\alpha = 1 \), and that we want to know the probabilities for some time \( \Delta t \) later. To first order in \( \Delta t \) we have

\[
\mathcal{P}_\alpha(t + \Delta t) = 1 - \left[ \sum_\beta W_{\beta\alpha} \right] \Delta t
\]

(2)

and

\[
\mathcal{P}_\beta(t + \Delta t) = W_{\beta\alpha} \Delta t, \quad \text{for } \beta \neq \alpha.
\]

(3)

The MC method now consists of taking a configuration at \( t + \Delta t \), that may be the same as the configuration
at \( t \), with the probabilities of Eq. (3). This procedure is repeated for as many time steps \( \Delta t \) as desired. This method, or a variation of it, has been used in most simulations dealing with temperature-programmed reactions (see Ref. [11] and references therein). One drawback of this method, of course, is that \( \Delta t \) must be small as otherwise Eqs. (2) and (3) are no good approximations to the probabilities.

As has been shown by Gillespie [16,17] for reactions in homogeneous systems, and is also known for master equations in general [26,27], it is possible to take one step to each of the subsequent moments that the system changes if the transition probabilities are time-independent. We will show that this is also possible with time-dependent transition probabilities. We define

\[
S_\alpha \equiv \sum_\beta W_{\beta \alpha},
\] (4)

and assume that at time \( t = 0 \) the system is in configuration \( \alpha \). The probability \( P_\alpha \) that the system is still in configuration \( \alpha \) is given by

\[
\frac{dP_\alpha}{dt} = S_\alpha P_\alpha,
\] (5)

with \( P_\alpha(0) = 1 \). This differential equation has the following formal solution.

\[
P_\alpha(t) = \exp\left(-\int_0^t S_\alpha(t') dt'\right).
\] (6)

Note the difference between \( P_\alpha \) and \( P_\alpha(t) \) of Eq. (1). The former is the probability that no reaction has occurred in \( \alpha \), whereas chains of reactions like \( \alpha \rightarrow \beta \rightarrow \alpha \) may contribute to the latter. The probability that the first reaction, which brings the system to another configuration, will occur at time \( t \) is given by

\[
R_\alpha(t) \equiv -\frac{dP_\alpha}{dt}.
\] (7)

We must therefore pick a time for the reaction to occur by generating a random time according to the distribution \( R_\alpha \). We can do this by generating a uniform random number \( r \) in the interval \([0, 1]\) and equate this to the probability that the reaction has not yet occurred; i.e.,

\[
r = P_\alpha(t).
\] (8)

For time-independent transition probabilities this expressions can be solved giving

\[
t = -\frac{1}{S_\alpha} \ln r.
\] (9)

This expression has been obtained before (see Refs. [26,27]). For reactions on surfaces this method has been used by Nordmeyer and Zaera [18,19]. (Gillespie derives for time-independent transition probabilities first-order expressions for \( P_\alpha(\Delta t), P_\alpha(2\Delta t), \ldots, P_\alpha(n\Delta t) \), which become exact in the limit \( n \rightarrow \infty \) with \( n\Delta t = \text{constant} \) [16].

We can do the same for time-dependent transition probabilities. The result is Eq. (6), from which we can derive Eq. (5). We feel, however, that the latter equation is self-evident and have therefore left out this derivation.)

Apart from solving Eq. (8) we also need to determine which reaction takes place. For time-independent transition probabilities we pick a reaction with probability proportional to \( W_{\beta \alpha} \). For time-dependent transition probabilities we can do something similar. We define \( P_{\beta \alpha}(t) \) as the probability that at time \( t \) the reaction leading to configuration \( \beta \) in configuration \( \alpha \) has not occurred. We can derive, similar to Eq. (6), the relation

\[
P_{\beta \alpha}(t) = \exp\left(-\int_0^t W_{\beta \alpha}(t') dt'\right).
\] (10)

We also have the following definition of the probability distribution \( R_{\beta \alpha}(t) \) that this reaction will occur at time \( t \).

\[
R_{\beta \alpha}(t) \equiv -\frac{dP_{\beta \alpha}}{dt} = W_{\beta \alpha} P_{\beta \alpha}.
\] (11)

Now the probability that the reaction to \( \beta \) at time \( t \) is the first to occur is given by

\[
R_{\beta \alpha}(t) \prod_{\gamma \neq \alpha, \beta} P_{\gamma \alpha}(t) = \frac{R_{\beta \alpha}(t)}{P_{\beta \alpha}(t)} \prod_{\gamma \neq \alpha} P_{\gamma \alpha}(t).
\] (12)

From this equation we see that we have to choose the reaction with probability proportional to \( R_{\beta \alpha}(t)/P_{\beta \alpha}(t) \). Eq. (11) shows that this ratio is equal to \( W_{\beta \alpha}(t) \), where the argument is the time that the first reaction occurs.

This method has the advantages over FSSM that it is exact, and that there is no problem of what to choose.
for $\Delta t$. The drawback is that one has to be able to solve Eq. (8) efficiently. We will call this method the variable step size method (VSSM).

Gillespie also describes another method he calls the first-reaction method (FRM) [16]. This method too can be generalised to time-dependent transition probabilities. We generate a uniform random number $r_{\beta\alpha}$ in the interval $[0, 1]$ for each possible reaction in configuration $\alpha$. We define a time $t_{\beta\alpha}$ for each reaction to occur by

$$r_{\beta\alpha} = P_{\beta\alpha}(t_{\beta\alpha}). \tag{13}$$

The reaction that actually happens in $\alpha$ is the one that happens soonest; i.e., the one with the smallest $t_{\beta\alpha}$. This is another method with a variable step size.

This method should be equivalent to VSSM. In the previous method the probability distribution for the time of the first reaction is $R_{\beta}(t)$. The probability that the reaction to $\beta$ is the first to occur and that it occurs at time $t$ is given by Eq. (12). The probability distribution for the time of the first reaction in FRM is then found by summing over all possible reaction; i.e.,

$$\sum_{\beta \neq \alpha} R_{\beta\alpha}(t) \prod_{\gamma \neq \alpha, \beta} P_{\gamma\alpha}(t). \tag{14}$$

From Eqs. (4), (6), and (10) we find immediately

$$P_{\alpha}(t) = \prod_{\beta \neq \alpha} P_{\beta\alpha}(t). \tag{15}$$

Differentiation gives then

$$R_{\alpha}(t) = \sum_{\beta \neq \alpha} R_{\beta\alpha}(t) \prod_{\gamma \neq \alpha, \beta} P_{\gamma\alpha}(t), \tag{16}$$

which proves the equivalence of the methods. (It is obvious that the question which reaction occurs first has the same answer in both methods.) According to Gillespie FRM is much less efficient than VSSM, as in FRM Eq. (13) has to be solved for each reaction, whereas for VSSM only one such an equation has to be solved [16]. We will show that for time-dependent transition probabilities the difference between solving Eq. (13) for each reaction and Eq. (8) once is small. Moreover, in case of reactions on a surface Eq. (13) has to be solved at each step for only a small fraction of all reactions. This will make FRM the most efficient method.

In order to determine the efficiency of the three methods, we determine what has to be done in each of the three methods for every time step. We assume that the surface has linear dimension $N$; i.e., the number of sites in one direction. The number of reactions is then $O(N^2)$. In FSSM all reactions have to be determined, the transition probabilities have to be calculated, a random number has to be generated, and the reaction that actually occurs has to be determined. Except for the generation of the random number, which can be done in $O(1)$ time, this takes in general $O(N^2)$ time.

The determination of all reactions and the determination of the reaction that actually occurs is the same in VSSM as in FSSM. In addition one has to determine the step size which means generating another random number and solving Eq. (8). The additional random number can be done in $O(1)$ time, but solving the equation takes $O(N^2)$ time, because of Eq. (4). In general this is the most time-consuming part of VSSM, but, as the step size is much larger than for an accurate FSSM simulation, VSSM is often much more efficient than FSSM. (We should remark that for FSSM and VSSM there are methods to determine which reaction occurs that are faster than $O(N^2)$ [27,28]. For time-dependent transition probabilities the calculation of these transition probabilities still takes $O(N^2)$ time, so that the method overall is still $O(N^2)$, however.)

For FRM the work is the same as in VSSM, except that a random number has to be generated for each reaction. Solving Eq. (13) for each reaction will take about as much time as solving Eq. (8) once, because the calculation of the transition probabilities is the time-determining step. Generating all random number takes $O(N^2)$ time, but this part is in general negligible compared to solving Eq. (13) itself. One also has to determine the first reaction. This takes $O(N^2)$ time. FRM seems the least efficient method. However, as we will see, the particular type of problem of reactions on a surface offers an opportunity to reduce the work drastically.

One can reduce the work per time step in FRM down to $O(\log N)$ for the present problem. Suppose we have a configuration $\alpha$ and in this configuration a reaction $\alpha \to \beta$ can occur. However, this reaction does not happen. Instead a reaction $\alpha \to \alpha'$ occurs. The reactions $\alpha \to \beta$ and $\alpha \to \alpha'$ change the configuration in different areas on the surface, or, more precisely, there are no sites that are involved in both reactions. Hence,
in configuration $\alpha'$ we find a reaction $\alpha' \rightarrow \beta'$ that involves the same sites and causes the same changes as $\alpha \rightarrow \beta$. We have defined a reaction as the change of a whole configuration, whereas usually one looks only at the sites that are involved. Therefore, $\alpha \rightarrow \beta$ and $\alpha' \rightarrow \beta'$ are really the same reaction.

We compare the probability distributions for the times that $\alpha \rightarrow \beta$ and $\alpha' \rightarrow \beta'$ occur. If the reaction $\alpha \rightarrow \alpha'$ takes place at time $t = T'$ then the probability distribution $R_{\beta',\alpha'}$ for the reaction $\alpha' \rightarrow \beta'$ for $t \geq T'$ is given by

$$R_{\beta',\alpha'} = \frac{-dP_{\beta',\alpha'}}{dt} = W_{\beta\alpha} P_{\beta',\alpha'},$$

where $P_{\beta',\alpha'}$ is the probability that the reaction has not occurred, with boundary condition $P_{\beta',\alpha'}(\tau') = 1$. Note that $W_{\beta',\alpha'} = W_{\beta\alpha}$, because $\alpha \rightarrow \beta$ and $\alpha' \rightarrow \beta'$ are really the same reaction. For the reaction $\alpha \rightarrow \beta$ we have

$$R_{\beta\alpha} = \frac{-dP_{\beta\alpha}}{dt} = W_{\beta\alpha} P_{\beta\alpha},$$

with $P_{\beta\alpha}(\tau) = 1$, where $\tau$ is the time we start with configuration $\alpha$. As Eqs. (17) and (18) are linear, we find immediately that for $t \geq \tau'$ $P_{\beta',\alpha'}$ is proportional to $P_{\beta\alpha}$, and hence that $R_{\beta',\alpha'}$ is proportional to $R_{\beta\alpha}$. Thus the relative probability for generating a reaction time for $\alpha \rightarrow \beta$ and $\alpha' \rightarrow \beta'$ is the same for $t \geq \tau'$. This means that it is not necessary to generate a time for $\alpha' \rightarrow \beta'$, but we can use the time for $\alpha \rightarrow \beta$ that we already have.

The only reactions for which new times have to be generated are the ones that have only just become possible, because of the changes due to $\alpha \rightarrow \alpha'$. The number of these reactions does not depend on the size $N$ of the surface, as a reaction changes the surface only locally. Consequently, the only work that needs to be done in FRM and that depends on $N$ has to do with getting the first reaction. It is most convenient to retain a time-ordered list of all possible reactions. The new reactions have to be inserted in this time-ordered list and the first reaction has to be retrieved, which can be done in $O(\log N)$ time. Note that those reactions that are no longer possible after $\alpha \rightarrow \alpha'$ should not be removed from the list, as scanning the whole list would take $O(N^2)$ time. Instead one should test if a reaction is still possible before changing the configuration. The time-ordered list of reactions will contain a (large) fraction of impossible reactions. This fraction, however, will not depend on $N$.

### 2.3. Generating reaction times

In this subsection we show how to solve Eq. (13). This will depend on the form we have for $P_{\beta\alpha}$, which in term depends on $W_{\beta\alpha}$ in Eq. (11). We have already more or less seen one solution for Eq. (11), namely the solution for the case of a time-independent transition probability, which is

$$P_{\beta\alpha} = \exp(-W_{\beta\alpha} t),$$

which yields for Eq. (13)

$$t_{\beta\alpha} = \frac{1}{W_{\beta\alpha}} \ln r_{\beta\alpha}.$$  

(20)

Here we are interested in the case where we can write

$$W = \nu_0 \exp\left(-\frac{E_{\text{act}}}{k_B T}\right),$$

where $E_{\text{act}}$ is the activation energy, $\nu_0$ is the pre-exponential factor, $k_B$ is the Boltzmann constant, and $T$ is the temperature. We have dropped the configuration indices for convenience. The activation energy and the pre-exponential factor we will assume constant. The time dependence will enter only through the time dependence of the temperature. For temperature-programmed reaction experiments we usually have

$$T = T_0 + Bt,$$

where $T_0$ and $B$ are constants. We will deal with this time dependence only.

As can be seen from Eq. (10) we need to be able to calculate the integral $\int_0^t dt' W(t')$. With Eqs. (21) and (22) this is possible. The result is

$$\int_0^t dt' W(t') = \Omega(t) - \Omega(0),$$

where

$$\Omega(t) = \frac{\nu_0}{B} (T_0 + Bt) E_2\left(\frac{E_{\text{act}}}{k_B(T_0 + Bt)}\right),$$

and where $E_2$ is an exponential integral [29].

We have not been able to find this analytical expression for the solution of Eq. (13) in the literature. As
an aside we would like to show another application of Eq. (23). Consider desorption of order \( n \), which is described by
\[
\frac{d\theta}{dt} = -k\theta^n,
\]  
(25)
where \( \theta \) is the coverage, \( n \) is some non-negative integer, and \( k \) is given by an expression like Eq. (21). For a temperature-programmed desorption experiment with Eq. (22) holding, we have for zero-order desorption
\[
\theta(t) = \theta_i - [\Omega(t) - \Omega(0)],
\]  
(26)
where \( \theta_i \) is the coverage at \( t = 0 \). From
\[
\frac{d\Omega}{dt} = \nu_0 \exp\left(-\frac{E_{\text{act}}}{k_B T}\right) > 0,
\]  
(27)
we see that \( \Omega(t) \) is monotone increasing. \( (E_{\text{act}}, \nu_0 > 0) \). Moreover, the derivative is also monotone increasing. Hence, \( \theta(t) \to -\infty \) for strict zero-order desorption. In fact, this shows that Eq. (25) cannot describe a zero-order temperature-programmed desorption spectrum completely, but only the left flank of a zero-order peak.

For first-order desorption we find
\[
\theta(t) = \theta_i \exp\{-[\Omega(t) - \Omega(0)]\},
\]  
(28)
This is essentially what we will see below for the expression of the reaction time. For second- and higher-order desorption we find
\[
\theta(t) = \frac{\theta_i}{\{1 - \theta_i^{n-1}[\Omega(t) - \Omega(0)]\}^{1/(n-1)}}.
\]  
(29)
Eqs. (26), (28), and (29) may be used to fit TPD spectra, and thus obtain estimates for the activation energy and the pre-exponential factor from the whole TPD spectrum. Current methods use only information like peak maximum temperature and peak width [2]. Similar expressions might also be derived for other types of reactions.

Using Eqs. (10) and (23) we can rewrite Eq. (13) as
\[
r = \exp\{-[\Omega(t) - \Omega(0)]\}.
\]  
(30)
We know of no analytical solution for this equation. However, using the properties of \( \Omega(t) \), an efficient and robust numerical method is possible. We rewrite the last equation as
\[
\Omega(t) = \Omega(0) - \ln r.
\]  
(31)
This equation can be solved most conveniently with the Newton-Raphson method [30]. As \( \Omega \) and \( d\Omega/dt \) are both monotone increasing, the method always succeeds, the derivative of \( \Omega \) is simple, and the convergence is fast.

3. Examples

In this section we present four examples. The purpose of these examples is a demonstration of various aspects of the method presented in the previous section, rather than to present new results. In all examples we have used a square grid and periodic boundary conditions. All simulations have been done with our code PIZZAZZ\(^2\).

3.1. Desorption without lateral interactions

The simplest case deals with temperature-programmed desorption of atoms without lateral interactions. This corresponds to first-order desorption, which allows us to compare the results of the simulation with exact results. We derive a macroscopic reaction-rate equation from the master equation. With \( A \) the number of atoms on the surface and \( S \) the number of sites, we have
\[
\theta \equiv \frac{\langle A \rangle}{S} \equiv \frac{1}{S} \sum_{\alpha} \mathcal{P}_{\alpha} A_{\alpha},
\]  
(32)
where \( \theta \) is the coverage and \( A_{\alpha} \) is the number of atoms in configuration \( \alpha \). Using Eq. (1) we get
\[
\frac{d\theta}{dt} = \frac{1}{S} \sum_{\alpha} \frac{d\mathcal{P}_{\alpha}}{dt} A_{\alpha}
\]  
\[
= \frac{1}{S} \sum_{\alpha} \left[ W_{\alpha\beta} \mathcal{P}_{\beta} - W_{\beta\alpha} \mathcal{P}_{\alpha} \right] A_{\alpha}
\]  
\[
= \frac{1}{S} \sum_{\alpha\beta} W_{\alpha\beta} \mathcal{P}_{\beta} \left[ A_{\alpha} - A_{\beta} \right].
\]  
(33)
\(^2\)PIZZAZZ is a general-purpose program, written in C++, for simulating reactions on surfaces that can be represented by regular grids. It is an implementation of the first-reaction method.
3.1. Non-associative desorption

The double summation in this expression contributes only if \( A_\alpha = A_\beta - 1 \). There are \( A_\beta \) of such terms for each configuration \( \beta \). If we put \( W_{\alpha\beta} = k_1 \) for each of these, we get

\[
\frac{d\theta}{dt} = -\frac{k_1}{S} \sum_{\beta} A_\beta P_\beta = -k_1 \theta. \tag{34}
\]

This is the desired macroscopic equation.

In Fig. 1 we show the desorption rate \(-d\theta/dt\) obtained from a simulation and by solving Eq. (34) exactly (see Eq. (28)). We see an excellent agreement. The activation energy and the pre-exponential factor are more or less those for Xe desorption from Pt(111) [31].

3.2. Associative desorption

We can also compare the results for associative desorption \( 2A(\text{ads}) \rightarrow A_2(\text{gas}) \) with exact ones. We find again Eq. (33), but now \( A_\alpha = A_\beta - 2 \). This does not suffice to do the summations. We therefore make the assumption that the atoms are randomly distributed over the sites. The number of terms that contributes in Eq. (33) equals the number of \( A-A \) nearest-neighbour pairs. This equals the number of pairs of nearest-neighbour sites \( SZ/2 \), where \( Z \) is the number of neighbouring sites, times the probability that both sites are occupied \( (A_\beta/S)^2 \). If we put \( W_{\alpha\beta} = k_2 \) for each contributing term we find

\[
\frac{d\theta}{dt} = -\frac{k_2 Z}{S^2} \langle A^2 \rangle = -k_2 Z \theta^2 - k_2 Z \frac{(\Delta A)^2}{S^2}, \tag{35}
\]

where \( \Delta A \) is the fluctuation in the number of atoms on the surface. This scales as \( \Delta A \propto \sqrt{S} \), so that in the thermodynamic limit the last term vanishes. (This can be proven more rigorously using the method in Chapter IX of Ref. [21].)

Fig. 2 shows results of a simulation compared with exact solutions (see also Eq. (29)). Again the agreement is excellent. In order to get a random distribution of the atoms in the simulation the atoms must be allowed to diffuse over the surface. Moreover, the diffusion must be fast compared to the desorption. Using smaller transition probabilities for the diffusion than in Fig. 2 results in lower peaks with longer tails. However, the effect is small as long as the diffusion is not slower than the desorption, especially when having...
high initial coverages. The fluctuation term in Eq. (35) for finite surfaces does not seem to be important. No effect whatsoever was found for grid sizes as small as $10 \times 10$.

3.3. Desorption with lateral interactions

Repulsive lateral interactions are known to yield spectra with multiple peaks at high initial coverages. We have simulated monoatomic desorption using parameter set F of Meng and Weinberg [32] (all prefactors for desorption $10^{13} \text{s}^{-1}$, and activation energy $(15398 - 1006N_{nn}) \text{K}$, where $N_{nn}$ is the number of nearest neighbours). We used the same activation energies for diffusion (the number of nearest neighbours were counted before a jump was made to another site), but various prefactors were tested. The ratio between the transition probabilities of diffusion and desorption was temperature independent. We found no changes in the TPD spectra for a diffusion prefactor five (i.e., $5 \times 10^{13} \text{s}^{-1}$) or more times the desorption prefactor. This should correspond to the thermal equilibrium on the surface in the method of Meng and Weinberg.

Fig. 3 shows desorption spectra for various initial coverages. The results agree well with those of Meng and Weinberg [32], except that the high-temperature peak is at a somewhat lower temperature, and it is somewhat smaller. An analysis, as described below, shows that this is caused by a relatively large contribution from desorbing atoms having one, two, or three nearest neighbours (atoms with four nearest neighbours contribute only to the low-temperature peak). Decreasing the prefactor of the transition probability for the diffusion down to about $10^{12} \text{s}^{-1}$ does give a position and height for the high-temperature peak as found by Meng and Weinberg. This suggests that no equilibrium was reached in the simulations of Meng and Weinberg.

It is very instructive to decompose the peaks into contributions of desorbing atoms with a particular number of nearest neighbours. As is shown in Fig. 4 the low-temperature peak is caused exclusively by atoms with four nearest neighbours. The high-temperature peak is caused by atoms with none, one, two, or three nearest neighbours. The contribution to this peak of atoms with one or more nearest neighbours is surprisingly large. The reason is that, even though there are far fewer atoms with than there

![Fig. 3. TPD spectra (desorption rate per site (in s$^{-1}$) as a function of temperature (in K)) of desorbing atoms with lateral interaction described by parameter set F of Ref. [32]. The curves are averaged results of 25 MC simulations on a 60 x 60 square grid. Spectra are shown for initial coverage 0.7, 0.6, 0.5, 0.2, and 0.1, and the heating rate is 5 K s$^{-1}$. The spectra for initial coverages 0.7 and 0.6 consist of a low- and a high-temperature peak. The spectra of 0.5, 0.2, and 0.1 only show a high-temperature peak. At high temperature the curves for initial coverages 0.7, 0.6, and 0.5 coincide.](image1)

![Fig. 4. Decomposition of TPD spectrum from Fig. 3 with initial coverage 0.6. The fat curve is the TPD spectrum, and the thinner curves are contributions, from right to left, from atoms desorbing when having no, one, two, three, and four nearest neighbours. The curve for four nearest neighbours almost coincides with the TPD low-temperature peak.](image2)
are without nearest neighbours, this may be more than compensated for by a large desorption probability. Another consequence is that for initial coverage below half a monolayer the high-temperature peak shifts to higher temperature with decreasing initial coverage, because the contribution from atoms with nearest neighbours decreases. This is not to be expected when the high-temperature peak is caused by (first-order) desorption of atoms without nearest neighbours. Decreasing the initial coverage from one to half a monolayer only caused a scaling down of the low-temperature peak.

3.4. Desorption with dissociation and recombination

As a final example we simulate the following TPD-experiment. A diatomic molecule \( A_2 \) is adsorbed at low temperature. Three reactions are possible.

\[
\begin{align*}
A_2(\text{ads}) & \rightarrow 2A(\text{ads}), \quad (36) \\
2A(\text{ads}) & \rightarrow A_2(\text{ads}), \quad (37) \\
A_2(\text{ads}) & \rightarrow A_2(\text{gas}). \quad (38)
\end{align*}
\]

The transition probabilities are given by Eq. (21) with \( E_{\text{act}}/k_B = 5000 \text{ K}, \nu_0 = 10^7 \text{ s}^{-1} \) for the dissociation, \( E_{\text{act}}/k_B = 13000 \text{ K}, \nu_0 = 10^{10} \text{ s}^{-1} \) for the recombination, and \( E_{\text{act}}/k_B = 13000 \text{ K}, \nu_0 = 10^{16} \text{ s}^{-1} \) for the desorption. There is no diffusion. This model (and to a certain extent also the parameters) is chosen to resemble a TPD-experiment of the reduction of NO on Rh(111) [33]. Of course, no difference is made between nitrogen and oxygen and a square grid is used.

The TPD-spectra of \( A_2 \) desorption are shown in Fig. 5. We see that at high coverage there are two peaks, whereas there is only one at low coverage. The low-temperature peak is clearly a first-order desorption peak. Indeed, without the dissociation and recombination reaction we would have only this low-temperature peak. At low coverage the molecule dissociates before it desorbes. At high temperature the recombination becomes possible, which is immediately followed by a desorption. The high-temperature peak seems second-order, because of the recombination reaction. The reason why there is a low-temperature peak at high coverage is that some molecules cannot dissociate, because their neighbouring sites are already occupied by \( A_2 \) or \( A \).

Fig. 5. TPD spectra (desorption rate per site (in s\(^{-1}\)) as a function of temperature (in K)) of \( A_2 \) desorption for the system described in Section 3.4. The curves are averaged results of 16 MC simulations on a 80 \( \times \) 80 square grid. Spectra are shown for initial coverages 0.2, 0.3, ..., 1.0, and the heating rate is 10 K\( \text{s}^{-1} \). At low temperature there is no desorption for initial coverage 0.2. At high temperature the curves for initial coverages 0.6, 0.7, 0.8, 0.9, and 1.0 coincide.

Fig. 6 shows the rate of the dissociation. At low coverage we have only one peak. At high coverage we have two peaks, because of the blocking of neighbouring sites just mentioned. Some molecules can only dissociate after sites become unoccupied, because other molecules start desorbing. An extreme case is where we start with monolayer coverage; the low-temperature peak has completely disappeared, as no molecule can dissociate until others desorb. Because of the blocking effect there can be two reactions with very different rates (see Fig. 7) at the same time. If the initial coverage is high then dissociation stops when all remaining \( A_2 \) molecules cannot dissociate, because of blocked neighbouring sites. When desorption of an \( A_2 \) molecule occurs that has another \( A_2 \) molecule as nearest neighbour, the desorption is immediately followed by a dissociation. At high temperature recombination and desorption alternate, as each recombination reaction is immediately followed by the desorption of the \( A_2 \) molecule that is formed.

3.5. Timings

Although the computational time that is used by a simulation varies depending on many factors, we think
Fig. 6. Reaction rate per site (in s$^{-1}$) for the dissociation Eq. (36) as a function of temperature (in K). The curves are averaged results of 16 MC simulations on a 80 × 80 square grid. Initial coverages are 0.2, 0.3, 0.4, and 0.5 (a), and 0.6, 0.7, 0.8, 0.9, and 1.0 (b). The heating rate is 10 K s$^{-1}$. In (b) higher initial coverages yield higher peaks at high temperature, but lower peaks at low temperature. There is no low-temperature peak for initial coverage 1.0.

that it is nevertheless useful to get an impression of the costs of the simulations of the previous subsections. All simulations were done on a Silicon Graphics Iris Indigo with one R4400 processor using the PIZZAZZ code. Table 1 shows the computational time per reaction that actually occurred. The timings confirm the analysis in Section 2.2 that the simulations take O(log $N$) time, where $N$ is the linear dimension of the surface; i.e., the number of sites in one direction. Table 1 was obtained using $N = 10, 20, 40, \ldots, 640$. We see that the $N$ independent part is about the same order of magnitude as the log $N$ dependent part. This implies that FRM is much more efficient than VSSM (of FSSM). In FRM the calculation of the reaction times contributes to the $N$ independent part as only reaction times for new reactions have to be determined; i.e., solving Eq. (13) has only to be done an $N$ independent small number of times. In VSSM Eq. (8) has only to be solved once per time step, but this takes O($N^2$) times solving Eq. (13).

The log $N$ dependence of FRM results from inserting and retrieving reactions in the time-ordered list of all reactions. It may be a bit surprising that the coefficient of log $N$ differs so much for the four examples,
Table 2
Computational time per reaction that was found given by $a_0 + a_1 \log N$

<table>
<thead>
<tr>
<th>Example</th>
<th>$a_0$ (s)</th>
<th>$a_1$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 3.1</td>
<td>$1.6 \times 10^{-5}$</td>
<td>$2.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>Section 3.2</td>
<td>$2.0 \times 10^{-5}$</td>
<td>$2.6 \times 10^{-5}$</td>
</tr>
<tr>
<td>Section 3.3</td>
<td>$1.4 \times 10^{-4}$</td>
<td>$2.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>Section 3.4</td>
<td>$8.4 \times 10^{-5}$</td>
<td>$1.9 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

The initial coverage in all cases was $\theta_i = 1$, except for the example of Section 3.3 where $\theta_i = 0.6$.

but this is because not every reaction that is found during the simulation also actually occurs. The last column of Table 1 shows the fraction of all reactions that are found and have also occurred. Table 2 shows the computational time per reaction that is found sometime during the simulation. We see that the coefficients of $\log N$ are now much more similar. We think that the differences arise mainly because the binary search tree that is used for storing the reaction is not always optimal. The $N$ dependent part in Table 2 is more or less proportional to the number of new reactions that are found on average each time step.

We have also compared solving Eq. (13) via Eq. (31) with using Eq. (20) for the example of Section 3.1. We found that Eq. (31) was only a factor six slower than Eq. (20) when the reaction time was determined with a accuracy of $10^{-6} \text{K}$.

4. Conclusions

We have generalised Gillespie’s Monte Carlo methods for simulating chemical reactions. The methods in this paper can also be used for heterogeneous systems and for time-dependent reaction-rate constants. More specifically, we have looked at simulations of temperature-programmed desorption experiments, and explicit expressions have been derived for the case where temperature varies linearly with time. When reactions change the configuration of the adsorbates on a surface only locally, the first-reaction method is most efficient as the computational time per reaction scales only with the logarithm of the size of the surface in the simulation. Examples have shown that the method is also very accurate, and that it can handle simultaneously reactions with very different reaction rates.
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