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Abstract

Based on the idea of the Dual Reciprocity Method, a numerical method has been devised to interpolate the source term of the Poisson's equation by using B-spline approximation and then use them to approximate particular solutions. The advantage of such a construction is the possibility of using the Fast Wavelet Transform to minimize the number of coefficients in the wavelet expansion. Practical concerns in the implementation of the method are discussed. Three numerical examples are presented to validate the approach.

1 Introduction

In the past decade there has been considerable research into the problem of computing and/or eliminating the domain integrals which occur in the numerical solution of partial differential equations by integral equation methods. The domain integral typically arise in two ways: (a) when the differential equation is linear but inhomogeneous (cf.[2][1]) or (b) when a non-linear or time-dependent equation is solved by a perturbation approach with the non-linearities and/or time-dependency viewed as an inhomogeneous perturbation of a linear and/or time-independent problem (cf. [3][4]). In both cases, the accurate evaluation of these domain integrals may be the dominant computational task in terms of arithmetic operations.

The current approaches to this problem seem to fall into two categories: (1) methods such as the Dual and Multiple Reciprocity Methods which replace the domain integral by a series of boundary integrals due to the approximation of the inhomogeneous terms by means of polynomials, a finite series of Radial Basis Functions, a Fourier series (cf. [1][5]) or by means of spline functions (cf.[6]) and (2) methods based on direct numerical integrations. This method requires domain discretization (see references in [2] and [8]).

At present the most widely used technique seems to be the Dual Reciprocity Method (DRM). This technique was initially developed by Nardini and Brebbia [7] in the context of two-dimensional elastodynamics and has been extended to deal with a variety of problems wherein the domain integral may account for linear/non-linear static/dynamic effects. A comprehensive description of the DRM, its applications and the computer implementation of the method was given by Partdrige et al.[2].

In this paper, we show how to replace the traditional Radial Basis Functions by B-spline wavelets [9] in order to get an efficient numerical evaluation of particular solutions for two-dimensional Poisson's equation. Section 2 contains a brief overview of the Dual Reciprocity Method with Radial Basis Functions. In section 3, we present the theoretical ingredients needed for our numerical applications (Wavelet theory, Fast Wavelet Transform, interpolation scheme and the numerical evaluation of particular solutions). Three numerical examples of increasing complexity are given in section 4 to illustrate the effectiveness of our proposed method. We also compare our results with previous methods.
2 The DRM with Radial Basis Function

2.1 Integral formulation and particular solution

Let $\Omega \subset \mathbb{R}^2$ be an open bounded simply connected set with Lipschitz boundary $\Gamma$. We consider the problem of solving the boundary value problem

$$\Delta u(x) = f(x), \quad x \in \Omega$$

with boundary conditions

$$B_i(u)|_{\Gamma_i} = 0, \quad i = 1, 2, \ldots, m$$

where $\Gamma_i$ is a partition of $\Gamma$ and $B_i$ are the usual boundary operators (Dirichlet, Neumann and Robin type). To solve eqn (1), it is convenient to first reduce it to an equivalent homogeneous equation, since the resulting boundary integral reformulation will then be free of domain integrals. To do this, let $u_p$ be a particular solution of eqn (1) (i.e., a solution of 1 which does not necessarily satisfy the given boundary conditions) and let $u = v + u_p$. Then by linearity, $v$ satisfies

$$\Delta v(x) = 0, \quad x \in \Omega$$

with boundary conditions derived from that of $u$ and $u_p$. The integral formulation for the previous equation reads

$$c(x)v(x) + \int_{\Gamma} v(y) \frac{\partial G(x, y)}{\partial n} d\Gamma(y) - \int_{\Gamma} G(x, y) \frac{\partial v(y)}{\partial n} d\Gamma(y) = 0$$

where $n$ is the outward normal unit vector, $G$ is the fundamental solution for the bidimensional Laplace equation $G(x, y) = \frac{1}{(2\pi)^{-1} \ln |x - y|}$ and $c(x)$ is a geometric coefficient associated with the location of the point $x$ with respect to the surface $\Gamma$. Using standard discretization techniques [10] leads to the following non-sparse system

$$H v - G \frac{\partial v}{\partial n} = 0$$

where $v$ and $\frac{\partial v}{\partial n}$ denote respectively the boundary values for $v$ and its normal derivative, $G$ and $H$ are the coefficient matrices obtained by integrating $G$ and its normal derivative over the boundary elements. By linearity, the previous equation is equivalent to

$$H u - G \frac{\partial u}{\partial n} = H u_p - G \frac{\partial u_p}{\partial n}$$

From the previous equation, it can be seen that the particular solution $u_p$ transforms the domain integral into boundary integrals. Since $u_p$ is not unique (it is only required that $u_p$ and its normal derivative are integrable over the boundary), there are many methods for computing $u_p$. One of the most efficient techniques, called Dual Reciprocity Method, consists in expanding $f$ as a finite series of Radial Basis Functions (RBFs).

2.2 The Radial Basis Functions approximation

Radial basis function interpolation to scattered data $(x_i, f_i = f(x_i))$ for the set of distinct points $A = \{x_i \in \overline{\Omega} = \Omega \cup \Gamma \mid i = 1, \ldots, M\}$ uses a radial function $\phi : \mathbb{R}^+ \to \mathbb{R}$ and the space $\mathbb{P}_q$ of polynomials of $\mathbb{R}^2$ with total degree not exceeding $q$ to construct the interpolant

$$f_i(x) = \sum_{i=1}^{M} a_i \phi(|x - x_i|) + \sum_{i=1}^{Q} b_i p_i(x)$$
via the linear system
\[
\sum_{i=1}^{M} a_i \phi(|x_j - x_i|) + \sum_{i=1}^{Q} b_i p_i(x_j) = f_j, \quad 1 \leq j \leq M, \tag{8}
\]
\[
\sum_{j=1}^{M} a_j p_i(x_j) = 0, \quad 1 \leq i \leq Q = \binom{q+2}{2}, \tag{9}
\]
where \(p_1, \ldots, p_Q\) is a basis of \(\mathbb{P}_q\). For a wide choice of functions \(\phi\) and polynomial degree \(q\), including the case \(q = Q = 0\), the non-singularity of the \((M+Q) \times (M+Q)\) previous system, written as
\[
\begin{pmatrix}
P & P \\
 PT & 0
\end{pmatrix}
\begin{pmatrix}
a \\
b
\end{pmatrix}
= \begin{pmatrix}
f \\
0
\end{pmatrix},
\tag{10}
\]
in matrix notation, has been established by Micchelli [11] and Powell [12]. By linearity, an approximate solution \(u_p\) satisfying \(\Delta u_p = f_I\) on \(\Omega\) can be found by solving
\[
\Delta \psi_i(x) = \phi(|x - x_i|), \quad 1 \leq i \leq M \tag{11}
\]
\[
\Delta \psi_i^p(x) = p_i(x), \quad 1 \leq i \leq Q \tag{12}
\]
for all \(x \in \mathbb{R}^2\). Then \(u_p\) is given by
\[
u_p(x) = \sum_{i=1}^{M} a_i \psi_i(x) + \sum_{i=1}^{Q} b_i \psi_i^p(x). \tag{13}\]

Since \(\Delta\) is rotationally symmetric, then to solve eqn (11), it is natural to look for a radial solution \(\psi(r)\). In this case
\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right)(r) = \phi(r) \tag{14}
\]
and \(\psi_i(x) = \psi(|x - x_i|)\). Equation (14) can be integrated using standard variation of parameter formulas for ordinary differential equations. Equation (12) is usually solvable by the method of undetermined coefficients. The form of eqn (14) suggests that one seeks for "good" functions \(\phi\) that can be integrated analytically. The functions \(\phi(r) = r\) (muti-conic function) and \(\phi(r) = r^{2m-2} \ln r\) \((m\text{-th-order thin plate spline}, m = 2, 3, \ldots)\) have these properties (the associated particular solutions are simply given by \(\psi(r) = r^{3}/9\) and \(\psi(r) = (r^{m}/2m)^2(\ln r - 1/m)\)). These two radial functions have been widely used in the engineering community for their simplicity and their convergence properties.

With respect to the degree of approximation of the radial basis functions we introduce in the following definition the two notions: the domain mesh size \(h\) corresponding to a set of points \(A \in \Omega\) and the approximation rate \(\lambda\) which corresponds to a radial function \(\phi\). In this definition \(f_h\) stands for a function of the form 7, which interpolates a given function \(f \in H^\lambda(\Omega)\) at the interpolation points \(A\) with mesh size \(h\). Here \(H^\lambda(\Omega)\) is the Sobolev space of order \(\lambda\).

**Definition 1**

\[
h = \sup_{x \in \Omega} \min \{|x - x_i|, \ x_i \in A\}
\]

**Definition 2** A number \(\lambda\) is called the approximation rate if for all \(f \in H^\lambda(\Omega)\) there exists a number \(h_f > 0\) such that for all \(h\) with \(0 < h < h_f\) and sets of interpolation points \(A\) with mesh size \(h\), the existence and uniqueness of \(f_h\) is guaranteed. Moreover, one has
\[
\|f - f_h\|_{L_2(\Omega)} \leq C h^\lambda,
\]
where \(C\) is independent of \(f_h\).
Then the following theorem holds [13]

**Theorem 1** The approximation rate for the \( m \)th-order spline with \( q = m - 1 \) (see eqn(7)) is \( m \); the approximation rate for the multi-conic with \( q = 0 \) is 3/2

The next important results due to Powell [14] and Levesley [15] establishes the uniform convergence of the 2nd-order spline (called Thin Plate Spline or TPS) and the multi-conic function

**Theorem 2** Let \( f_h \) be the TPS interpolant to \( f \). Then for any \( f \in C^2(\Omega) \) there exists a constant \( c \) such that sufficiently small \( h \) one has

\[
\max_{x \in \Omega} |f(x) - f_h(x)| \leq c \ln h h
\]

**Theorem 3** Let \( f_h \) be the multi-conic interpolant to \( f \). Then for any \( f \in C^2(\Omega) \) there exists a constant \( c \) such that for \( h \) sufficiently small \( h \) one has

\[
\max_{x \in \Omega} |f(x) - f_h(x)| \leq c h^{1/2}
\]

Some other frequently used radial basis functions for function approximation are the gaussian, the multiquadrics and the inverse multiquadrics (See [16] for convergence properties).

## 3 The DRM with Wavelets

### 3.1 Preliminaries

#### 3.1.1 Stationary multiresolution on \( \mathbb{R}^2 \)

The concept of multiresolution analysis plays a central role in the context of classical wavelets on \( \mathbb{R}^n \). In this section, we shall briefly recall the basic setting of wavelet analysis as far as it is needed for our purposes. For more details we refer to Chui [17], Dahmen [18], Jawerth and Sweldens [19].

**The scaling function and the subspaces \( V_j \)** Let \( H \) be the Hilbert space \( L_2(\mathbb{R}^2) \) with the usual inner product \(< \cdot, \cdot >\) and associated norm \( \| \cdot \| = < \cdot, \cdot >^{1/2} \). A multiresolution sequence \( V = \{V_j\}_{j \in \mathbb{Z}} \) consists of nested closed subspaces \( V_j \subset H \) whose union is dense in \( H \), i.e.

\[
V_j \subset V_{j+1}, \quad \text{clos}_H \left( \bigcup_{j \in \mathbb{Z}} V_j \right) = H. \tag{15}
\]

In all cases of practical interest the spaces \( V_j \) have the form

\[
V_j = \text{clos}_H \{ \phi_{j,k} \mid k \in \mathbb{Z}^2 \}
\]

where functions \( \phi_{j,k} \) form a Riesz basis, i.e. they satisfy the stability condition

\[
A \sum_{k \in \mathbb{Z}^2} |c_k|^2 \leq \left\| \sum_{k \in \mathbb{Z}^2} c_k \phi_{j,k} \right\|_H^2 \leq B \sum_{k \in \mathbb{Z}^2} |c_k|^2 \tag{16}
\]

for some positive constants \( A, B \) independent of the sequence \( \{c_k\}_{k \in \mathbb{Z}^2} \). Nestedness of the spaces \( V_j \) combined with eqn (16) means that every \( \phi_{j,k} \) possesses a unique expansion

\[
\phi_{j,k} = \sum_{l \in \mathbb{Z}^2} m_{j,k}^l \phi_{j+1,l}
\]
with a mask or filter sequence \( \{m_{i,k}^j\}_{i,k} \in \mathbb{Z}^2 \in l_2(\mathbb{Z}^2) \).

Now, we assume that functions \( \phi_{j,k} \) stem from a unique function \( \phi \) called scaling function or generator of the multiresolution sequence \( \mathcal{V} \)

\[
\phi_{j,k}(x) = 2^j \phi(2^j x - k).
\]

As a consequence of the inclusion \( V_0 \subset V_1 \), the function \( \phi \) must be refinable, that is, there exist a mask \( a \in l_2(\mathbb{Z}) \) such that

\[
\phi(x) = 2 \sum_{k \in \mathbb{Z}^2} a_k \phi(2x - k).
\]

Hence the functions \( \phi_{j,k} \) automatically satisfy

\[
\phi_{j,k} = \sum_{l \in \mathbb{Z}^2} a_{l-2k} \phi_{j+1,l}.
\]

In this case, the mask is independent of the scale \( j \) and the spatial location \( k \): the multiresolution is **stationary**.

**The wavelet function and the detail spaces** \( W_j \) We will use \( W_j \) to denote a space complementing \( V_j \) in \( V_{j+1} \), i.e. a space that satisfies

\[
V_{j+1} = V_j \oplus W_j
\]

where the symbol \( \oplus \) stands for direct sum. In other words, each element of \( V_{j+1} \) can be written, in a unique way, as the sum of an element of \( W_j \) and an element of \( V_j \). We note that the spaces \( W_j \) themselves are not necessarily unique; there may be several ways to complement \( V_j \) in \( V_{j+1} \). The spaces \( W_j \) contains the "detail" information at resolution \( j+1 \). Consequently,

\[
H = ...W_{-1} \oplus W_0 \oplus W_1 ...
\]

Now, for \( j \) fixed, the wavelet functions \( \psi_{j,k}^e \), \( e = 1, 2, 3; k \in \mathbb{Z}^2 \) constitute Riesz basis of the detail space \( W_j \). They are obtained by dilatations and integer translations of a finite number of mother functions ("mother wavelets"). In fact, one has

\[
\psi_{j,k}^e(x) = 2^j \psi^e(2^j x - k), \quad e = 1, 2, 3.
\]

Equation (18) implies that there exist some matrices \( (b_{e}^j) \) such that

\[
\psi^e(x) = 2 \sum_{k \in \mathbb{Z}^2} b_{e}^j \phi(2x - k)
\]

In the sequel, we shall restrict ourselves to refinable functions with **compact** support and we will always assume that \( \text{supp}(a) = \{k \in \mathbb{Z}^2 | a_k \neq 0\} \) in (17) and \( \text{supp}(b^e) \) in (19) are **finite**.

**Biorthogonal basis** In practice, it is often very convenient to have access to a suitable biorthogonal wavelet basis. Here, a dual scaling function \( \tilde{\phi} \) and dual wavelets \( \tilde{\psi}^e \) generate a dual multiresolution of \( H \) with subspaces \( \tilde{V}_j \) and \( \tilde{W}_j \), such that they form a dual pair. With \( \langle \cdot, \cdot \rangle \) denoting the usual innerproduct in \( L^2(\mathbb{R}^2) \) the duality means:

\[
\langle \phi, \tilde{\phi}(\cdot - k) \rangle = \delta_{0,k}
\]

\[
\langle \psi^e, \tilde{\psi}^{e'}(\cdot - k) \rangle = \delta_{0,k} \delta_{e,e'}.
\]
Moreover, they must satisfy the biorthogonality conditions
\[ < \phi, \tilde{\psi}^s (\cdot - k) > = < \tilde{\phi}, \psi^s (\cdot - k) > = 0. \]

By using scaling properties, we have the more general properties:
\[ < \phi_{j,k}, \tilde{\phi}_{j',k'} > = \delta_{j,j'} \delta_{k,k'} \]
and
\[ < \psi_{j,k}, \tilde{\psi}_{j',k'} > = \delta_{j,j'} \delta_{k,k'} \delta_{\epsilon,\epsilon'} \]
where the definitions of \( \phi_{j,k} \) and \( \psi_{j,k} \) are similar to the ones for \( \phi_{j',k'} \) and \( \psi_{j',k'} \). Since the dual basis define a multiresolution, the dual functions must satisfy a refinement equation similar to (17)
\[ \phi(x) = 2 \sum_{k} a_{k} \phi(2x - k) \]
and
\[ \psi(x) = 2 \sum_{k} b_{k} \psi(2x - k). \]

For numerical reasons, it is attractive to work with compactly supported dual functions.

### 3.1.2 Multiscale transformation

Since \( V_j = V_{j-1} \oplus W_{j-1} \), a function \( v_j \in V_j \) can uniquely be written as the sum of a function \( v_{j-1} \in V_{j-1} \) and a function \( w_{j-1} \in W_{j-1} \), i.e.
\[ v_j(x) = \sum_k c_{j,k} \phi_{j,k}(x) = v_{j-1}(x) + w_{j-1}(x) \]
\[ = \sum_l c_{j-1,l} \phi_{j-1,l}(x) + \sum_k \sum_\epsilon b_{\epsilon k-2l} \psi_{j-1,l}(x). \]

The following relations show how to pass between these two representations. By (20) and (21),
\[ c_{j-1,l} = < v_j, \phi_{j-1,l} > = < v_j, \sum_k a_k \phi_{j,k} > = \sum_k c_{j,k} \]
and, similarly
\[ d_{j-1,l} = \sum_k b_{\epsilon k-2l} c_{j,k}. \]

The opposite direction, from the \( c_{j-1,l} \) and the \( d_{j-1,l} \) to the \( c_{j,k} \) is achieved by first writing \( \phi(2x - k) \in \tilde{V}_1 \) in the bases of \( \tilde{V}_0 \) and \( \tilde{W}_0 \)
\[ 2\phi(2x - k) = a_k \phi(x - l) + \sum_\epsilon b_{\epsilon k} \psi(x - l) \]

Then, by following the same process as in (22), we obtain
\[ c_{j,k} = \sum_l a_k \phi_{j-1,l} + \sum_\epsilon b_{\epsilon k} \psi_{j-1,l}. \]

When applied recursively, these formulae define a Fast Wavelet Transform (FWT), the relations (22) and (23) define the forward transform, while (24) defines the inverse transform. The benefit of such a transformation is that by simply deleting information of very small magnitudes in each subspace \( W_j \), much less data information has to be stored or transmitted.
3.2 \textit{B}-Spline Wavelet

One of the basic methods for constructing wavelets involves the use of cardinal \textit{B}-spline functions (or simply \textit{B}-splines). These are probably the simplest functions with small supports that are most efficient for numerical implementation. Moreover, they give rise to an important class of dual pairs where both scaling functions have compact support. Because our \textit{B}-splines as the wavelets stemming from them are simply products of the univariate \textit{B}-splines and univariate wavelets, we first deal with the one-dimensional setting.

3.2.1 Scaling function, wavelet and filter sequences on the real line

We present here, briefly, the main results from the work of Cohen, Daubechies and Feauveau [9]. The two advantages of their construction are: (i) all functions including the dual ones have compact support (ii) the dual functions can be chosen according to some regularity properties.

Scaling function and its dual Let \( \lfloor x \rfloor \) denote the largest (smallest) integer less (greater) than or equal to \( x \) and define \( N_d = N_1 \ast \cdots \ast N_1 \) as the \( d \)-fold convolution of the characteristic function of the unit interval \([0, 1)\) (box function). Then the scaling function function

\[
\varphi_d(x) = N_d(x + \lfloor d/2 \rfloor) \tag{25}
\]

is called a \textit{B}-spline of order \( d \). It satisfies the following refinement equation:

\[
2^{1-d} \sum_{k=-\lfloor d/2 \rfloor}^{\lfloor d/2 \rfloor} 2^{d-k} \left( \begin{array}{c} d \\ k + \lfloor d/2 \rfloor \end{array} \right) \varphi_d(2x - k).
\]

By writing this equation in the form

\[
\varphi_d(x) = \sqrt{2} \sum_k h_k \varphi_d(2x - k), \tag{26}
\]

we introduce a sequence \( (h_k) \) of coefficients, called the filtersequence \( h \). The Fourier transform of the scaling function must then satisfy

\[
\hat{\varphi}_d(\omega) = H(\omega/2) \hat{\varphi}_d(\omega/2)
\]

where \( H \), the so-called two-scale symbol, is defined by

\[
H(\omega) = 2^{-1/2} \sum_k h_k z^k \quad z = e^{-i\omega}.
\]

In the same way, the refinement equation for the dual function reads

\[
\tilde{\varphi}_{d,d}(x) = \sqrt{2} \sum_k \tilde{h}_k \tilde{\varphi}_{d,d}(2x - k) \tag{27}
\]

and its associated two-scale symbol is defined by

\[
\tilde{H}(\omega) = 2^{-1/2} \sum_k \tilde{h}_k
\]

Cohen et al. showed that for every \( d, \tilde{d} \in \mathbb{N}, \tilde{d} \geq d, d + \tilde{d} \) even, there exist a compactly supported
scaling function \( \tilde{\phi}_{d,d} \) such that \((\varphi_d, \tilde{\varphi}_{d,d})\) form a dual pair (the role of the parameters \( d, \tilde{d} \) will be pointed out below). The dual two-scale symbol is given by

\[
\tilde{H}(\omega) = e^{-i\omega/2}(\cos \omega/2)^d \left[ \sum_{k=0}^{D-1} \left( \frac{D - 1 + k}{k} \right) (\sin \omega/2)^{2k} \right]
\]

where \( \tilde{d} \geq 1, d + \tilde{d} = 2D \) is even, and \( \kappa = 1 \) if \( d \) is odd, 0 if \( d \) is even. In the previous refinement equations, it is understood that the filter sequences \( h \) and \( \tilde{h} \) depend on the parameters \( d, \tilde{d} \).

**Wavelet and its dual** The wavelet function \( \psi \) and its dual must form a dual pair and verify the biorthogonality conditions. It is known that such candidates are given by

\[
\psi_{d,d}(x) = \sqrt{2} \sum_k (-1)^k \tilde{h}_{1-k} \varphi_d(2x - k),
\]

\[
\tilde{\psi}_{d,d}(x) = \sqrt{2} \sum_k (-1)^k h_{1-k} \tilde{\varphi}_d(2x - k).
\]

which is quite similar to the orthonormal case. As a consequence, it can be shown that for any pair \( d, \tilde{d} \) as stated above, we have the following properties

\[
\int_{\mathbb{R}} x^r \psi_{d,d}(x) dx = 0, \quad r = 0, \ldots, \tilde{d} - 1,
\]

\[
\int_{\mathbb{R}} x^r \tilde{\psi}_{d,d}(x) dx = 0, \quad r = 0, \ldots, d - 1.
\]

The wavelets \( \psi_{d,d}, \tilde{\psi}_{d,d} \) are said to have vanishing moments of order \( \tilde{d}, d \), respectively. The order of vanishing moments governs the compression capacity of a wavelet and the approximation power of the space \( V_j \).

**Examples** We list \( H(\omega) \) and \( \tilde{H}(\omega) \) for the two pairs \( d = \tilde{d} = 1 \) and \( d = \tilde{d} = 2 \).

- \( d = \tilde{d} = 1 \) (Haar basis)
  \[
  H(\omega) = \tilde{H}(\omega) = \frac{1}{2}(1 + z).
  \]

- \( d = \tilde{d} = 2 \) (Hat function)
  \[
  H(\omega) = \frac{1}{4}(z^{-1} + 2 + z).
  \]
  \[
  \tilde{H}(\omega) = \frac{1}{4}(-\frac{1}{2}z^{-2} + z^{-1} + 3 + z - \frac{1}{2}z^2)
  \]

**3.2.2 The bivariate case**

The simplest way of generating orthogonal or biorthogonal wavelets on \( \mathbb{R}^2 \) is via tensor products. Given a dual pair \((\phi, \tilde{\phi})\) of univariate scaling functions, the products

\[
\phi(x) = \varphi_d(x_1)\varphi_d(x_2)
\]

\[
\tilde{\phi}(x) = \varphi_{d,\tilde{d}}(x_1)\varphi_{d,\tilde{d}}(x_2)
\]
where \( x = (x_1, x_2) \), form a dual pair in \( L_2(\mathbb{R}^2) \). The three "mother wavelets" are obtained by the products
\[
\psi^1(x) = \varphi_d(x_1)\psi_{d,d}(x_2), \\
\psi^2(x) = \psi_{d,d}(x_1)\varphi_d(x_2), \\
\psi^3(x) = \psi_{d,d}(x_1)\psi_{d,d}(x_2).
\]

The dual functions are defined analogously. Again, it is understood that the bivariate functions \( \varphi, \psi^j \) and their duals are depending on the parameter \( d, d' \). The corresponding masks are obtained from the univariate ones in a straightforward fashion. By (26), we obtain
\[
\phi(x) = 2 \sum_{k_1, k_2} h_{k_1} h_{k_2} \varphi_d(2x_1 - k_1)\varphi_d(2x_2 - k_2),
\]
\[
= 2 \sum_k a_k \phi(2x - k), \quad k = (k_1, k_2)
\]
and similarly for the other functions.

### 3.2.3 Interpolation scheme

Given a function \( f \in L_2(\mathbb{R}^2) \), we would like to find a "good" approximation of \( f \) into the space of reference \( V_0 \) corresponding to the finest level of resolution (finest grid). The natural way is to use the biorthogonal projector
\[
\Phi_0 f = \sum_l <f, \phi_{0,l}> \phi_{0,l}.
\]

However, the computation of inner products with dual wavelets is not an easy task since one needs suitable quadrature rules and in many cases, the dual wavelets are not known explicitly but only via certain functional equations from which the function values have to be computed or approximated. Some of these problems are discussed in [20]. An alternative approach is to use the quasi-interpolation operator of Chui [17]. As shown below, this approach is very advantageous for computational reasons. We expose here the quasi-interpolation scheme on the real line.

For any sequence \( \{f(j) = f_j\} \), we want to determine the coefficients \( \{c_k\} \) in
\[
\sum_k c_k N_d(x + d/2 - k)|_{x=j} = f_j, \quad j \in \mathbb{Z}.
\]

Using the symbol notation
\[
\tilde{N}_d(z) = \sum_k N_d(k + d/2)z^k, \\
\tilde{C}(z) = \sum_k c_kz^k, \\
\tilde{F}(z) = \sum_k f_kz^k,
\]
we may write eqn (30) as
\[
\tilde{C}(z) \tilde{N}_d(z) = \tilde{F}(z).
\]

The introduction of \( \tilde{D}(z) = 1 - \tilde{N}_d(z) \) allows to write formally
\[
\tilde{C} = \tilde{F}(1 - \tilde{D})^{-1} = (1 + \tilde{D} + \tilde{D}^2 + \cdots)\tilde{F}.
\]
In can be shown that this series converges. This last expression motivates the consideration of the finite sequence $\Lambda_k = \{\lambda^{(k)}_j\}$, defined by

$$\tilde{\Lambda}_k(z) = \sum_j \lambda^{(k)}_j z^j = (1 + \hat{D} + \hat{D}^2 + \cdots + \hat{D}^k).$$

(31)

Then the following theorem holds (cf. [17])

**Theorem 4** Let $d \geq 1$. Then for each $k > (d - 3)/2$, the linear operator $Q_k$ defined by

$$Q_kf(x) = \sum_j \lambda^{(k)}_j f_j N_d(x + d/2 - l)$$

(32)

satisfies

$$(Q_kp)(x) = p(x),$$

(33)

where $p$ is a polynomial of degree at most $d - 1$.

Unfortunately, the operator $Q_k$ is not interpolating because of the truncation in (31). The construction of an interpolating operator needs to define the following spline operator

$$R_df(x) = \frac{1}{N_d(d/2)} \sum_l f(l) N_d(2^d x + d/2 - l),$$

(34)

where $\delta_d$ denotes the smallest integer bounded below by $\log_2 d - 1$. This operator is both local and interpolatory but is very bad representation of $f$, since even the constant data function is not reproduced. To construct a bounded linear local operator $P$ that possesses both the polynomial-reproduction property of $Q$ and the interpolatory property of $R_d$, we consider the blending operation

$$P = R_d + Q_k - R_d \circ Q_k.$$ 

(35)

Of course the operator $P$ can be scaled to yield the operators

$$P_h = \sigma_h \circ P \circ \sigma_h^{-1}, \quad h > 0$$

(36)

where we use the notation $(\sigma_h f)(x) = f(h^{-1}x)$ to describe the scaling process. Now, the approximation propertie of the operator $P$ is given in the following theorem.

**Theorem 5** Let $K$ be any compact set in $\mathbb{R}$, and $\Omega$ an open set containing $K$. Then for each bounded $f \in C^d(\Omega)$, there exists a positive constant $C$, depending only on $f$ and $K$, such that

$$\max_{x \in K} |(P^h f - f)(x)| \leq Ch^d$$

(37)

for all sufficiently small $h > 0$.

The bivariate case is achieved via the usual tensor product.

**Examples** In the case where $d = 2$, we can choose $k = 1$. Then the lambda's are given by (31)

$$\lambda^{(1)}_j = 2\delta_{j,0} - N_2(1 + j)$$

and we obtain

$$(Q_1 f)(x) = \sum f(l) N_2(x + 1 - l).$$

In this particular case, it is easy to see that $P = R_2 = Q_1$ and the sequence $\{c_k\}$ is directly given by the values of $f$ at the integer knots: $N_2$ is an interpolating function.
For $d = 3$, we may choose $k = 1$ and we obtain

\[ \lambda_j^{(1)} = 2 \delta_{j,0} - N_3(3/2 + j) \]

\[ (Q_1 f)(x) = \sum_l \left\{ -\frac{1}{8} f(l - 1) + \frac{5}{4} f(l) - \frac{1}{8} f(l + 1) \right\} N_3(x + 3/2 - l) \]

\[ (R_3 f)(x) = \sum_l \left\{ \frac{4}{3} f(l) \right\} N_3(x + 3/2 - l), \]

and by using (35)

\[ (P f)(x) = \sum_l \left\{ -\frac{1}{48} f(l \pm 2) - \frac{1}{8} f(l \pm 1) + \frac{79}{24} f(l) \right\} N_3(x + 3/2 - l). \]

### 3.3 The numerical evaluation of particular solutions

#### 3.3.1 Fast Wavelet Transform and compression

Consider a bounded function of the form $f = \chi_{\Omega_0} f$ where $\chi_{\Omega_0}$ is the characteristic function of a bounded domain $\Omega_0 \subset \mathbb{R}^2$. An approximation $f_{0,h}$ of $f$ is found by using the operator $P^h$ (see 36):

\[ f_{0,h}(x) = P^h f(x) = \sum_k c_{0,k} \phi_{0,k}(h^{-1} x) \quad (38) \]

where the finite set \( \{c_{0,k} \neq 0\} \) is derived from the values of $f$ on the grid $h\mathbb{Z}^2$. After applying the forward Fast Wavelet Transform $J$ times, $f_{0,h}$ can be rewritten as

\[ f_{0,h}(x) = \sum_k c_{-J,k} \phi_{-J,k}(h^{-1} x) + \sum_{j=-1}^{-J} \sum_e \sum_k d_{j,k} \psi_{j,k}(h^{-1} x) \quad (39) \]

The basic reason why this new representation might be useful is that each wavelet contains information about $f_{0,h}$ essentially at location $k$ and at the scale $j$. In part of the domain where $f_{0,h}$ has high frequency behaviors or discontinuities, a lot of wavelet coefficients are needed, and where $f_{0,h}$ is smooth, we can use fewer coefficients and still get a good quality of approximation. In other words, the FWT allows us to focus on the most relevant parts of the function. Now, let $I_M$ be the set of indices corresponding to the $M$ non-zero wavelet coefficients of $f_{0,h}$. We want to find the "best" approximation of $f_{0,h}$ by using the representation

\[ f_{0,h}^N(x) = \sum_k c_{-J,k} \phi_{-J,k}(h^{-1} x) + \sum_{I_N} d_{j,k} \psi_{j,k}(h^{-1} x), \quad I_N \subset I_M, \quad N = \#I_N \quad (40) \]

Because of the stability condition, we have the inequality

\[ \| f_{0,h} - f_{0,h}^N \|_{L_2} \leq C h \left( \sum_{I_M \setminus I_N} (d_{j,k})^2 \right)^{1/2}. \quad (41) \]

This reveals that the best way to pick $N$ wavelet coefficients making the $L_2$ error as small as possible, is by simply picking the $N$ coefficients with largest absolute value. In the following, $I_N$ stands for this set.
3.3.2 The Newton potential

The classical method for obtaining a particular solution $\Delta u_p = f_{0,h}$ is to construct the associated Newton potential (see [1]) given by the convolution integral

$$u_p(x) = (2\pi)^{-1} \int_{\mathbb{R}^2} f_{0,h}(y) \ln |x-y| d^2y. \tag{42}$$

Now let $\{\phi_p, \psi_p^{\epsilon=1.3}\}$ be associated potentials of $\{\phi, \psi^{\epsilon=1.3}\}$. The particular solution $u_p$ and its normal derivative are then given by

$$u_p(x) = \sum_k c_{-J,k} 2^{-J} h^2 \left( \phi_p(2^{-J} h^{-1} x - k) + \frac{\ln(2^{-J} h)}{2\pi} \right) + \sum_{I_N} d_{x,k} 2^{-J} h^2 \psi_p(2^{-J} h^{-1} x - k), \tag{43}$$

$$\frac{\partial u_p}{\partial n}(x) = \sum_k c_{-J,k} h \frac{\partial \phi_p}{\partial n}(2^{-J} h^{-1} x - k) + \sum_{I_N} d_{x,k} h \frac{\partial \psi_p}{\partial n}(2^{-J} h^{-1} x - k). \tag{44}$$

3.3.3 Numerical evaluation of $\phi_p$ and its derivative

The potential $\phi_p$ is given by the convolution integral

$$\phi_p(x) = (2\pi)^{-1} \int_{\mathbb{R}^2} \phi(y) \ln |x-y| d^2y \tag{45}$$

and the regularity property can be derived from the following theorem (cf.[21])

**Theorem 6**

(a) Let $\phi$ be a compactly supported and bounded function having, then $\phi_p$ is in class $C^1(\mathbb{R}^2)$.

(b) If in (a) there is an open set $D$ on which $\phi_p$ is continuous and satisfies a Hölder condition of the form

$$|\phi(x) - \phi(y)| \leq C |x-y|^{\beta} \quad 0 < \beta \leq 1, \quad (x, y) \in D \times D$$

then $\phi_p|_D$ is in class $C^2(D)$ and satisfies the Poisson equation $\Delta \phi_p = \phi$ at all points of $D$.

Now, let $\alpha = (\alpha_1, \alpha_2)$ be a multi-index of non negative integers. We write $D^\alpha \phi$ to denote the usual mixed partial derivative of $\phi$ of order $|\alpha| = \alpha_1 + \alpha_2$. It is easy to see that the function $D^\alpha \phi$ ($0 \leq |\alpha| \leq d-1$) is bounded and compactly supported. It follows from (a) that $D^\alpha \phi_p$ belongs to $C^1(\mathbb{R}^2)$. Therefore, $\phi_p \in C^d(\mathbb{R}^2)$ and $\partial \phi_p/\partial n \in C^{d-1}(\mathbb{R}^2)$. Of course, a better statement can be achieved by considering (b) in some open subset of $\mathbb{R}^2$.

The singularity of the integrand can be removed by using polar coordinates,

$$\phi_p(x) = (2\pi)^{-1} \int_{\text{supp } \phi} \phi(y(r, \theta)) r \ln r \, dr \, d\theta,$$

where $\text{supp } \phi = [-[d/2], d - [d/2]]^2$ denotes the support of the generator $\phi$. This last integral is regular and is therefore computed via standard gaussian quadrature formulas. By observing that the restrictions of $N_d$ to any interval $[k, k+1)$ is in $\pi_{d-1}$ (i.e. the collection of algebraic polynomials of degree at most $d-1$), it is judicious for better accuracy to divide the domain integral into $d^2$ domain integrals

$$\phi_p(x) = (2\pi)^{-1} \sum_{k,k'=0}^{d-1} \int_{I_k \times I_{k'}} \phi(y(r, \theta)) r \ln r \, dr \, d\theta. \tag{46}$$
where $I_k = [k - [d/2], k + 1 - [d/2]]$, $0 \leq k \leq d - 1$. For $d \geq 2$, the $x_1$-derivative is obtained from

$$
\frac{\partial \phi_p}{\partial x_1}(x) = (2\pi)^{-1} \sum_{k,k'=0}^{d-1} \int_{I_k \times I_{k'}} \frac{\partial \phi}{\partial y_1}(y(r, \theta)) r \ln r \, dr \, d\theta
$$

and the gradients of $\phi$ are calculated by using the following property for the univariate B-spline

$$
\frac{dN_d}{dx} = N_{d-1}(x) - N_{d-1}(x - 1).
$$

The numerical evaluation of (46) and (47) involves integral the type

$$
\int_{I_k \times I_{k'}} g(y(r, \theta)) r \ln r \, dr \, d\theta,
$$

where $g$ stands for either $\phi$ or its derivative. Figure 1 illustrates the discretization of the unit square domain $I_k \times I_{k'}$ according to the position of the evaluation point $x$ with respect to the domain of integration. In each zone, the integration is performed by using 30 nodes in both $r$ and $\theta$ directions. As explained before a high accuracy is expected since the restriction of $g$ to the square domain is a polynomial of order $d - 1$.

![Figure 1: Integration scheme](image)

The other potentials $\psi_p^{\varepsilon=1..3}$ and their derivatives are directly evaluated by using equations (19)

$$
\psi_p^\varepsilon(x) = \frac{1}{2} \sum_k b_k^\varepsilon \phi_p(2x - k).
$$

By using symmetry properties about the line $x_1 = x_2$, it is easy to show that

$$
\begin{align*}
\phi_p(x_1, x_2) &= \phi_p(x_2, x_1), \\
\psi_p^2(x_1, x_2) &= \psi_p^2(-x_2, x_1), \\
\psi_p^3(x_1, x_2) &= \psi_p^3(x_2, x_1)
\end{align*}
$$
and consequently
\[
\begin{align*}
\frac{\partial \phi_p}{\partial x_2}(x_1, x_2) &= \frac{\partial \phi_p}{\partial x_1}(x_2, x_1), \\
\frac{\partial \psi_p}{\partial x_2}(x_1, x_2) &= \frac{\partial \psi_p}{\partial x_1}(-x_2, x_1), \\
\frac{\partial \psi_p^2}{\partial x_2}(x_1, x_2) &= -\frac{\partial \psi_p^1}{\partial x_1}(-x_2, x_1), \\
\frac{\partial \psi_p^3}{\partial x_2}(x_1, x_2) &= \frac{\partial \psi_p^2}{\partial x_1}(x_2, x_1).
\end{align*}
\]

3.3.4 Storage

The evaluation of the previous integrals is of course time consuming. For this reason, it is advantageous to "store" the set \( S = \{ \phi_p, \psi_p^1, \psi_p^2, \frac{\partial \phi_p}{\partial x_1}, \frac{\partial \psi_p^1}{\partial x_1}, \frac{\partial \psi_p^2}{\partial x_1} \} \) (the other functions are deduced by symmetry). Moreover, in our computations for points \( x \) far from the integration domain, we may use simple asymptotic formulas as given in the next paragraph.

Asymptotic behavior In our analysis below, we apply arithmetic to vectors \( x \in \mathbb{R}^2 \) by interpreting them as points in the complex plane. Thus, we have that \( \ln x = \ln |x| + i \arg(x) \). So \( \ln |x| \) is the real part of \( x \), denoted as \( \ln |x| = \Re(\ln x) \).

Let's first observe that for any \( |x| > |y| \), we have the following expansion
\[
\ln |x - y| = \Re \ln(x - y) = \ln |x| - \Re \left[ \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{y}{x} \right)^n \right]
\]
where \( x = |x|e^{i\theta} \) and \( y = |y|e^{i\phi} \). Substituting this last expression into the convolution integral yields
\[
\phi_p(x) = (2\pi)^{-1} \left( \ln |x| P_0(x) - \sum_{n=1}^{\infty} \frac{1}{n|x|^2} P_n(x) \right), \tag{49}
\]
where \( P_n \) is the polynomial given by
\[
P_n(x) = \sum_{\substack{q, q' = 0 \ \text{even} \ \text{even} \ \text{odd} \text{ even} \text{ even} \text{ even}}} (-1)^{\frac{d+d+1}{2}} \binom{n}{q} \binom{n}{q'} x_1^{n-q} x_2^{q} \int_{\text{supp} \phi} y_1^{n-q} y_2^{q'} \phi(y) d^2y
\]
The expansion for the first derivative can be derived by differentiating (49). Yet, to obtain a better formulae, it is convenient to split the derivative of \( \phi \) into two terms
\[
\frac{\partial \phi}{\partial y_1}(y) = \phi^+(y) - \phi^-(y) \tag{50}
\]
where
\[
\begin{align*}
\phi^+(y) &= N_{d-1}(y_1 + \lfloor d/2 \rfloor) N_d(y_2 + \lfloor d/2 \rfloor) \\
\phi^-(y) &= N_{d-1}(y_1 - 1 + \lfloor d/2 \rfloor) N_d(y_2 + \lfloor d/2 \rfloor)
\end{align*}
\]
and then apply the expansion formulae separately. The formulae for the other functions are obtained by (49).

**Storage with finite-element approximation** By using simple geometric transformations (translation, symmetry and rotation), it can be seen that the functions of $S$ only need to be stored in a square domain $D_a = [0, a] \times [0, a]$ where the parameter $a$ depends on the function to be approximated. Good storage can be realized if the following criteria are satisfied:

(i) The access to the approximated values must be efficient in terms of arithmetic operations.

Owing to the domain of storage and in view of avoiding complicated geometric transformations, the use of quadrilateral Lagragian-type elements is suitable.

(ii) The stored function give a good approximation of the original one.

The order of the element must be chosen according to the regularity of the function in the domain of storage. Nevertheless, this consideration is only "asymptotically" true (i.e. when the characteristic length size of the element tend to zero) and in practice only low order (linear, quadratic and cubic) are worth consideration since higher order penalises (i).

(iii) The storage must be economic.

The parameter $a$ must be as small as possible such that for any $|x| \geq a$, the asymptotic expressions of the type (49) can replace the original functions.

### 4 Practical implementation for $d = \tilde{d} = 2$

We present a practical realization of a 2D Poisson's equation solver using the ingredients from the previous section for the particular case $d = \tilde{d} = 2$. Let's recall that the parameter $d$ governs the compression capacity of the wavelet and the approximation degree of the $B$-spline (see 37) whereas $\tilde{d}$ governs the regularity of the dual functions. As this last point is not crucial for us (we do not use the biorthogonal projector (29)), it is advantageous for computational reasons to choose $\tilde{d}$ as small as possible since the length of the filter sequence $\tilde{h}$ grows as $\tilde{d}$ increases (this is true also for $d$ and $h$, see [9]). In Figure 2, we plot the scaling function $\varphi_2$ and the wavelet $\psi_{2,2}$. Note that the supports are respectively $[-1, 1]$ and $[-1, 2]$ and the wavelet is symmetric about $x = 1/2$.

![Figure 2: Scaling function and wavelet for $d = \tilde{d} = 2$](image)
4.1 Numerical evaluation and storage of $S$

Figure 3 shows the graph of $\phi_p$, $\frac{\partial \phi_p}{\partial x_1}$, $\psi_p^1$, and $\psi_p^3$. Note that functions of $S$ excepted $\phi_p$ all tend to zero as $|x|$ goes to infinity.

$$\text{(a)} \quad \text{\hspace{2cm}} \text{(b)}$$

Figure 3: Particular solutions (a) $\phi_p$, (b) $\frac{\partial \phi_p}{\partial x_1}$, (c) $\psi_p^1$, (d) $\psi_p^3$

By applying (49) and (50) with $d = 2$, we can define (for $|x|$ sufficiently large) the following truncated series

$$\begin{align*}
(\phi_p)_N(x) &= (2\pi)^{-1} \left( \ln |x| - \sum_{n=1}^{N} \frac{1}{2n |x|^{4n}} \sum_{q=0}^{n} A_{n,q} x_1^{2(n-q)} x_2^{2q} \right), \\
A_{n,q} &= \sum_{q'=0}^{n} \frac{2n}{2q'} \frac{2n}{2q'} \frac{(-1)^{q+q'}}{(n-q'+1)(2n-q'+1)(q'+1)(2q'+1)} \end{align*}$$

and

$$\begin{align*}
\left( \frac{\partial \phi_p}{\partial x_1} \right)_N(x) &= (2\pi)^{-1} \left( \ln |x + (s,0)| - \sum_{n=1}^{N} \frac{1}{2n |x + (s,0)|^{4n}} \sum_{q=0}^{n} (x_1 + s)^2 x_2^{2q} B_{n,q} \right) \\
&\quad - (2\pi)^{-1} \left( \ln |x - (s,0)| - \sum_{n=1}^{N} \frac{1}{2n |x - (s,0)|^{4n}} \sum_{q=0}^{n} (x_1 - s)^2 x_2^{2q} B_{n,q} \right),
\end{align*}$$
\[ B_{n,q} = \sum_{q' = 0}^{n} \left( \frac{2n}{2q'} \right) \left( \frac{2n}{2q'} \right) \frac{(-1)^{q+q' \prime}}{2(n - q') + 1}(q' + 1)(2q' + 1)4^{n-q' \prime}, \]

where \( s \) stands for the shift \( s = 1/2 \). In order to examine the accuracy of the previous series, we evaluate numerically (see Figure 4) the following auxiliary functions:

\[
E_1(r, N) = \log_{10} \left( \max_{\theta \in [0, 2\pi]} \left| (\phi_p)_N (r, \theta) - \phi_p (r, \theta) \right| \right),
\]

\[
E_2(r, N) = \log_{10} \left( \max_{\theta \in [0, 2\pi]} \left| \left( \frac{\partial \phi_p}{\partial x_1} \right)_N (r, \theta) - \frac{\partial \phi_p}{\partial x_1} (r, \theta) \right| \right).
\]

The minimum distance \( r = 1.5 \) is taken just above the theoretical distance \( \min \{ r > |y|, y \in \text{supp } \phi \} = \sqrt{2} \). It is clear that the accuracy improves as \( N \) increases but this gives rise to more computation since the number of terms in the series grows as \( N^2 \). To keep a reasonable number of terms (let's say \( N \leq 5 \)), we impose a threshold of accuracy: \( 10^{-5.5} \) for the potential and \( 10^{-5} \) for the derivative. The number of terms (i.e. \( N \)) is then found such that the two parameters previously defined are less than the threshold.

![Figure 4: Asymptotic behavior for \((\phi_p)_N \) and \((\partial \phi_p/\partial x_1)_N \)](image)

The regularity of the two functions (we have at least \( \phi_p \in C^2(D_{3/2}) \) and \( \partial \phi_p/\partial x_1 \in C^1(D_{3/2}) \)) suggests the use a piecewise bilinear Lagrange polynomial for the storage in the domain \( D_{3/2} = [0, 3/2] \times [0, 3/2] \) (for more details, see chapter 5 in [22]). However, numerical tests showed that the biquadratic Lagrange polynomial gives a better approximation (in fact, the use of the linear approximation has been shown to be unrealistic). The biquadratic shape function will be considered here for a mesh spacing (i.e. distance between two nodes) \( h = 0.01 \).

The asymptotic series for the potentials \( \psi_p^1 \) and \( \psi_p^3 \) have a "slow" convergence and the leading order terms \((N = 1)\)

\[
(\psi_p^1)_1 (x) = \frac{3}{32\pi|x - (0, s)|^4}((x_2 - s)^2 - x_1^2),
\]

\[
(\psi_p^3)_1 (x) = \frac{27}{256\pi|x - (s, s)|^8}((x_1 - s)^4 - 6(x_1 - s)^2(x_2 - s)^2 + (x_2 - s)^4)
\]

are sufficiently accurate for \( |x - (0, s)| \geq 3 \) and \( |x - (s, s)| \geq 3 \) (the minimal theoretical distances
are $\sqrt{3.25} = 1.803...$ for $\psi^1_p$ and $\sqrt{4.5} = 2.121...$ for $\psi^3_p$. These functions are stored in the domain $D_3 = [0,3] \times [0,3]$ using the same shape functions as introduced above for mesh spacing $h_s = 0.01$. The corresponding derivatives are obtained by differentiating the previous formulas and stored in the same manner. The total cost of storage is $(2 \times 150^2 + 5 \times 300^2) \times 4$ bytes $\approx 2$ Megabytes.

4.2 Domain extension

As the function $f = \chi_{\Omega_0} f$ contains artificial singularities at the boundary, a lot of non negligible wavelet coefficients are likely to increase in a certain neighbourhood of the boundary and the benefit of the FWT may be drastically reduced or even completely deleted. To avoid this major drawback, we restrict ourselves to a rectangular domain $\Omega_0 = [-A,A] \times [-B,B]$ and consider $f = \chi_{\Omega_0^{\text{ext}}} f$ where $\Omega_0^{\text{ext}}$ is the extended domain $\Omega_0^{\text{ext}} = [-(A + A'), A + A'] \times [-(B + A'), B + A']$. The original domain $\Omega$ must fit in $\Omega_0$ as shown in Figure 5.

![Figure 5: Domain extension](image)

The parameter $A'$ depends on the coarsest scale $-J$ and the domain mesh size $h$ and is found such that the "wavelet" representation (39) of $f_{0,h} \chi_{\Omega_0}$ (i.e. the restriction of $f_{0,h}$ in $\Omega_0$) is not altered by the artificial singularities at the boundary of $\Omega_0^{\text{ext}}$. We can show that $A'$ is simply given by the following recursion formula

\[
A'_j = 2A'_{j-1} + 2h, \\
A'_0 = h.
\]

Finally, the particular solution $u_p$ is the associated potential of

\[
f^{n_d}_{0,h} \chi_{\Omega_0}(x) = \sum_{J \in J^0} c_{-J,k} \phi_{-J,k}(h^{-1}x) + \sum_{T \in T^0} d_{T,k}^J \psi_{T,k}^J(h^{-1}x),
\]

where $J^0$ and $T^0$ are the sets of indices

\[
J^0 = \{k \mid \text{supp } \phi_{-J,k} \cap \Omega_0 \neq \emptyset\}, \quad n_c = \#J^0,
\]

18
Table 1: Solutions of $\Delta u = -2$ on $\Omega$

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>computed</th>
<th>exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.00</td>
<td>0.3500</td>
<td>0.3500</td>
</tr>
<tr>
<td>1.2</td>
<td>0.35</td>
<td>0.4140</td>
<td>0.4140</td>
</tr>
<tr>
<td>0.6</td>
<td>0.45</td>
<td>0.5660</td>
<td>0.5660</td>
</tr>
<tr>
<td>0.0</td>
<td>0.45</td>
<td>0.6380</td>
<td>0.6380</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00</td>
<td>0.6380</td>
<td>0.6380</td>
</tr>
<tr>
<td>0.3</td>
<td>0.00</td>
<td>0.7820</td>
<td>0.7820</td>
</tr>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>0.8000</td>
<td>0.8000</td>
</tr>
</tbody>
</table>

Table 2: Solutions of $\Delta u = -x_1$ on $\Omega$

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>computed</th>
<th>exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.00</td>
<td>0.1875</td>
<td>0.1875</td>
</tr>
<tr>
<td>1.2</td>
<td>0.35</td>
<td>0.1774</td>
<td>0.1774</td>
</tr>
<tr>
<td>0.6</td>
<td>0.45</td>
<td>0.1213</td>
<td>0.1213</td>
</tr>
<tr>
<td>0.0</td>
<td>0.45</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00</td>
<td>0.2051</td>
<td>0.2051</td>
</tr>
<tr>
<td>0.3</td>
<td>0.00</td>
<td>0.0838</td>
<td>0.0838</td>
</tr>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

4.3 Numerical examples

Three problems of increasing complexity are considered. Computations were performed on a SUN WorkStation 300 MHz. The algorithm for the computation of the particular solution was implemented in single precision, the algorithm for the BEM Laplace’s solver was implemented in double precision.

Example 1 To test the effectiveness of the method we solve the Poisson’s equation on the ellipse $\Omega = \{(x, y) | x^2/4 + y^2 \leq 1\}$ with the boundary conditions $u|_\Gamma = 0$. For $f$, we chose the three values $f = -2, -x$ and $-x^2$. These problems have been solved by Golberg [23][24] Partridge, Brebbia and Wrobel [2] and Alessandri and Tralli [6]. Numerical results comparing these four different approaches are given in Tables 8.4-8.8 in [25].

In our calculations, we use 20 quadratic elements for the boundary. Solutions for the two first cases are given in Tables 1 - 2. These results have been obtained with $h = 1$, $J = 1$, ($n_c = 15$) and $n_d = 0$. For convenience, all numbers have been rounded to four decimal places. The excellent accuracy obtained is not surprising since the 2nd order B-spline approximates exactly any constant or linear profile.

For the quadratic profile, three tests have been carried out: in all cases, $h = 0.01$ and $n_d = 0$ and we chose (a) $J = 7$ ($n_c = 15$), (b) $J = 6$ ($n_c = 45$), (c) $J = 5$ ($n_c = 135$). Solutions are given in Table 3. Note that the test (a) gives reasonable results with very few coefficients. This is because these coefficients (obtained after 7 forward FWT) keep the average value of the function on the

$T^0 = \{(e, j, k) \mid \text{supp} \psi_{e,j,k}^f \cap \Omega_0 \neq \emptyset\}$

and $T^0_{n_d}$ contains the $n_d$ largest $|d_{e,j,k}^f|$ such that $(e, j, k) \in T^0$. We note that $n_c$ is not an arbitrary parameter and depends on $J$, $h$ and the domain $\Omega_0$ whereas $n_d$ is to be assigned by the user.
Table 3: Solutions of $\Delta u = -x_1^2$ on $\Omega$

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>comp.(a)</th>
<th>comp.(b)</th>
<th>comp.(c)</th>
<th>exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.00</td>
<td>0.2547</td>
<td>0.2602</td>
<td>0.2599</td>
<td>0.2598</td>
</tr>
<tr>
<td>1.2</td>
<td>0.35</td>
<td>0.2137</td>
<td>0.2198</td>
<td>0.2201</td>
<td>0.2201</td>
</tr>
<tr>
<td>0.6</td>
<td>0.45</td>
<td>0.1494</td>
<td>0.1432</td>
<td>0.1437</td>
<td>0.1437</td>
</tr>
<tr>
<td>0.0</td>
<td>0.45</td>
<td>0.0963</td>
<td>0.1031</td>
<td>0.1036</td>
<td>0.1037</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00</td>
<td>0.2422</td>
<td>0.2406</td>
<td>0.2402</td>
<td>0.2402</td>
</tr>
<tr>
<td>0.3</td>
<td>0.00</td>
<td>0.1509</td>
<td>0.1517</td>
<td>0.1513</td>
<td>0.1514</td>
</tr>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>0.1289</td>
<td>0.1360</td>
<td>0.1365</td>
<td>0.1366</td>
</tr>
</tbody>
</table>

finest grid $f_{0.01}|\Omega_{0.01}$. For example, by choosing the parameters as in the two first cases, the solution would be disastrous even if the computational cost is roughly the same.

Example 2 We consider the problem

$$\begin{align*}
\Delta u(x) &= 2e^{x_1-x_2}, & x \in \Omega, \\
u(x) &= e^{x_1-x_2} + e^{x_1} \cos x_2, & x \in \Gamma,
\end{align*}$$

where $\Omega$ is the same ellipse as introduced in the previous section. The solution in $\Omega$ is simply given by $u(x) = e^{x_1-x_2} + e^{x_1} \cos x_2$. This problem has been chosen so we could compare our results with previously published BEM results in [24]. The boundary is discretized with 40 quadratic elements.

To compute the particular solution, we chose $h = 0.01$ and considered the four following tests: (a) $J = 7$ ($n_c = 15$), (b) $J = 6$ ($n_c = 45$), (c) $J = 5$ ($n_c = 135$), (d) $J = 4$ ($n_c = 405$). In all cases, the wavelet coefficients are neglected ($n_d = 0$). In Figure we show graphs of the absolute value of the error (in decimal logarithmic scale) on the $x_1$-axis. Here again, reasonable results (maximum 5% of relative error) are obtained with very few coefficients (case (a)). The accuracy obtained with test(d) is almost comparable with Golberg’s results (see Table 6 in [24]) using the Multiquadrics interpolation. Note that the computational cost (in term of CPU time) for all these tests are similar and doesn’t exceed 10 seconds (some more detailed results are presented in the next example).
Example 3 In the previous examples, the source terms \( f \) are infinitely smooth and best results have been obtained by only considering the coefficients for the scaling function at different levels of compression. To see the benefit of the wavelet coefficients we consider the following problem

\[
\begin{align*}
\Delta u(x) &= f(r) = -(1 + 50|r - 1/2|)^{-1}, & x & \in \Omega \\
u(x) &= 0, & x & \in \Gamma,
\end{align*}
\]

where \( r = (x_1^2 + x_2^2)^{1/2} \) and \( \Omega \) is the unit circle. For this particular problem, the solution \( u \) is radial and is given by the following integral

\[
u(r) = \ln r \int_0^r f(t) t \, dt + \int_r^1 f(t) t \ln t \, dt, \quad r < 1. \tag{52}
\]

The calculations were done using 40 quadratic elements for the boundary. Internal values are computed at approximately 2000 nodes. Three tests have been carried out by fixing the parameters \( h = 0.01 \) and \( J = 6(n_c = 25) \) and by choosing respectively (a) \( n_d = 10 \), (b) \( n_d = 100 \), (c) \( n_d = 1000 \). These different values for \( n_d \) are estimated after examination of the decreasing rearrangement of the wavelet coefficients. In Table 4, we show computed values for \( u \) at selected points. Results in the last column are obtained from (52) by using MAPLE V. The last row illustrates the efficiency of the method (the cost for the 6 forward FWT is about 1 second). A plot of \( u \) is shown in Figure 7. Note the symmetry of the solution, as expected.

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>comp.(a)</th>
<th>comp.(b)</th>
<th>comp.(c)</th>
<th>Maple V</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.04</td>
<td>3.670</td>
<td>4.007</td>
<td>3.990</td>
<td>3.989</td>
</tr>
<tr>
<td>0.76</td>
<td>-0.44</td>
<td>0.762</td>
<td>0.825</td>
<td>0.814</td>
<td>0.814</td>
</tr>
<tr>
<td>0.28</td>
<td>0.00</td>
<td>3.403</td>
<td>3.901</td>
<td>3.889</td>
<td>3.889</td>
</tr>
<tr>
<td>0.32</td>
<td>-0.68</td>
<td>1.577</td>
<td>1.714</td>
<td>1.703</td>
<td>1.703</td>
</tr>
<tr>
<td>0.52</td>
<td>0.48</td>
<td>1.775</td>
<td>2.045</td>
<td>2.020</td>
<td>2.020</td>
</tr>
<tr>
<td>0.96</td>
<td>0.24</td>
<td>0.066</td>
<td>0.067</td>
<td>0.068</td>
<td>0.068</td>
</tr>
<tr>
<td>( - )</td>
<td>( CPU )</td>
<td>10.4 s</td>
<td>11.4 s</td>
<td>19.9 s</td>
<td>( - )</td>
</tr>
</tbody>
</table>

Table 4: Solutions \((\times 10^{-2})\) for Example 3

5 Conclusion

In this paper, we have shown how to replace the traditional Radial Basis Functions by \( B \)-spline wavelets \([9]\) to solve 2D Poisson's equation. As there is no analytical form for the associated particular solutions, these last are stored in a square domain by using finite-element approximation. Asymptotic expressions are then available outside of the domain of "storage". The main advantages of such a construction are (i) the computational cost to interpolate the source term is negligible even for high degree of freedom, this is not the case when using the RBFs since the interpolation matrix (10) has to be inverted, (ii) the Fast Wavelet Transform permits to obtain high level of compression, especially for smooth function, and a good accuracy (4 digits) can be obtained even for "singular" functions, (iii) the global cost, in terms of CPU time, is relatively cheap: 5 to 30 seconds according to the complexity on a Sun Workstation 300 Mhz.

Although we have only considered linear approximation \((d = 2)\) in the previous applications, the use of higher order might be fruitful especially when dealing with large scale problems and smooth functions.
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