Lorentzian noise in the two-dimensional electron gas of Al\textsubscript{x}Ga\textsubscript{1−x}As/GaAs quantum wells
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Current noise spectra $S_f(\omega)$ are reported on samples grown by the molecular beam epitaxy technique, with current-carrying contacts, acting as source and drain, and two probes extending into the two-dimensional electron gas (2DEG) of the AlGaAs/GaAs quantum well, in the range 77–295 K for frequencies of 10 Hz to 1 MHz. The time constants are almost independent of temperature and the current dependence is close to linear. The noise is interpreted as Lorentzian-modulated shot noise of the 2DEG current. © 1999 American Institute of Physics. [S0021-8979(99)08323-1]

I. INTRODUCTION AND PROPERTIES OF THE SAMPLES

The samples reported on in this study were grown by molecular beam epitaxy (MBE) at the Eindhoven University of Technology. Both the top layout ($x$–$y$ directions) and the layer configuration ($z$ direction) differ considerably from those of regular (gated or nongated) two-dimensional (2D) electron-gas field-effect transistor (TEGFET) devices. The source–drain length $L$ is rather large (1000 $\mu$m) and the width $w$ is small (260 $\mu$m), resulting in high-resistance devices. Since $R=L/(w_n\mu e)$, where $n_s$ is the sheet carrier density ($\approx 2.3 \times 10^{11}$ cm$^{-2}$) and $\mu$ is the mobility (7510 cm$^2$/Vs at room temperature), the resulting resistance is about 14 kΩ, decreasing to close to 1 kΩ at liquid-N$_2$ temperature. The current–voltage characteristics were linear in all cases. The top view of these “Hall structures” is given in Fig. 1.

The Hall data yielded the values of the electron density $n_x$, which are constant below 80–100 K, as pictured for samples W228-1 and W228-2 in Fig. 2. Some resistance data are plotted in Fig. 3. The measurement results in the temperature range from 78 to 295 K show that there is a shift around 200 K. The mobility results of Fig. 4 indicate a complete absence of impurity scattering up to 40 K. At low temperatures ($\leq 40$ K) the mobility reaches values of $10^6$ cm$^2$/Vs. Above 40 K the mobility decreases with $T^{-x}$, $x \approx 2.2$ as expected for polar optical phonon scattering in GaAs.\textsuperscript{1}

As to the layer configuration we note that the doped AlGaAs layer is approximately 380 Å, whereas the neutral spacer is considerably thicker than in conventional structures, viz., 600 Å; therefore, parallel conduction through the doped AlGaAs layer is negligible and it can be assumed that the current flows mainly in the quasi-2D quantum well interface plane. The adjacent GaAs buffer layer can be treated as an insulator, similar to the substrate. Two types of contacts were employed. Sample W228-1 had AuGeNi–alloy contacts formed by standard techniques, whereas sample W228-2 was provided with Sn contacts. Pellets were put on the sample and diffused downward at 450 °C, providing $n^+$ contacts to the two-dimensional electron gas (2DEG). The noise of the Sn-contact sample was found to be at least two orders of magnitude less than for the AuGeNi–alloy contacts, for both the $1/f$ and Lorentzian noise contributions, see below.

II. EXPERIMENTAL SETUP

Noise measurements were performed as a function of temperature $T$ for 78 K $\leq T \leq$ 300 K and frequency $f$ for 10 Hz $\leq f \leq$ 1 MHz. A brass box was made, containing the front-end circuitry and bias supply in order to shield the input circuit from outside signals. Calibration was achieved with a white-noise generator, Quan-Tech 420B (10 Hz–100 kHz) and a self-built noise generator based on an avalanche diode and integrated-circuit differential amplifier (10 kHz–4 MHz). During the experiments the Hall structure device was placed in a Janis nitrogen bath cryostat with its temperature controlled by a Cryotronics VPF-100 autotuning thermal controller. The cryostat also acted as an external noise shield.

A Brookdeal 5184 low-noise amplifier was used to amplify the signals generated by the noise generator and the device under test. The spectral intensity of the output of the Brookdeal amplifier was measured by a HP3589A spectrum analyzer interfaced with a computer, which provided postaveraging, data storage, and a log–log display. Stable averages of $\pm 5\%$ standard derivation were obtained. A flow chart of the measurement procedure is given in Fig. 5.

The device under test (DUT) can be represented by a current generator expressing the excess noise in parallel with...
the small-signal resistance of the device itself. The low-noise amplifier is modeled as a noiseless amplifier with a voltage gain, a voltage noise source $S_{V_{eq}}$ in series to the input and a current source $S_{I_{eq}}$ in parallel to the input. The noise-equivalent scheme of the experimental setup is shown in Fig. 6. Here, $R_x$ is the device resistance between the probes, $R_L$ represents the part of the device between the probes and external contacts, and $R_L$ is the load resistance proper. Two coils were inserted ($\omega L \ll R_L$) to avoid pickup in the floating leads.

The calibration resistance $R_x$, the load impedance of the device $R_D = (1/4)(R_L + R'_L)$, and the device resistance $R_{DUT} = R_x$ can be put together into an equivalent input resistance $R_{eq} = R_x/R_L$ representing an equivalent current source $4kT/R_{eq}$. The input impedance $Z_{in}$ is $R_{in}^{(1/j\omega C_{in})} = R_{in}^{(1 + j\omega C_{in} R_{in})}$. The output of the analyzer can be expressed in terms of the power spectral densities of the noise sources. Capacitive shunting is considerable for these high-Ohmic devices, but canceled out by the measurement of $S_V(\omega)$ rather than $S_V(\omega)$, as set forth below.

The noise measurement procedure is the three-point measurement technique. Let $M_1$ be the output analyzer reading with a current flowing through the device under test and the noise generator turned off; $M_2$ be the output analyzer reading with the noise calibration source applied to the terminal without current flowing through the device under test and the noise generator set to a value $V_n$ per $\sqrt{Hz}$; and $M_3$ be the output analyzer reading without current flowing through the device under test and the noise generator (NG) off. Then, noting there are four Norton generators in parallel to $Z_{in}$

$$M_1 = X \left| Z_{in} \right|^2 \left[ S_{V_{DUT}}(f) + \frac{4kT}{R_{in}} + S_{I_{eq}}(f) \right] + S_{V_{eq}} \right),$$

where $X$ is a constant resulting from the amplification and the bandwidth of the system. Further,

$$M_2 = X \left| Z_{in} \right|^2 \left[ S_{V_{NG}} \frac{4kT}{R_{in}} + S_{I_{eq}}(f) \right] + S_{V_{eq}},$$
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where \( S_{V,\text{NG}}/(R_S)^2 \) is the voltage intensity output of the calibration noise generator in a bandwidth of 1 Hz. Finally,

\[
M_3 = X \left[ \left| Z_{\text{in}} \right|^2 \frac{4 k T}{R_{\text{in}}} + S_{I,\text{eq}(f)} \right] + S_{V,\text{eq}}. \tag{3}
\]

It follows that

\[
S_{I,\text{DUT}}(f) = \frac{M_1 - M_3}{M_2 - M_3} \frac{S_{V,\text{NG}}}{R_S^2}. \tag{4}
\]

Note that our \( S_{I,\text{DUT}} \) includes only "excess noise," i.e., noise over and above the thermal noise.

### III. EXPERIMENTAL RESULTS

The noise measurements were made in the Ohmic range with probes to eliminate the contribution of the contact noise. A typical current spectral density is shown in Fig. 7, which is for sample W228-1 at 297 K and 100 \( \mu \text{A} \). Each of the spectra has two or three Lorentzians in addition to \( 1/f \) noise. The spectra are fitted by the form

\[
S_f(\omega) = \frac{A}{\omega^2} + \frac{B}{1 + \omega^2 r_1^2} + \frac{C}{1 + \omega^2 r_2^2} + \frac{D}{1 + \omega^2 r_3^2}, \tag{5}
\]

[the ( ) on the second term indicates that this very low-frequency Lorentzian is sometime absent]. Figure 8 gives another current spectrum for W228-1 at lower temperature, 222 K, and 100 \( \mu \text{A} \). Figures 9 and 10 are two current spectra...
for sample W228-2 at 154 and 78 K, respectively. Table I gives the measured data of W228-2, the Sn-contact sample. It clearly shows that the overall spectra vary little over the measured temperature range. This fact also holds for W228-1, the AuGeNi–alloy contact sample. It is also noticed that the noise is strongly affected by the nature of the source and/or the drain contacts, with the Sn contacts exhibiting far lower noise (two orders of magnitude) than the AuGeNi–alloy contacts; furthermore, the noise does not have the usual $I^2$ dependence but has a close to a linear current dependence, as shown in Fig. 11. The above observations are the basis for the interpretation in the next section.

IV. TENTATIVE INTERPRETATION

In contrast to all previously reported data on AlGaAs/GaAs devices,2–4—and also at variance with another paper5—the noise cannot be interpreted as $g-r$ noise of the AlGaAs layer since (a) the time constants do not reveal the presence of activation energies and (b) the variation with current is close to linear. We are, therefore, led to believe that the noise of these samples truly originates in the 2D electron gas of the well and that it should be interpreted as Lorentzian-modulated shot noise, associated with emission centers formed by the interface states in the vicinity of the internal source (or drain) contact.

The discrete energy levels of the well, $\epsilon_0$, $\epsilon_1$, $\epsilon_2$, ..., give rise to subband contributions in the $xy$ plane, see Fig. 12. Due to the “logarithmic Fermi statistics” for the surface densities,$^6$

$$n_{i} = N_c^{(2)} kT \ln\left[1 + \exp\left((\epsilon_{F} - \epsilon_{i})/kT\right)\right],$$

where $i=0,1,2,\ldots$, refers to the subbands, and $N_c^{(2)} = 2(2\pi m^{*}kT/h^2)$ is the two-dimensional density of states, the temperature dependence of $n_{i}$ is weak. Whereas the subbands interchange carriers due to optical or intervalley phonon transfer (see below), these transitions have relaxation times of roughly 1 ps; so, for our frequency range the occupancies are stationary, although subject to low-frequency fluctuations, due to injection and/or extraction at the source and/or drain. A plot of the occupancies $n_{0}(T)$ and $n_{1}(T)$ is given in Fig. 13 for the range 78–300 K. Due to the logarithmic Fermi statistics of Eq. (6), there is only a weak temperature dependence [in complete contrast to a three-dimensional (3D) gas]; $n_{0}$ changes by 12% and $n_{1}$ by a factor of approximately 6. Intersubband transitions do occur, but since the energy separation is of order 35 meV, only polar optical phonons and intervalley phonons can mediate the electron transfer; we note that for GaAs $\hbar \omega_{\text{polar opt.}} = 37$meV and $\hbar \omega_{\text{intervalley}} = 30$meV, see Ref. 7. With a mean-free path of 1000 Å and thermal velocity of $10^7$

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$I$ ($\mu$A)</th>
<th>$A$ ($10^{-20}$)</th>
<th>$B$ ($10^{-20}$)</th>
<th>$\tau_{1}$ ($10^{-4}$)</th>
<th>$C$ ($10^{-20}$)</th>
<th>$\tau_{2}$ ($10^{-5}$)</th>
<th>$D$ ($10^{-20}$)</th>
<th>$\tau_{3}$ ($10^{-5}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>200</td>
<td>1.0</td>
<td>0.9</td>
<td>0.3$x_{10^{-3}}$</td>
<td>3.3</td>
<td>0.5$x_{10^{-4}}$</td>
<td>8.9</td>
<td></td>
</tr>
<tr>
<td>222</td>
<td>250</td>
<td>1.0</td>
<td>2.8</td>
<td>1.5$x_{10^{-2}}$</td>
<td>4.6</td>
<td>2.9$x_{10^{-3}}$</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td>154</td>
<td>300</td>
<td>1.5</td>
<td>4.0$x_{10^{4}}$</td>
<td>1.0$x_{10^{-2}}$</td>
<td>8.0</td>
<td>1.1$x_{10^{-3}}$</td>
<td>5.0</td>
<td>1.0$x_{10^{-4}}$</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>1.5</td>
<td>3.0$x_{10^{4}}$</td>
<td>6.0$x_{10^{-2}}$</td>
<td>8.0</td>
<td>1.1$x_{10^{-3}}$</td>
<td>1.5</td>
<td>3.2$x_{10^{-4}}$</td>
</tr>
<tr>
<td>78</td>
<td>500</td>
<td>1.5</td>
<td>5.0$x_{10^{4}}$</td>
<td>10.0$x_{10^{-2}}$</td>
<td>8.0</td>
<td>0.9$x_{10^{-3}}$</td>
<td>2.5</td>
<td>2.2$x_{10^{-4}}$</td>
</tr>
</tbody>
</table>
cm/s (estimated since $m^*$ is not well known), the collision time is of order 1 ps. So, the Lorentzians of these processes have turnover frequencies of order 160 GHz, entirely outside the scope of our present considerations.

We must, therefore, look to the coupling of the internal source contact to the subbands for the origin of the noise. This is also indicated experimentally; the Sn contacts (sample W228-2) yield two orders of magnitude smaller plateau values than the AuGeNi contacts. Of course, perfect contacts give an unimpeded injection into the 2D $x$-$y$ plane and produce no noise. We thus assume that part of the injection process takes place via interface states at the internal source contact, which emit their charges via tunnel processes into the subbands. These interface states probably form a continuum on the energy scale, but only states being near the Fermi energy need to be considered. We denote the occupancy per cm$^2$ by $N_x$, the total interface density near $E_F$ being $\bar{N}_x$. (In noise analysis we need occupancy and state numbers for the statistical distributions whereas densities are used in the kinetic equations. To avoid a double set of symbols we assume, where necessary, a fictitious area of 1 cm$^2$.) The carriers in these states fluctuate, because of random supply by the external source contact (electrode), which acts as an infinite reservoir. We thus assume Poissonian statistics for the filling of the interface states, whereas the coupling to the subbands involves a gain–loss process with exponential delay, see Eq. (10) below.

The emission process can, therefore, be described as a compound Poisson process, i.e., the probability for the emission of $M$ electrons in an interval $(t, t + \theta)$ at an average rate $\lambda$ is given as

$$W(M, \theta) = \sum_{N_x} \left[ \lambda \int_{t}^{t+\theta} N_x(t') dt' \right]^M M! \times \exp \left\{ -\lambda \int_{t}^{t+\theta} N_x(t') dt' \right\} P(N_x), \quad (7)$$

where $P(N_x)$ is the stationary probability distribution for the interface occupancy $N_x(t)$. The first two factorial moments and the variance are easily obtained; using the overhead bar for averages involving $M$ and angular brackets for averages concerning $N_x$, we have

$$\bar{M}_0 = \sum_M W(M, \theta) = \left( \lambda \int_{t}^{t+\theta} N_x(t') dt' \right) = \lambda \theta \langle N_x \rangle, \quad (8)$$

$$\Delta M_0^2 = \lambda \theta \langle N_x \rangle + \lambda^2 \int_0^{\theta} dt_1 \int_0^{\theta} dt_2 \langle \Delta N_x(t_1) \Delta N_x(t_2) \rangle. \quad (9)$$

In the latter expression the correlation function for the interface occupancies occurs, for which we assume

$$\langle \Delta N_x(t_1) \Delta N_x(t_2) \rangle = \langle \Delta N_x^2 \rangle \exp \left\{ -|t_2 - t_1|/\tau \right\}. \quad (10)$$

Equations (9) and (10) lead to “superstatistical emission noise,” the theory of which was worked out before by Van Vliet, Handel, and van der Ziel. Via MacDonald’s theorem, see the Appendix, one obtains for the spectrum of the flux variations $\Delta m(t)$ of emitted particles

$$S_{\Delta m}(\omega) = 2\bar{m} \left[ 1 + 2 \frac{\langle \Delta N_x^2 \rangle}{\langle N_x \rangle} \right] \lambda \tau \frac{1}{1 + \omega^2 \tau^2}. \quad (11)$$

where we used $\langle N_x \rangle = \bar{M}_0/\theta = \bar{m}$ cf., Eq. (8). Multiplying Eq. (11) by $e^2$, this gives the current noise. The first term is then the shot noise which is suppressed in a nonballistic device (as shown by Brillouin), and will be omitted. The second term is the Lorentzian contribution.

We are now more specific with regards to the gain–loss process of the emission centers. Let $\bar{\gamma}(t)$ be the loss due to emission into the subband "i" and $g_i$ the gain; clearly, then,
where, as stated before, \( N_i \) is the interface occupancy, \( \bar{N}_i \) is the total available number, and \( n_{i\bar{i}} \) is the subband occupancy. From the theory of gain–loss\(^{10,11}\) processes one finds

\[
\tau_i = \frac{1}{I_i} [\langle N_i \rangle - g_i(N_i)](N_i) = \frac{1}{\lambda_i + \delta(n_{i\bar{i}} + \alpha \bar{N}_i)],
\]

(13)

where \( \alpha \) is the fraction of empty interface states, while \( \delta = \langle v_{th} \rangle \sigma_i / w \), where \( v_{th} \) is the thermal velocity, \( \sigma_i \) the capture cross section of the interface states, and \( w \) the width of the well. As in most trapping processes we assume \( \bar{N}_i - \langle N_i \rangle = \alpha \bar{N}_i \approx n_{i\bar{i}} \). Thus, approximately,

\[
\tau_i \approx \frac{1}{\lambda_i + \delta}(n_{i\bar{i}}). \tag{14}
\]

Since now \( \lambda_i = \gamma_i / \langle N_i \rangle \) [see Eq. (12)] and \( \gamma_i = g_i \) due to detailed balance, we have

\[
\lambda_i \tau_i = \frac{g_i \gamma_i}{\langle N_i \rangle} \frac{\delta(\bar{N}_i - \langle N_i \rangle)}{\delta(n_{i\bar{i}} + \lambda_i/\delta \langle N_i \rangle)} = \frac{\alpha \langle n_{i\bar{i}} \rangle}{\beta \langle n_{i\bar{i}} \rangle + \lambda_i/\delta}, \tag{15}
\]

where \( \alpha \) is the fraction of empty interface states and \( \beta = \langle N_i \rangle / \langle \bar{N}_i \rangle \) is the fraction of occupied states. Let \( I_i \) now be the current that passes through the interface states into the subband \( i \). Clearly, \( I_i(t) = e m_i(t) \). We obtain from Eqs. (11) and (15), denoting the resulting channel current by \( I_0 \),

\[
S_{A\omega}(\omega) = 4 e \alpha \sum_i I_i \frac{\langle n_{i\bar{i}} \rangle}{\langle n_{i\bar{i}} \rangle + \lambda_i/\delta + 1 + \omega^2 \tau_i^{-2}} = 4 e \alpha \sum_i I_i \frac{\delta}{\tau_i} \frac{\tau_i}{1 + \omega^2 \tau_i^{-2}}, \tag{16}
\]

Finally, we must find a relationship with the total current mitigated and nonmitigated by the interface states—denoted as \( I_0 \). We have

\[
I_i = e \lambda_i \langle N_i \rangle = e \lambda_i \beta \bar{N}_i, \tag{17}
\]

and we write

\[
e\lambda_i \langle n_{i\bar{i}} \rangle = \chi_i I_i = \chi_i p I_0, \tag{18}
\]

where \( \chi_i \) pertains to the fraction of carriers traveling in the subband \( i \); further, \( p \) denotes the fraction of current mitigated by the interface states. We further write \( S_{A\omega}(\omega) = S_{A\omega}(\omega) \), since no noise—except strongly suppressed shot noise\(^{9}\)—is attributed to the current fraction \( (1 - p) I_0 \). Then, from Eq. (16) and the expression for \( \delta \) given after Eq. (13):

\[
S_{A\omega}(\omega) = 4 e \alpha p I_0 \bar{N}_i \sum_i \frac{\langle v_{th} \sigma_i \rangle}{w} \chi_i \tau_i \frac{1}{1 + \omega^2 \tau_i^{-2}}, \tag{19}
\]

which is the basic form for Lorentzian-modulated shot noise.

Finally, assuming that the emission tunnel process is elastic, note that \( \chi_i \bar{N}_i = N_{i\bar{i}} \) relates to interface states having an energy within a range \( \sim 2kT \) of the subband \( \epsilon_i \). We then have, alternatively,

\[
S_{A\omega}(\omega) = 4 e p I_0 \sum_i \frac{\langle v_{th} \sigma_i \rangle}{w} \alpha_i N_{i\bar{i}} \frac{\tau_i}{1 + \omega^2 \tau_i^{-2}}, \tag{20}
\]

In this form the result is identical with a second model, developed in Ref. 12, in which a priori, the different Lorentzians were attributed to different groups of interface states. Without further technological studies no definite distinction between these models can be made, so in this article we focus on the model implied by Eq. (19) for the interpretation.

Thus, since \( (n_{i\bar{i}}) > (n_{i\bar{i}}) > (n_{i\bar{i}}) \), we have \( \tau_0 < \tau_1 < \tau_2 \); we, therefore, attribute the highest frequency Lorentzian—being in all spectra the main Lorentzian—to subband \( \epsilon_0 \), the next highest frequency Lorentzian to subband \( \epsilon_1 \), and the lowest frequency Lorentzian to subband \( \epsilon_2 \). The observed plateau values vary \( \propto \chi_i \tau_i \), the prefactor being the same for all Lorentzians, indicating a common origin. Most important, the noise is proportional to \( \bar{N}_i \), the interface states sheet density. Thus, as we noted already, \( \bar{N}_i \) must be several orders of magnitude less for the sample with the Sn contacts than for the sample with the AuGeNi–alloy contacts.

In conclusion, this theory, while tentative, explains most of the features of the observed noise, both the strong dependence on \( \bar{N}_i \) and the very weak dependence of the relaxation times on temperature, see Eq. (14) and Fig. 13. For the highest frequency Lorentzian, Table I indicates that \( \tau_2 \) is, by and large, constant, commensurate with \( \delta \sigma_i n_0 \approx \lambda_0 \) for most temperatures. For the second Lorentzian \( \tau_2 \), shows the same pattern, suggesting that \( \tau_2 = 1/\lambda_1 \) as the temperature decreases. Although the temperature dependence of the \( \tau_2 \) is not fully explained in this model, the reader will note that “near-constant” relaxation times are strongly indicative of 2DEG, and are not possible in any 3D electron gas, in which the occupancies vary over orders of magnitude, leading to Arrhenius plots for \( r(t'/\tau'0) \), see Refs. 2–5. To obtain some quantitative data we consider the main Lorentzian with \( \tau = 5 \times 10^{-7} \) s, representing the gain–loss process for the first subband. From Eq. (14), neglecting \( \lambda_0 \) and assuming \( n_0 \approx 10^{11} \) cm\(^{-2} \), we find \( \delta = 2 \times 10^{-5} \) cm\(^2\)/s. With \( w = 3 \) \times 10\(^{-7}\) cm (30 Å), \( v_{th} = 10^7 \) cm/s, this yields \( \sigma_i = 10^{-18} \) cm\(^2\), which is an acceptable value for the capture cross section of negatively charged interface states; similar cross sections are reported by Hofman et al.\(^4\) and elsewhere in the literature.
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**APPENDIX: COMPOUND POISSON SPECTRA**

A compound Poisson distribution was employed by Mandel\(^1\) for the description of wave-interaction noise. Subsequently, Van Vliet, Handel, and Van der Ziel\(^2\) have shown that “superstatistical emission noise” occurs in a large variety of fluctuation processes, from flicker noise as originally envisioned by Schottky, to cathodoluminescence fluctuations in the light output of phosphors\(^1\) in which Lorentzians occur due to the time delay of the deactivation of excited emission levels. This phenomenon closely resembles the model proposed here for the source–drain current in the 2DEG.
Thus, the full result becomes

$$\bar{\Delta M^2_\theta} = \lambda \theta \langle N_s \rangle + 2 \lambda^2 \langle DN_s^2 \rangle \tau \int_0^\theta dw (1 - e^{-w/\tau}). \quad (A4)$$

Further, let $m$ be the rate of emitted particles in the interval $(t, t + \theta)$. Then, for the finite time average

$$m(t) = \frac{1}{\theta} \int_t^{t + \theta} m(t') dt', \quad (A5)$$

and

$$\langle \Delta m^2_\theta \rangle = \frac{1}{\theta^2} \bar{\Delta M^2_\theta}. \quad (A6)$$

Using Eq. (A4), this yields

$$\frac{\partial}{\partial \theta}(\theta^2 \bar{\Delta M^2_\theta}) = \lambda \langle N_s \rangle + 2 \lambda^2 \langle DN_s^2 \rangle \tau (1 - e^{-\theta/\tau}). \quad (A7)$$

The spectrum for the flux $m(t)$ is computed from MacDonald’s theorem$^{15}$

$$S_\Delta m(\omega) = 2 \omega \int_0^\infty d \theta \sin(\omega \theta) \frac{\partial}{\partial \theta}(\theta^2 \bar{\Delta M^2_\theta}). \quad (A8)$$

A straightforward calculation yields the main result [Ref. 8, Eq. (2.19)]:

$$S_m(\omega) = 2 \lambda \langle N_s \rangle \left[ 1 + 2 \frac{\langle DN_s^2 \rangle}{\langle N_s \rangle} \frac{1}{\lambda \tau} \right] \left[ \frac{1}{1 + [\omega^2 \tau]^2} \right]. \quad (A9)$$