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Neural Networks for Solving Constrained Optimization Problems
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Abstract: - In this paper we consider several Neural Network architectures for solving constrained optimization problems with inequality constraints. We present a new architecture based on the exact penalty function approach. Simulation results based on SIMULINK® models are given and compared.
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1 Introduction
Artificial Neural Networks (ANN) have already been used to obtain solution of constrained optimization problems [1]. In 1984 Chua and Lin [2] developed the canonical non-linear programming circuit, using the Kuhn-Tucker conditions from mathematical programming theory. Later, Tank and Hopfield [3] developed their optimization network for solving linear programming problems. Some practical design problems of the Tank and Hopfield network along with its stability properties are discussed in [4].

An extension of the results of Tank and Hopfield to more general non-linear programming problems is presented in [5]. The authors note that the network introduced by Tank and Hopfield can be considered to be a special case of the canonical non-linear programming network proposed in [2], with capacitors added to account for the dynamic behavior of the circuit. The above discussed approach implicitly utilizes the penalty function method [1], [6], [10] whereby a constrained optimization problem is approximated by an unconstrained optimization problem. In [7] an exact penalty function approach is used and a neural optimization network is presented for solving constrained optimization problems. The proposed architecture can be viewed as a continuous Neural Network (NN) model, and, in [8], use is made of SIMULINK® for modeling and simulations of its behavior. In this paper we synthesize a new NN architecture based on a different exact penalty function. The proposed optimization network is capable of solving a general class of constrained optimization problems. Simulation results based on MATLAB® and SIMULINK® are given.

The paper is outlined as follows. In the next section we give a brief overview of some important NN models based on penalty functions (both differentiable and exact) for solving constrained optimization problems with inequality constraints. Based on the max exact penalty function we present a new NN architecture. Section 3 contains simulation results and section 4 some concluding remarks.

2 Neural Networks for Solving Constrained Optimization Problems Based on the Penalty Function Approach
We begin this section with a brief overview of NN architectures proposed in the literature for solving constrained optimization problems with inequality constraints. The general form of the problem to be solved is

$$\min_{x} f(x)$$
subject to:
$$g_i(x) \geq 0, \quad i=1,2,\ldots,m$$

where $$x=(x_1, x_2, \ldots, x_n)^T$$. In (1) $$f(x)$$ is the objective function which has to be minimized and $$g_i(x)$$, $$i=1,2,\ldots,m$$ are inequality constraints. It should be noted that any equality constraint $$h_i(x)$$, could be transformed into two inequality constraints $$h_i(x) \geq 0, -h_i(x) \geq 0$$, i.e. the problem (1) is
sufficiently general. All functions involved are assumed to be continuously differentiable.

The penalty function method consists of transforming the constrained optimization problem (1) into an unconstrained one based on a penalty function defined as follows [10]:

\[
E(x,k) = f(x) + \sum_{i=1}^{m} k_i P(g_i(x))
\]

(2)

where the penalty term \( P(g_i(x)) \) should satisfy

\[
P(g_i(x)) > 0, \quad \text{if} \quad g_i(x) > 0,
\]

\[
P(g_i(x)) > 0, \quad \text{if} \quad g_i(x) < 0.
\]

(3)

In the NN literature the penalty function \( E(x,k) \) is often viewed as an energy function for the corresponding network [1]. Assuming differentiability, a local minimum of the penalty function \( E(x,k) \) is found by using the following dynamic gradient scheme [1]:

\[
\frac{dx}{dt} = -\mu \nabla_x E(x,k), \quad x(0) = x^{(0)}
\]

(4)

\[
\mu = \text{diag}(\mu_1, \mu_2, \ldots, \mu_n)
\]

or, in extended form,

\[
\frac{dx_j}{dt} = -\mu_j \left( \frac{\partial f(x)}{\partial x_j} + \sum_{i=1}^{n} k_j \frac{\partial P(g_i(x))}{\partial x_j} \right) \quad x_j(0) = x_j^{(0)}
\]

(5)

\[
\frac{dx}{dt} = -\mu \nabla_x E(x,k), \quad x(0) = x^{(0)}
\]

where \( \mu_j > 0, k_j > 0 \). Usually one takes \( \mu_j = \mu = 1/\tau \), \( j=1,2,\ldots,m \), where \( \tau \) is the NN time constant, and \( k_i = k, i=1,2,\ldots,n \).

Normally, two types of penalty terms are used

\[
P(g(x)) = [\min \{0, g_i(x)\}]^2
\]

(6)

\[
P(g(x)) = -\min \{0, g_i(x)\}
\]

(7)

Figure 1. Neural Network for solving the constrained optimization problem based on the penalty terms (6)
Based on the penalty terms (6), the energy function obtained is
\[ E(x,k) = f(x) + \frac{1}{2} \sum_{i=1}^{m} k_i \left[ \min\{0, g_i(x)\} \right]^2, \quad (8) \]

Assuming that \( g_i(x), i=1,2,\ldots,m \) have continuous first derivatives, it is easy to show that the same is true for \( P(g_i(x)) \) as defined by (6), therefore \( E(x,k) \) in (8) is continuously differentiable. The gradient of \( P(g_i(x)) \) in (6) is:
\[ \nabla \left[ \min\{0, g_i(x)\} \right] = \min\{0, g_i(x)\} \nabla g_i(x) \quad (9) \]

By using the gradient strategy for minimizing \( E(x,k) \), the following system of ordinary differential equations [1], [8] is obtained
\[ \frac{dx_j}{dt} = -\mu \left( \frac{\partial f(x)}{\partial x_j} + \sum_{i=1}^{m} k_i S_j g_i(x) \frac{\partial g_i(x)}{\partial x_j} \right), \quad (10) \]
where,
\[ S_j = \begin{cases} 1, & \text{if } g_i(x) \leq 0, \\ 0, & \text{if } g_i(x) > 0. \end{cases} \quad (11) \]

and, obviously,
\[ S_i g_i(x) = \min\{0, g_i(x)\}. \]

The functional scheme for simulating the above equations is given in figure 1. This scheme could be considered as a Neural Network, where the integrators represent the neurons (basic units) and functional nonlinear generators build up the connections between them.

This approach, described in [1], [5], [6], essentially replaces the constrained problem (1) by an unconstrained minimization of the differentiable penalty function (8). However, theoretical results on the penalty function method [10], show that equivalence of the problems (1) and \( \min_{x} E(x,k) \) is only obtained in the limit, as \( \min_{i=1,...,m} k_i \to \infty \).

Since the values of the parameters \( k_i, i=1,...,m \) used by the NN (10) of fig.1 are finite, it follows that the unconstrained minima of (8) obtained by the NN will only be approximations to the true solutions of the constrained problem (1). The quality of the approximation improves if larger values are chosen for the \( k_i \)'s, however, the true solution of (1) will not be obtained unless \( \min_{i=1,...,m} k_i \to \infty \).

Let us now consider the penalty terms (7). Using these in (2) gives the following penalty function:
\[ E(x,k) = f(x) - \sum_{i=1}^{m} k_i \min\{0, g_i(x)\} \quad (12) \]

Due to the non-differentiability of the penalty term (7), this penalty function is non-differentiable, even though the functions \( g_i(x) \) are assumed differentiable. The penalty function (12) is termed exact because it can be proven, [10], that any unconstrained minimum of (12) is also a solution of the constrained problem (1), provided that \( \min_{i=1,...,m} k_i \) is sufficiently large. Thus, in contrast to the previous situation, replacing (1) by an unconstrained minimization of (12) will yield the true solution of (1) if the \( k_i \)'s are sufficiently large but finite.

When the penalty terms (7) are used, the corresponding system of ordinary differential equations is [1]:
\[ \frac{dx_j}{dt} = -\mu \left( \frac{\partial f(x)}{\partial x_j} - \sum_{i=1}^{m} k_i S_j g_i(x) \frac{\partial g_i(x)}{\partial x_j} \right), \quad (13) \]
where \( \mu_j > 0 \) and
\[ S_j = \begin{cases} 1, & \text{if } g_i(x) \leq 0, \\ 0, & \text{if } g_i(x) > 0. \end{cases} \quad (14) \]

In this case the functional scheme is given by figure 2. This is a simpler NN than those of figure 1. It should be noted that this Neural Network realization uses simple switches instead of the expensive analog multipliers. However because of the non-smooth nature of the penalty function, the first derivative discontinuities could influence into parasitic effects and slow up the solution speed.
In this paper we propose to use an alternative penalty function. Instead of adding together the penalty terms \(-k_i \min\{0, \varphi_i(x)\}\), we propose to take the maximum of these terms. Thus the following penalty (energy) function is obtained:

\[
E(x,k) = f(x) + \max_{i=1,...,m} \{k_i P(\varphi_i(x))\} = f(x) + \max_{i=1,...,m} \{\max\{0, -k_i \varphi_i(x)\}\} = f(x) + \max\{0, -k_1 \varphi_1(x), -k_2 \varphi_2(x), ..., -k_m \varphi_m(x)\}
\]

In this penalty function, only the most violated inequality constraint is taken into account. The penalty function (15) has been analyzed in the optimization literature, and it has been shown, [11], that it is an exact penalty function, i.e. that replacing (1) by an unconstrained minimization of (15) will yield the true solution of (1) if the \(k_i\)'s are sufficiently large but finite. Obviously, (15) is non-differentiable.

In order to apply the gradient strategy for minimizing (15), we select

\[
\frac{dx}{dt} = -\mu \partial E(x,k)
\]

where \(\partial E(x,k)\) is the generalized gradient of (15). This may be done by using the same system of ordinary differential equations (13) as before, where now the control signals \(S_i\) are defined as follows:

\[
S_i = \begin{cases} 1, & \text{if } \max\{0, -\varphi_i(x)\} = \max_{j=1,...,m} \{\max\{0, -\varphi_j(x)\}\} \\ 0, & \text{if } \max\{0, -\varphi_i(x)\} < \max_{j=1,...,m} \{\max\{0, -\varphi_j(x)\}\} \end{cases}
\]

The corresponding functional scheme, which in fact is the proposed NN architecture, is shown in figure 3.

The difference between the architecture of figure 2 and the proposed NN architecture (fig. 3) consists in a "winner-take-all" block included into the Control Network. This block is used to determine
dynamically the index $i^*$ of the most violated inequality and to generate the control signal $S_{i^*} = 1$ corresponding to this inequality, while all other control signals (corresponding to other inequalities) are equal to 0. Details of the operation of the “winner-take-all” block are given in [1]. Because of the non-smooth character of the exact penalty function (15), the first derivative discontinuities can lead sometimes again into parasitic effects and slow up the solution speed.

Figure 3. Proposed Neural Network for solving the constrained optimization problem based on the max exact penalty function

3 Simulation Example for testing the Neural Networks

In this section we present simulation results for the Neural Network architectures considered. We use the following simple example

$$
\begin{align*}
\text{minimize} & \quad f(x) = 2x_1^2 + x_2^2 \\
\text{subject to:} & \quad g_1(x) = -x_1 + x_2 - 2 \geq 0 \\
& \quad g_2(x) = x_1 + x_2 - 2 \geq 0
\end{align*}
$$

(18)
The solution of the above problem is the point \( x^* = (x_1^*, x_2^*) = (0, 2) \) as can be easily verified analytically. For this example we have \( m = 2, n = 2 \). We have made SIMULINK® models of the Neural Networks of figures 1, 2 and 3, and have simulated their behavior. The results are given for the following parameter values: \( k_1 = 20, k_2 = 20, \mu_1 = 10, \mu_2 = 10 \).

The SIMULINK® model of the NN of figure 1 is given in figure 4.

![Figure 4. SIMULINK® model for the NN of figure 1, for the solution of problem (18)](image)

The simulation results for initial conditions \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (1, -1) \) and \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (-1, 1) \) are given in figure 5a and figure 5b respectively.

![Figure 5a. Simulation results for initial conditions \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (1, -1) \) for the NN model of figure 4](image)

![Figure 5b. Simulation results for initial conditions \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (-1, 1) \) for the NN model of figure 4](image)

The model of the NN of figure 2 is given in figure 6.
The corresponding simulation results for initial conditions \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (1, -1) \) and \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (-1, 1) \) are given in figure 7a and figure 7b respectively.

Finally, we have modeled the proposed Neural Network of figure 3. The corresponding SIMULINK® model is given in figure 8.

The simulation results of the behavior of this model - for initial conditions \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (1, -1) \) and \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}) = (-1, 1) \) - are given in figure 9a and figure 9b respectively.
Figure 8. SIMULINK® model for the proposed NN of figure 3, for the solution of problem (18)

Figure 9a. Simulation results for initial conditions 
$x^{(0)}=(x_1^{(0)}, x_2^{(0)})=(1, -1)$ for the NN model of figure 8

In relation with the results of figures 5, 7 and 9, the following observations should be made. The asymptotic value of the variable $x_2$ in figures 5a and 5b is close to the optimal value $x_2^* = 2$ of (18), however it is not equal to $x_2^*$. This is due to the non-exact character of the penalty function (8) minimized by the NN of figure 1 (model of fig. 4).

Figure 9b. Simulation results for initial conditions 
$x^{(0)}=(x_1^{(0)}, x_2^{(0)})=(-1, -1)$ for the NN model of figure 8

By contrast, the Neural Networks of figures 2 and 3 (models of figs. 6 and 8), which are based on the exact penalty functions (12) and (15) respectively,
do obtain the true optimal point $x^* = (x_1^*, x_2^*) = (0, 2)$ eventually. This is clearly depicted in figures 7a, 7b and 9a, 9b, respectively. This situation has been confirmed by extensive experimentation (with different parameter values) for the simple problem considered here. It should also be observed that for the NN of figure 1, the final steady state is reached exponentially, theoretically for $t \to \infty$. For the NN of figure 2, the steady state is reached faster (in finite time) and, as mentioned above, coincides with the analytical solution of problem (18). The proposed NN (figure 3) behaves in a similar manner as the NN from figure 2. The only practical problems encountered in these cases were related to modeling of the discontinuities (for $g(x)=0$) with SIMULINK®. The parameters $k_1$ and $k_2$ were chosen after some experimentation with the models. For smaller values of these parameters, some of the constraints could be violated, while the larger values of $k_1$ and $k_2$ could influence into different effects in the dynamic behavior of Neural Networks due to ill conditioning etc. The parameters $\mu_1$ and $\mu_2$ are directly connected with the duration of the transient. For larger $\mu_1$ and $\mu_2$ the transient is faster but this is connected with difficulties during the simulation procedure.

4 Conclusion
In this paper we consider several Neural Network architectures for solving constrained optimization problems with inequality constrains. We present a new architecture based on the max penalty function. SIMULINK® models of the considered NN are presented and simulation results are given.
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