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Abstract This paper proposes a new variant of the task allocation problem, where the agents are connected in a social network and tasks arrive at the agents distributed over the network. We show that the complexity of this problem remains \( \text{NP}\)-complete. Moreover, it is not approximable within some factor. In contrast to this, we develop an efficient greedy algorithm for this problem. Our algorithm is completely distributed, and it assumes that agents have only local knowledge about tasks and resources. We conduct a broad set of experiments to evaluate the performance and scalability of the proposed algorithm in terms of solution quality and computation time. Three different types of networks, namely small-world, random and scale-free networks, are used to represent various social relationships among agents in realistic applications. The results demonstrate that our algorithm works well and also that it scales well to large-scale applications. In addition we consider the same problem in a setting where the agents holding the resources are self-interested. For this, we show how the optimal algorithm can be used to incentivize these agents to be truthful. However, the efficient greedy algorithm cannot be used in a truthful mechanism, therefore an alternative, cluster-based algorithm is proposed and evaluated.
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1 Introduction

Recent years have seen a significant amount of work on task and resource allocation methods, which can potentially be applied to many real-world applications. However, interesting applications where relations between agents play a role require a slightly more general model. Such situations appear very frequently in real-world scenarios, and recent technological developments are bringing more of them within the range of task allocation methods. Especially in business applications, preferential partner selection and interaction is very common, and this aspect becomes more important for task allocation research, to the extent that technological developments need to be able to support it.

For example, the development of semantic web and grid technologies leads to increased and renewed attention for the potential of the web to support business processes [20,48]. As an example, virtual organizations (VOs) are being re-invented in the context of the grid, where “they are composed of a number of autonomous entities (representing different individuals, departments and organizations), each of which has a range of problem-solving capabilities and resources at its disposal” [48, p. 237]. The question is how VOs are to be dynamically composed and re-composed from individual agents, when different tasks and subtasks need to be performed. This would be done by allocating these subtasks to different agents who may each be capable of performing different subsets of these tasks. Similarly, supply chain formation (SCF) is concerned with the, possibly ad-hoc, allocation of services to providers in the supply chain, in such a way that overall profit is optimized [17,60].

Traditionally, such allocation decisions have been analyzed using transaction cost economics (TCE) [12], which takes the transaction between consecutive stages of development as its basic unit of analysis, and considers the firm and the market as alternative structural forms for organizing transactions. Transaction cost economics has traditionally built on analysis of comparative statics: the central problem of economic organization is considered to be the adaptation of organizational forms to the characteristics of transactions. More recently, TCE’s founding father, Ronald Coase, acknowledged that this is too simplistic an approach [13, p. 245]: “The analysis cannot be confined to what happens within a single firm. (...) What we are dealing with is a complex interrelated structure.”

In this paper, we study the problem of task allocation from the perspective of such a complex interrelated structure. In particular, “the market” cannot be considered as an organizational form without considering specific partners to interact with on the market [32]. Specifically, therefore, we consider agents to be connected to each other in a social network. Furthermore, this network is not fully connected: as informed by the business literature, firms typically have established working relations with limited numbers of preferred partners [27]; these are the ones they consider when new tasks arrive and they have to form supply chains to allocate those tasks [56]. Other than modeling the interrelated structure between business partners, the social network introduced in this paper can also be used to represent other types of connections or constraints among autonomous entities that arise from other application domains.

Moreover, each agent in our model has a limited amount of resources of different types at its disposal. Agents may also have tasks to be completed. Each task, with a specified value on completion, requires some resources for execution. An agent with a task is called a manager, and only its ‘neighboring’ agents are allowed to provide their resources to this task. These agents are called contractors. The social task allocation problem (STAP) is, given the set of tasks and the available resources of the agents, to decide which tasks to execute and which resources of which contractors to supply their resources, such that the total value of the allocated tasks is maximized.
This simple framework is able to capture a variety of applications. For example, when each agent has some reputation in the eyes of other agents, agents may prefer to deal only with others whose reputation is ‘good enough.’ Only these are then considered as neighbors in the agent network. Alternatively, consider a disaster rescue scenario, such as in RoboCup Rescue [19,43]. Emergency events occur in different parts of a city, and different types of emergency services can cooperate to perform rescue tasks. Geographical proximity determines which other agents are available for cooperation, while different types of equipment carried by these services are modeled by the resources in our model.

The results presented in this paper improve and extend upon earlier work by the same authors [62]. This paper first studies the social task allocation problem in a cooperative setting, where the agents reveal their information truthfully to their neighboring partners. The main research question in this cooperative setting is the development of a computational model and efficient algorithm, and the effect of the structure of a social network on its performance. In the next section, we give a formal description of this cooperative social task allocation problem. Section 3 shows that the complexity of this problem is NP-hard. An exact method is put forward in Sect. 4.1. Since any exact algorithm is too computationally expensive in practice, Sect. 4.2 proposes a greedy polynomial-time algorithm, which is extended to a distributed algorithm in Sect. 6. We perform a series of experiments with these algorithms in different network types in Sect. 5 and 7, respectively.

The experimental results demonstrate that the distributed algorithm works well in this setting where the information of the available resources among agents is correctly known. In some situations, especially where multiple organizations or companies are involved, however, agents are often self-interested. They may not act according to the designed algorithm or protocol. Such deviations could lead to a very bad performance of the proposed task allocation algorithm. Thus, in this paper, we also study the social task allocation problem among selfish agents. The main research problem of this selfish STAP is, how to incentivize self-interested agents to report their private information correctly, in order to sustain the performance of the proposed algorithms.

The private information in STAP is the set of available resources of each contractor. We assume in this paper that only the contractor agents strategize about their private information. To avoid manipulation by the contractors, we aim to design a truthful mechanism by adding a payment function to reward agents for the use of their resources. Nisan and Ronen [47] show that the truthfulness of agents can be guaranteed by so-called VCG mechanisms (see Definition 8) under the condition that the mechanism is able to compute the optimal solution. Since many interesting optimization problems are intractable, they showed an alternative way to achieve a truthful VCG-based mechanism by replacing the exact algorithm with an approximation [46]. However, they showed that for a certain class of minimization problems (cost minimization allocation problem), any truthful VCG-based mechanism is either optimal or can lead to degenerate results, i.e., for any approximation there are instances in which the result can be arbitrarily far from the optimal solution. Their result suggests that for many NP-hard problems, developing good polynomial-time VCG-based truthful mechanisms is not a trivial problem.

We model the STAP as a mechanism design problem in Sect. 8. Section 8.1 proposes an exact, truthful mechanism with the optimal allocation algorithms introduced in Sect. 4.1. We then show in Sect. 8.2 that the proposed greedy algorithm is not truthful, and then introduce a polynomial-time truthful mechanism, which relies on the idea of constructing clusters in the social network that are considered independently. The quality of this approximation algorithm is tested experimentally in Sect. 8.4.
Finally, we discuss our approaches by comparing with other existing work in Sect. 9, followed by our conclusions in Sect. 10.

2 Social task allocation problem

In our framework, we consider agents that need to complete tasks. The completion of a task yields a certain value, and it requires varying numbers of resources of different types. A task can be completed only if all required resources of all required types are allocated to that task. Agents are endowed with these resources. In addition, each agent is connected to a limited number of other agents, yielding a social network. For the completion of her task, an agent may enlist the resources of other agents, but only those she’s connected to in the network. The existence of the network constrains the allocation of resources to tasks. The problem we consider is to determine which resources to assign to which tasks, in order to maximize the value of the allocated tasks.

More formally, let $\mathcal{A}$ denote a set of $m$ agents that need resources to complete tasks. Let $R = \{r_1, \ldots, r_l\}$ denote the collection of the resource types available to the agents in $\mathcal{A}$. Each agent $i \in \mathcal{A}$ initially holds a fixed amount of resources for each resource type in $R$, which is defined by a resource function: $s_i : R \rightarrow \mathbb{N}$. Finally, we assume agents are connected by a social network.

**Definition 1** (Social network) An agent social network $SN = (\mathcal{A}, AE)$ is an undirected graph, where vertices $\mathcal{A}$ are agents, and each edge $(i, j) \in AE$ indicates the existence of a social connection between agents $i$ and $j$.

Suppose a set of tasks $\mathcal{T} = \{t_1, t_2, \ldots, t_n\}$ arrives at such an agent social network. Each task $t \in \mathcal{T}$ is then defined by a tuple $(U(t), req(t), loc(t))$, where $U(t)$ is the value gained if task $t$ is accomplished, and the function $req(t) : R \rightarrow \mathbb{N}$ specifies the amount of resources required for the accomplishment of task $t$, while other combinations of resources do not accomplish this task. Furthermore, a location function $loc : \mathcal{T} \rightarrow \mathcal{A}$ defines the locations (i.e., agents) of the tasks in the social network. An agent $i$ that is the location of a task $t$, i.e., $loc(t) = i$, is called the manager of task $t$. The exact assignment of resources to tasks is defined by a task allocation.

**Definition 2** (Task allocation) Given a set of tasks $\mathcal{T} = \{t_1, \ldots, t_n\}$ and a set of agents $\mathcal{A}$ in a social network $SN$, a task allocation is a mapping $o : \mathcal{T} \times \mathcal{A} \times R \rightarrow \mathbb{N}$. A valid task allocation in $SN$ must satisfy the following constraints:

- A task allocation must be correct. Each agent $i \in \mathcal{A}$ cannot use more than its available resources, i.e., for each $r \in R$, $\sum_{t \in \mathcal{T}} o(t, i, r) \leq s_i(r)$.
- Each allocated task must be complete. For each task $t \in \mathcal{T}$, either all allocated agents’ resources are sufficient, i.e., for each $r \in R$, $\sum_{i \in \mathcal{A}} o(t, i, r) \geq req(t)(r)$, or $t$ is not allocated, i.e., $o(t, \ldots) = 0$.
- A task allocation must obey the social relationships. Each task $t \in \mathcal{T}$ can only be allocated to agents that are (direct) neighbors of agent $loc(t)$ in the social network $SN$. Each such agent that can contribute to a task is called a contractor.

The set of all valid task allocations is denoted by $\mathcal{O}$.

We write $T_o$ to represent the tasks that are complete in $o$, that is, the tasks to which $o$ assigns sufficient resources of each required type. The value of $o$ is then the sum of the values of
Fig. 1 An example instance of the Social Task Allocation Problem

Each task in $T_o$, i.e., $U_o = \sum_{t \in T_o} U(t)$. Note that we do not include costs for resources, since we assume that the resources have already been paid for. Our only goal is to allocate these resources as efficiently as possible. We thus define the efficient task allocation as follows.

**Definition 3** (Efficient task allocation) We say a task allocation $o^*$ is efficient if it is valid and $U_{o^*}$ is maximized, i.e., $o^* = \arg\max_{o \in O} U_o$.

The social task allocation problem is then defined as follows.

**Definition 4** (Social task allocation problem) Given a set of agents $\mathcal{A}$ that are connected by a social network $SN = (\mathcal{A}, AE)$, a finite set of tasks $T$ need to be allocated to the agents. The goal of this social task allocation problem (STAP) is to find the efficient task allocation $o^*$.

Furthermore, in this paper we focus on a situation where all knowledge about the problem is local. In particular, initially a task and its value are only known to the task’s manager, and each agent only knows the resources it has available itself.

Figure 1 shows an example instance of the STAP. In this figure, the oval nodes represent agents, while edges represent relations between pairs of agents. There are six agents, with a total of three tasks: task $t_1$ at agent $a_4$, and tasks $t_2$ and $t_3$ at agent $a_1$. This makes agents $a_1$ and $a_4$ managers, while all agents can act as contractor. The squares in the figure represent resources, with different shades of gray for different types. Resources required by tasks are stacked from right to left, while the resources agents are endowed with are stacked from left to right. In this instance, agent $a_1$ does not own all the resources of all types required for executing the two tasks assigned to it, so it will have to procure these from other agents. Candidate contractors for agent $a_1$ are all agents except $a_5$ and $a_6$, because agent $a_1$ is not connected to those agents. Agent $a_1$ might enlist the help of agents $a_3$ and $a_4$ to supply the two required resources of the medium-gray type. However, agent $a_4$ would then not anymore be able to obtain the resource of that type that it requires for executing its task $t_1$. In general situations, the number of agents, tasks, and resource types becomes larger, but the combinatorial and difficult nature of the problem is already intuitively recognizable from this example.
3 Complexity results

In a general task allocation problem (TAP), there are a center with multiple tasks and agents with resources. The center can allocate its tasks to every agent in the system as long as the agent has the required resources. Thus, we can view the TAP as a social task allocation problem with a fully connected network. Shehory and Kraus [52] argued (informally) that the TAP is NP-complete. The complexity comes from the fact that we need to evaluate an exponential number of subsets of the task set. When the center has only one task to allocate, the TAP becomes easy to solve [52]. We may consider the TAP as a special case of the STAP by assuming agents are fully connected, and then conclude that the STAP is also NP-complete. However, this does not give sufficient insights into the hardness of our problem, since in the STAP (i) typically several agents hold tasks (instead of only one in the TAP [52]); and (ii) agents are connected by some social network, which is never fully connected. In fact, because of the latter, the TAP is strictly speaking not a special case of the STAP.

Therefore, in the following, we show that in the presence of a social network with several agents holding tasks, the social task allocation problem STAP is NP-complete, even when each agent has no more than 1 task, the utility of each task is 1, and the quantity of all required and available resources is 1. We then show that the STAP remains hard for very restricted classes of networks, i.e., trees.

**Theorem 1** Given the social task allocation problem with an arbitrary social network, as defined in Definition 4, the problem of deciding whether a task allocation o with utility more than k exists is NP-complete even when each agent has no more than 1 task, the utility of each task is 1, and the quantity of all required and available resources is 1.

**Proof** We first show that the problem is in NP. Given an instance of the problem and an integer k, we can verify in polynomial time whether an allocation o is a valid allocation and whether the utility of o is greater than k.

We now prove that the STAP is NP-hard by showing that Maximum Independent Set (MIS) ≤p STAP. Given an undirected graph \( G = (V, E) \) and an integer k, we construct a network \( G' = (V', E') \) which has an efficient task allocation with k tasks of utility 1 allocated if and only if G has an independent set of size k.

An instance of the following construction is shown in Fig. 2. For each node \( v_i \in V \) and each edge \( e_j \in E \) in the graph G, we create a vertex agent \( a_i \) and an edge agent \( a_j' \) in \( G' \). Both vertex agents and edge agents are nodes in \( G' \). When \( v_i \) was incident to \( e_j \) in G we correspondingly add an edge \( e_j' \) in \( G' \) between \( a_i \) and \( a_j' \). We assign each agent in \( G' \) one resource. This resource is related to the node or the edge in the graph G, i.e., for each \( v_i \in V, s_{a_i}(v_i) = 1 \), and for each \( e_j \in E, s_{a_j'}(e_j) = 1 \). Each vertex agent \( a_i \) in \( G' \) has a task \( t_i \) that requires a set of neighboring resources, i.e., \( req(t_i)(v_i) = 1 \) and for each \( e \in E \mid \exists e_j \in G(a_i, v_i) \in E \), \( req(t_i)(e) = 1 \). There is no task on the edge agents in \( G' \). We define utility 1 for each task.

Taken an instance of MIS, suppose there is a solution of size k, i.e., a subset \( N \subseteq V \) such that no two vertices in \( N \) are joined by an edge in \( E \) and \( |N| = k \). \( N \) specifies a set of vertex agents \( A_N \) in the corresponding graph \( G' \). Given two agents \( a_1, a_2 \in A_N \) we now know that there is no edge agent \( a_e \) connected to both \( a_1 \) and \( a_2 \). Thus, for each agent \( a \in A_N \), a assigns its task to the edge agents which are connected to \( a \). All other vertex agents \( a' \neq A_N \) are not able to assign their tasks, since the required resources of the edge agents are already used by the agents \( a \in A_N \). The set of tasks of the agents \( A_N \) (\( |A_N| = k \)) is thus the set of tasks that can be allocated. The utility of this allocation is k.
MIS can be reduced to STAP. The left figure is an undirected graph $G$, which has the optimal solutions $\{v_1, v_4\}$ or $\{v_2, v_3\}$. The figure on the righthand side represents the constructed instance of the STAP, where the tasks $t_i$ are managed by the agents $a_i$ and require the following resources. Task $t_1$ requires $v_1$, $e_1$, and $e_3$, task $t_2$ requires $v_2$, $e_1$, and $e_2$, task $t_3$ requires $v_3$, $e_3$, and $e_4$, and task $t_4$ requires $v_4$, $e_2$, and $e_4$. The optimal allocation here is either $\{t_1, t_4\}$ or $\{t_2, t_3\}$.

The general task allocation problem with a fully connected network can be reduced to the social task allocation problem on a tree.

If there is a solution for the STAP with the utility value $k$, and the allocated task set is $N$, then for MIS, there exists a maximum independent set $N$ of size $k$ in $G$. An example can be found in Fig. 2.

The STAP is NP-complete for arbitrary graphs. In our proof, the complexity comes from the existence of a social network. One may expect that the complexity of this problem can be reduced for some networks where the number of neighbors of the agents is bounded by a fixed constant. We now give a complexity result on this class of networks as follows.

**Theorem 2** Let the number of neighbors of each agent in the social network be bounded by $\Delta$ for $\Delta \geq 3$. Computing the efficient task allocation given such a network is NP-complete. In addition, it is not approximable within $\Delta^\varepsilon$ for some $\varepsilon > 0$.

**Proof** It has been shown in [2] that the maximum independent set problem in the case of the degree bounded by $\Delta$ for $\Delta \geq 3$ is NP-complete and is not approximable within $\Delta^\varepsilon$ for some $\varepsilon > 0$. Using the similar reduction from the proof of Theorem 1, this result also holds for the STAP. Since the STAP is as hard as MIS (Theorem 1), it is not possible to give a worse case bound better than $\Delta^\varepsilon$ for any polynomial time algorithm, unless $P = NP$.

One may wonder whether the above complexity result holds for some special graph structure, for instance, a tree. It is straightforward to see that any general task allocation problem can be reduced to the STAP on a tree. Given a task allocation problem, we construct a STAP instance with one agent who becomes the manager of all tasks but has no resources (agents $a_1$ in Fig. 3), and a number of neighboring agents (e.g., agents $a_2, a_3, a_4, a_5$) that own the resources but no tasks. In the example in Fig. 3 agent $a_1$ is the root of a tree. An optimal solution to the general task allocation problem is the solution to the constructed STAP, and vice versa. Since the general task allocation problem is NP-complete [52], we conclude that the social task allocation on a tree also remains NP-complete.
4 Algorithms for social task allocation

In this section, we first show how to solve STAP optimally. Due to the complexity of the problem, an optimal, exact algorithm unavoidably runs in exponential time. Therefore, exact algorithms may not always be suitable for large-scale problems. We thus also propose a heuristic that can be used to tackle such large real-world problems.

4.1 Optimal solution

An optimal task allocation should incorporate the restrictions posed by the social network. For this NP-complete problem we use a straightforward translation to an integer linear programming (ILP) problem to solve this problem. For the ILP formulation we introduce two types of variables: the binary variables $y_j \in \{0, 1\}$ for $1 \leq j \leq n$ describe whether or not task $j$ is allocated, and the integer variables $x_{ijk}$ where $1 \leq i \leq m$, $1 \leq j \leq n$, $1 \leq k \leq l$ denote the amount of resources of type $k$ agent $i$ supplies to task $j$. The ILP formulation then looks as follows.

Maximize $\sum_{j=1}^{n} y_j \cdot U(t_j)$

subject to having sufficient resources of each type for each chosen task from the neighboring agents, i.e.,

$$\forall j, k(1 \leq j \leq n, 1 \leq k \leq l) \quad \sum_{i \in [1,m], (i, loc(t_j)) \in AE} x_{ijk} \geq y_j \cdot req(t_j)(r_k),$$

and not using more resources than there are available, i.e.,

$$\forall i, k(1 \leq i \leq m, 1 \leq k \leq l) \quad \sum_{j=1}^{n} x_{ijk} \leq rsc(i)(r_k).$$

Solving this ILP results in an optimal solution, but we can only give a worst case upper bound on the run time of solving this ILP that is exponential in the number of variables, i.e., the number of tasks, agents, and the resource types.

Clearly, we cannot expect this ILP to always be able to find solutions for larger problem sizes. Hence, we now present a polynomial-time algorithm for the STAP.

4.2 Centralized greedy algorithm

A greedy algorithm ranks tasks with respect to some measure expressing how promising a task is, and then tries to allocate tasks in the order of their ranking. A decision to allocate a task is not reconsidered, which makes such an algorithm quite fast. If allocating the task is feasible, it is inserted; if not, it is removed from the current selection of tasks. Feasibility of a selection of tasks is checked by translating the problem to a (polynomially solvable) network flow instance (see Algorithm 1).

We consider the following rankings based on the social structure as well as on the value and the number of resources of a task.

Efficiency The first heuristic is based on the idea of a greedy approximation for 0–1 knapsack [14]. In such an approximation for knapsack all items are ranked on their relative value. This approximation even has a theoretical bound: the resulting allocation is never more than
Concerning the computation time of GTA
The greedy allocation algorithm (Proposition 1 on the quality of the greedy centralized allocation algorithm. Efficiency we can leverage the idea of the knapsack approximation also to give a guarantee. The heuristic then ranks the tasks in order of descending efficiency. With such a ranking on a task can require. The run time of \( \sum \) approximation factor is:

\[ \frac{K}{n-1} \times \sum_{t \in T} \text{req}(t)(r) \]

Thus its efficiency is at most \( \sum_{t \in T} U(t) \) takes at least one resource from each task \( t \in T \). Consequently the approximation factor is:

\[ \frac{U_{OPT}}{U_{GTA}} \leq \frac{\sum_{t \in T} \text{req}(t)(r)}{U(t^*)} = 1K. \]

Concerning the computation time of GTA, sorting the tasks takes \( O(n \log(n)) \). To check each set of tasks, it takes \( O((m + n)mnl) \) to create and solve the maximum flow problem. There are up to \( n \) such task sets to check. Hence, GTA takes \( O(l^2n^2m(m + n)) \).
Betweenness Besides the value and the number of resources of a task, it is also important whether its neighbors can be expected to be able to provide the required resources. This second heuristic is taken from work on social networks and uses the number of shortest paths (between any two agents) through an edge or vertex, called the betweenness [24]. The intuition here is that tasks with a high betweenness must lie somewhere in the center of the graph and are therefore a good place to start with allocating. To validate this intuition, we also consider a ranking starting with the task with the lowest betweenness, which we denote by InvBetweenness.

Clustering Coefficient Another such measure on the neighborhood of a task is the clustering coefficient of an agent [61]. This is the fraction of the agent’s neighbors that are also neighbors of each other. This fraction is computed by considering the subgraph of the agent’s $k$ neighbors, counting the number of connections, and dividing this by the maximal number of possible connections, i.e., $\frac{1}{2}k(k-1)$. Also based on this measure we consider two ranking heuristics: Cluster considers tasks in decreasing order of the clustering coefficient of their manager agent, and InvCluster considers the tasks in increasing order of the clustering coefficient.

5 Experiments with centralized heuristics

We implemented the centralized greedy heuristics in Java, and compared the results to those obtained solving the ILP formulation optimally using the GNU Linear Programming Kit [38]. For all experiments we used a PC with a 2.4 GHz AMD Opteron and we allowed the Java code to use at most 1 GB of memory. The purpose of these experiments is to study the performance of the different heuristics in different social networks. In the experiments, three different types of networks are used to simulate the social relationships among agents in potential real-world problems.

Small-world networks are networks where most neighbors of an agent are also connected to each other. For the experiments we use a method for generating random small-world networks proposed by Watts et al. [61]. According to their model, networks are generated starting from a regular ring lattice with $m$ nodes and $l$ edges per node. Each edge is then randomly rewired with probability $p$. The probability of rewiring $p$ allows us to determine the amount of “chaos” and “regularity” in the network. In the experiments, we use a fixed rewiring probability $p = 0.05$.

Scale-free networks have the property that a few nodes have many connections, and many nodes have only a small number of connections. In other words, the degree distribution function $P(m)$ follows a power-law: $P(m) \sim m^{-\gamma}$, where $\gamma$ is the scaling parameter. To generate these networks we use the implementation in the JUNG library of the generator proposed by Barabási and Albert [6]. The generation mechanism starts with a small number of nodes and a new node is added to the network at each time step. The new node connects preferentially to existing nodes with high degree. The preferential attachment is the probability $\Pi$ that new nodes will be connected to the exiting node $i$ : $\Pi(m_i) = \frac{m_i}{\sum_j m_j}$.

We also generate random networks as follows. First we connect each agent to a uniform randomly selected earlier connected agent such that all agents are connected. Next, we randomly add connections (drawing twice from a uniform distribution over agents) until the desired average degree has been reached.
These three algorithms result in networks with a different distribution of the connections over the agents. For example, these distributions for several randomly generated networks with 60 agents and an average degree of 4 are given in Fig. 4. As in this figure, we will often slightly horizontally offset different plots with respect to the x-axis to prevent overlap of different graphs’ datapoints and error bars, which makes the plots clearer.

We limit these experiments to 5 resource types, 20 resources per task on average and $n = 80$ tasks to make it feasible to compute the optimal solution for every setting we consider within at most 15 min. Each of the required resources (i.e., in total always 20 times the number of tasks) is given one out of the five types at random, and is also randomly assigned to one of the tasks. In all experiments the value of a task is drawn uniformly from the interval between 0 and the number of resources assigned to that task, so as to create a correlation between the size of a task and its value, with some random noise. The number of resources available in the network is set by the resource ratio parameter. This parameter determines the ratio between the number of available resources and the number of required resources (for each type separately) and defaults to 0.5, allowing at most half of the tasks to be allocated in a fully connected network.

In the experiments with the centralized greedy algorithm, we compare the five heuristics (Efficiency, Betweenness, Cluster, InvBetweenness, and InvCluster) to each other and to the optimal solution in the three networks given above, in networks with sizes varying from 10 to 120 agents (with steps of 10). For each setting, we generate 20 problem instances and compute the average and the standard deviation over these 20 instances. Where we put ‘Quality’ on the y-axis, this is the value of the allocation given by a heuristic divided by the value of the optimal allocation. Sometimes we use the word ‘Value,’ which is the absolute value of an allocation. The results for small-world and scale-free networks can be found in Figs. 5 and 6. Here the number of agents is shown on the x-axis, and the y-axis shows the average value divided by the average optimal value, which we call the (relative) quality of the heuristics.

These figures show that the results on the different networks are quite similar. In particular the results on random networks are almost equivalent to those on the scale-free networks, and therefore not included here. An important observation is that most heuristics work
surprisingly well with an average quality of at least 0.5. This is especially surprising, considering the theoretical hardness (and in particular the approximation-hardness) of the problem. We believe this can be attributed to the fact that all heuristics exploit the locality that is inherent in this problem. In most problem instances the consequences of a sub-optimal allocation of a single task does not influence decisions in another part of the network.

Regarding the four heuristics that use the structure of the network, we can see that this indeed has some effect. For example, starting with tasks that are central in the network (with a high betweenness or a high clustering coefficient) results in significantly higher quality solutions over all network types than when using the inverse ranking. However, for larger

---

**Fig. 5** The quality of the centralized greedy algorithm on small-world networks for the five heuristics

**Fig. 6** The quality of the centralized greedy algorithm on scale-free networks for the five heuristics
Algorithm 2 Greedy distributed allocation protocol (GDAP).

Each manager $a$ calculates the efficiency $e(t)$ for each of their tasks $t \in T_a$, and then while $T_a \neq \emptyset$:

1. Each manager $a$ selects the most efficient task $t \in T_a$ such that for each task $t' \in T_a$: $e(t') \leq e(t)$.
2. Each manager $a$ requests help for $t$ from all its neighbors (of $a$) by informing these neighbors of the efficiency $e(t)$ and the required resources for $t$.
3. Contractors receive and store all requests, and then offer all relevant resources to the manager for the task with the highest efficiency (ties are broken on the task id). Other managers are informed that no bid will be made this round.
4. The managers that have received sufficient offers allocate their tasks, and inform each contractor which part of the offer is accepted. When a task is allocated, or when a manager has received offers from all neighbors, but still cannot satisfy its task, the task is removed from the task list $T_a$.
5. Contractors update their used resources. If all resources are used, the agent informs its neighbors and stops.

networks (with the same number of tasks), the difference is reduced, because the relative quality of the inverse heuristics is higher there. This effect is caused by the fact that fewer tasks can be allocated even in the optimal solution, simply because in the larger networks resources and tasks are spread out more. Because of that, the problem becomes easier, and the order in which the tasks are considered does not matter so much anymore. It can also be observed that the clustering coefficient works better on scale-free networks and the betweenness measure is almost as good as the efficiency measure on small-world networks. Overall, the efficiency heuristic significantly outperforms all other heuristics in all network types and reaches a very high average quality of above 0.95.

Besides the heuristics described and evaluated above, we have also experimented with heuristics such as the number of neighbors of an agent, and the average distance to all other agents (the bary center), but they did not do any better. Also, a different heuristic could be used altogether, for example where contractors bid on tasks maximizing their local efficiency, or a combinatorial variant where contractors can bid on multiple tasks simultaneously. We leave an investigation of such alternative settings (including their termination criteria) to future work and continue with the best heuristic found so far.

6 A distributed protocol

We now show how to transform the centralized greedy algorithm into a distributed protocol. Since the efficiency heuristic works very well, we concentrate on this heuristic. In the distributed protocol, information on a task is only given to the manager of that task, and resources are only known to the contractor who controls them. The idea of the protocol is as follows. All manager agents $a \in A$ try to find neighboring contractors to help them with their task(s) $T_a = \{t_i \in T | \text{loc}(t_i) = a\}$. They start with offering the task that is most efficient in terms of the ratio between value and required resources. Out of all tasks offered, contractors select the task with the highest efficiency, and send a bid to the related manager. A bid consists of all the resources the agent is able to supply for this task. If sufficient resources have been offered, the manager selects the required resources and informs all contractors of its choice. The choice for the set of contractors whose offers are accepted is made randomly.

A more detailed description of this protocol can be found in Algorithm 2. Here it is also defined how to determine when a task should not be offered anymore, because it is impossible to fulfill locally. Obviously, a task is also not offered anymore when it has been allocated. In every iteration, the most efficient task among all managers’ task lists will receive offers.
from all its neighbors, and so this task will be either allocated or removed from the task list of the related manager, dependent on whether the received resources are sufficient or not. Therefore this protocol is such that, when no two tasks have exactly the same efficiency, in every iteration at least one task is removed from a task list. This is ensured by having contractors choose the task with the lowest task-id in cases where tasks have the same efficiency. The computation and communication complexity of the algorithm then follow from this observation.

**Proposition 2** For a STAP with $n$ tasks and $m$ agents, the run time of the distributed algorithm is $O(n^2 + nm)$, the total number of operations is $O(n^2m)$, and the number of communication messages is $O(n^2m)$.

**Proof** In the worst case, in each iteration exactly one task is removed from a task list, so there are $n$ iterations. In each iteration in the worst case (i.e., a fully connected network), for each of the $O(n)$ managers, $O(m)$ messages are sent (i.e., to all $m$ agents). Next the task with the highest efficiency can be selected by each contractor in $O(n)$. Assigning an allocation can be done in $O(m)$. This leads to a number of $O(nm)$ operations which can be done in $O(n + m)$ parallel steps, and $O(nm)$ messages for each iteration. This results in a total of $O(n^2m)$ operations which can be done in $O(n^2 + nm)$ parallel steps. The total number of messages sent is $O(n(nm)) = O(n^2m)$.

We establish the quality of the proposed centralized and distributed algorithms experimentally in next section.

### 7 Experiments with the distributed protocol

Theoretically it is impossible to establish a fixed worst-case approximation ratio for any polynomial algorithm for STAP, because of the inherent hardness of the problem. We are therefore interested in showing experimentally in which settings GDAP performs worst, compared to the optimal solution. The purpose of these experiments is to study the performance of the distributed algorithm in different problem settings using different social networks. In particular, we are interested in the influence of the size and degree of the network, the number of tasks, and the number of resources available on the quality of the solution and the run-time. Regarding these experiments, we have the following expectations regarding the quality of the results of GDAP.

1. When the network is better connected (fewer agents or a higher degree), the performance is better.
2. When there are more resources available, the performance is better.

The reason for these expectations is that when there are many resources, and many combinations of resources possible, the greedy method works fine, because an initial wrong choice cannot prevent many other tasks to be allocated.

We first ran several exploratory experiments (some of which are reported in [62]), varying the resource ratio, the degree, and the number of agents for each of the three network types. From this initial investigation it turned out that GDAP performs worst when only about half of the required resources is available, when the average degree is 4, and the 80 tasks and 1,600 resources are distributed over about $m = 60$ agents. We use this setting as the basis of all of the following experiments.
1. We vary the number of resources that are available in the network between 10 and 140% of the number of required resources in steps of 10% (i.e., the resource ratio from 0.1 to 1.4).

2. We vary the average degree of the agents in the generated network between 2 and 30 in steps of 2.

3. We vary the number of agents from 10 to 120 in steps of 5.

4. We vary the number of tasks from 10 to 120 in steps of 5. Since the number of resources is always the resource ratio (0.5) multiplied by 20 times the number of tasks, the number of available resources in this experiment vary from 100 to 1200.

For each of these experiments we measure the value of the computed allocation (the sum of the values of the completed tasks), as well as the total computation time. Again, ‘Quality’ on the y-axis means normalized value, whereas ‘Value’ means absolute value. To be able to compare the computation time to that of the optimal algorithm, we measure the total time required for running the distributed algorithm sequentially.

7.1 Resource ratio

In Fig. 7 the resource ratio is given on the x-axis, and the y-axis is used to express the relative quality of the GDAP algorithm. Again this quality is determined by dividing the reward obtained by GDAP by the value of the optimal solution. Again, we slightly offset the plots for the three networks with respect to the x-axis to prevent overlap and thus make the figure easier to read. From a ratio of about 0.4 and higher, the quality of GDAP increases for all three network types almost linearly up to a quality above 0.9. This can be explained by the fact that when there are more than sufficient resources available, all tasks can be allocated without any conflicts. For very low resource ratios the results are much less predictable. One thing we can say is that if resources are really scarce, only a few tasks can be successfully allocated even by the optimal algorithm and GDAP finds these as well. For example, of the 8 (out of 20) small-world instances with resource ratio of 0.1 where the optimal algorithm could allocate at least one task, GDAP finds this optimum in 7 cases. As for the different network topologies, a t-test for the difference between the means (significance level of 0.05) shows that the small-world instances yield significantly higher relative performance than both other network types up to a ratio of 0.6, mainly caused by the higher values of the optimal solutions in the other networks, as can be seen from Table 1.

Both situations with very few resources as well as with abundant resources are relatively easy to solve for both GDAP as well as the optimal algorithm, in a way reminiscent of the phase transition in many satisfiability problems like random k-SAT [40] or Distributed CSP [29], where instances are easy when they are either over- or underconstrained. This is illustrated by the run time of the optimal algorithm in Fig. 8. Note that in all graphs on run time we use a logarithmic scale on the y-axis, to be able to include the run time of the optimal algorithm. (This also explains why the errorbars for the standard deviations are asymmetrical.) In this setting with a varying resource ratio, we can see that for a resource ratio between 0.2 and 0.8, the ILP requires much more time than in the other settings. This can be explained by the fact that the ILP needs to use branch and bound and rounding techniques [57] to find the optimal solutions. Especially the small-world instances seem to pose a formidable challenge for the optimal algorithm, whereas for the GDAP algorithm the small-world instances are easiest: a t-test shows they require significantly less time across almost the entire range of values of the resource ratio (except for ratio 1.4 for random and 1.2 and 1.4 for scale-free). This can be explained by the fact that in the small-world networks we generated for our experiments.
(with a rewiring probability of 0.05), most agents have about four neighbors (see Fig. 4). Because of this, many managers can have (locally) the most efficient task according to all their neighbors and many of them may thus simultaneously (in the same iteration) conclude that it is impossible to allocate the task for which they have requested. In the other networks, even if there is only one agent with a high number of neighbors, it may take that many iterations for all its neighboring managers to give up.

7.2 Degree

For the next experiment we fix the resource ratio to 0.5 and study the quality of GDAP related to the degree of the social network. The result can be found in Fig. 9. In this figure we can see that a high average degree leads to better results for GDAP. Obviously, when managers have many connections, it becomes easier to allocate tasks. An exception is, similar to what
we have seen in Fig. 7, that the solution of the GDAP is also relatively good in small-world instances where the connections are extremely limited (significantly better than both random and scale-free in instances with degrees 2 and 4). Again this is caused by the low values for the optimal solution under these conditions.

The results on the run time are not very interesting. GDAP takes about 200 ms on average and the optimal algorithm about 10,000 ms. The degree does not seriously influence either of these results.
7.3 Agents

We are interested in the performance of GDAP when the number of agents $m$ is increased. For this experiment we kept the average degree at 4. The run time of GDAP is not significantly influenced by the number of agents. There is, however, a noticeable effect on the quality of the resulting allocations.

Because all parameters except the number of agents are kept constant, the effect of increasing the number of agents is that the value of the optimal solution decreases (see Fig. 10). This can be explained by the fact that it becomes harder to assign resources to neighboring tasks when the agents are more dispersed. To be more precise, with an average degree of 4, the expected number of agents that can provide resources stays 5 for any number of agents, while the average number of available resources per agent decreases when we increase just the number of agents.

Regarding the quality of the allocations produced by GDAP, we see in Fig. 11 that this is consistently in the range from 0.6 to 0.8 when we vary the number of agents. The most remarkable observation here is that for larger numbers of agents, the differences between the network types become more pronounced. In particular, when the networks become large, GDAP performs significantly better in small-world networks: at 65 agents and above, small world networks enable significantly higher normalized performance than both random and (except at 80 agents) scale-free networks. From 110 agents onwards, scale-free networks also surpass random networks.

Actually, as can be seen in Fig. 10, what happens is that, when the number of agents is increased, the value of the optimal solution decreases more sharply in small-world networks. At 45 agents and higher, the value of the optimal solution in the small-world networks is significantly lower than in both other types of networks (except at 50 and 60 agents for random networks). This can be understood by comparing the distribution of the agents’ degrees (Fig. 12) and the distribution of successfully allocated tasks by the optimal algorithm over
agents with different degrees (Fig. 13). In random and especially scale-free networks the few agents with high degree can allocate almost all their tasks, whereas there are no agents with a high degree in the small-world network (see Fig. 12). This is further confirmed by Fig. 14. Interestingly, we can thus conclude that the agents in the scale-free network who are in the tail of the degree distribution (with a high degree), become more important when the network grows.

7.4 Tasks

The number of tasks mostly influences the run time (see Fig. 15), but does not seem to influence the quality of GDAP significantly (see Fig. 16). The ratio of the value of the solutions produced by GDAP to that of the optimal solutions quickly converges to around 0.7 for
increasing number of tasks. Regarding the run time, we again see that the run time of the optimal algorithm has a very large standard deviation, which is caused by a few instances with comparatively long run times. We also see that the general trend is that run time depends exponentially on the number of tasks up to where the number of tasks is approximately equal to the number of agents. To the computations of the ILP it seems to matter whether an agent has any task at all, but the effect of having one or more tasks does not seem to make a difference. In contrast, the run time of GDAP is almost linear in the number of tasks.

7.5 Skewed value-distribution for tasks

Apart from the experiments discussed above, we have studied the performance of GDAP in many other settings, for example by varying the number of resources types, the number of resources per tasks or combinations of each of the discussed parameters. The results of such additional experiments could always be explained by a direct extrapolation of the trends observed above. Still, we present one additional setting in this section. From the way the algorithm works, i.e., preferring tasks with a high efficiency, we expect the value of tasks
Fig. 15 The run time of the optimal algorithm and GDAP increases with the number of tasks

Fig. 16 The value of both GDAP and the optimal algorithm both increase with the number of tasks

To have a significant effect on the results. In all of the above experiments we have used a straightforward distribution of the value of all tasks. In this section we investigate the effect of dramatically altering this distribution.

To study the robustness against different distributions of the value of tasks, we generate instances where the task value distribution is different: 40% of the tasks gets a 10 times higher benefit. This appeared to have no significant effect on the run time altogether, so we focus on the effect on the quality of the solutions relative to the optimal solutions. We again varied the resource ratio and the degree (Fig. 17), the number of agents and the number of
tasks (Fig. 18). From all of these graphs we can observe that the results for this “skewed” task value distribution are significantly better on average. We argue that this can be explained by the greedy nature of GDAP, which causes the tasks with high efficiency to be allocated first. In this heterogeneous setting, the differences between the efficiency of tasks are larger, and the greedy choice is therefore more often equal to the optimal choice.

7.6 Summary

We summarize the performance of the greedy distributed allocation protocol (GDAP) based on the experimental results.

- GDAP works well in all the settings we tested. In addition, as what we expected, its performance is improved when the network is better connected, or when there are sufficient resource available. More specifically, when the average network degree is greater than 10 (see Fig. 9), or the resource ratio is over 1 (see Fig. 7), GDAP consistently returned the solutions with a quality over 0.8, regardless of the network types.
- The worst-case performance ratio of GDAP is about 0.6, which occurs with the problem instances where the network degree is small (around 4) and only less than half of the required resources is available in the network.
Fig. 18  The quality of GDAP for a normal and a skewed task value distribution related to the number of agents and the number of tasks.

Fig. 19  The quality of the cluster-based algorithm increases for larger cluster sizes and a fixed number of tasks (80) and agents (60).
Compared to the network degree and the resource ratio, the number of tasks or agents does not influence the quality of GDAP significantly. However, when resources are more sparsely distributed, GDAP works better with small-world networks relative to the optimal solution (Fig. 11, 18).

In fact, we have seen that the optimal solution in general has a lower value for small-world networks than for random and especially scale-free networks when resources are scarce, because the few agents with a high degree can still allocate some of their tasks, while there are no such agents in the generated small-world networks.

The experimental results confirm that the run-time of GDAP (Proposition 2) increases only slowly with the number of agents, and the number of tasks (Fig. 15).

GDAP seems to work even better in more heterogeneous settings, such as when the values of the tasks differ a lot in the network (see Fig. 17, 18).

Based on these results, we expect that the proposed GDAP is able to give high quality solutions for a wide range task allocation problems and handle large problem instances efficiently.

8 Mechanism design for STAP

A high quality task allocation can only be found if the agents report their available resources truthfully. Since we cannot always rely on the agents to be honest, we treat the problem as a mechanism design problem so that every agent is incentivized to report its true resources, no matter what strategies other agents use.

We give a brief summary of the relevant mechanism design concepts below, but for a more elaborate introduction please see [45] or [54]. In a mechanism design setting, we provide a method that determines an outcome, in our case, a valid task allocation \( o \in \mathcal{O} \), given the inputs (the strategies) from the contractor agents and all public knowledge. A typical assumption for a mechanism design problem is that some of the information is private. In this paper we consider the setting where the contractor agents have private information.

This private information or type \( s_i \) of a contractor agent is the description of the resources it has available, i.e., \( s_i : R \to \mathbb{N} \). The set of all such functions is called its type space \( S \). The type space of all \( m \) agents is defined by \( S^m \). We use \( s = (s_1, \ldots, s_m) \in S^m \) to denote the type profile of the agents. We sometimes denote \( s \) by \( (s_i, s_{-i}) \), where \( s_{-i} \) denotes the types of all contractors except \( i \). Different from some other mechanism design problems, we assume in this problem setting that using a resources does not incur additional costs (compared to having them but not using them). This situation occurs in for example grid computing, but also in many companies, because the hardware and/or the employees need to be paid anyway.

The revelation principle [41] says that for any coordination mechanism any equilibrium can also be achieved by a truthful direct-revelation mechanism. A direct revelation mechanism is one where the strategy space of the agents is exactly their type space. In our study we therefore define the strategy space \( A \) to be equal to the type space \( S \), and search for a mechanism such that none of the contractor agents can improve its utility by manipulating the report of its type, i.e, a truthful mechanism (see Definition 7).

Besides the strategies of the contractor agents, part of the input for the mechanism consists of public information. In our case, this is a social network and a set of tasks. We use \( Z \) to denote this public parameter space of the social task allocation problem. Each \( z \in Z \) is a tuple \((SN, \mathcal{D})\).
When the mechanism receives inputs \( a = (a_1, \ldots, a_m) \in A^m \) and \( z \), it selects an allocation \( o = O(z, a) \) with some allocation algorithm \( O \). In addition, assume the mechanism computes payments \((p_1(z, a), \ldots, p_m(z, a))\) for all contractor agents. The result for agent \( i \), called its utility, is the sum of the valuation \( v_i \) that \( i \) gets from the resulting allocation \( o \) with its type \( s_i \) and the payment it receives from the mechanism:

\[
u_i(a) = v_i(s_i, o) + p_i(z, a).
\]

In the STAP, we define the valuation of agent \( i \) as its fair share of the utilities of the tasks it helps to fulfill.

\[
v_i(s_i, o) = \sum_{t \in T_o} \sum_{r \in R} o(t, i, r) \cdot e(t).
\]

For example, if an agent \( i \) contributes 3 out of 6 resources of different types for a task \( t \) with value 10, then \( o(t, i, r) = 1 \) whenever \( r \) is one of these types. The valuation of \( i \) in this case is then \( 3 \cdot e(t) \). This efficiency (Definition 3) is \( e(t) = \sum_{r \in R} req(t, r) = \frac{10}{6} \), so \( v_i(s_i, o) = 5 \).

The utility \( u_i \) is what agent \( i \) aims to maximize. The social welfare \( W(o) \) of the system is the sum of the valuations of the contractors in the allocation \( o \), i.e., \( W(o) = \sum_{i=1}^{m} v_i(a_i, o) \).

We use this to define the mechanism design problem for social task allocation formally.

**Definition 6 (Mechanism design for STAP)** Given the parameter space \( Z \), the strategy space \( A \) and the social welfare function \( W \), the mechanism design problem for STAP is to find a mechanism \( \mathcal{M} = (O, p) \) that consists of an allocation function \( O : Z \times A^m \to \mathcal{O} \) and a payment function \( p_i : Z \times A^m \to \mathbb{R} \) such that the selected output \( o \in \mathcal{O} \) maximizes the total social welfare \( W(o) \).

A mechanism is efficient if it maximizes the social welfare. Such a mechanism design problem is called a utilitarian mechanism design problem [46]. We now show that the goal of this mechanism design problem is exactly the same as the optimization criterion for the STAP, i.e., the utility of all allocated tasks \( T_o \).

\[
U(T_o) = \sum_{t \in T_o} U(t) = \sum_{t \in T_o} \sum_{r \in R} req(t)(r) \cdot e(t)
\]

\[
= \sum_{i \in S} \sum_{t \in T_o} \sum_{r \in R} o(t, i, r) \cdot e(t)
\]

\[
= \sum_{i=1}^{m} v_i(a_i, o) = W(o)
\]

Thus, when an algorithm for STAP gives the optimal solution, it also outputs the optimal social welfare for the mechanism, as long as agents report their private information truthfully, i.e., if the mechanism is truthful.

**Definition 7 (Truthful)** Given an output algorithm \( O \), a (direct) mechanism is truthful if \( A = S \), and for any parameter \( z \in Z \), for any strategy profile \( a \in A^m \), for any agent \( i \) with type \( s_i \in S \) it holds that

\[
u_i(s_i, a_{-i}) = v_i(s_i, O(z, s_i, a_{-i})) + p_i(z, s_i, a_{-i})
\]

\[
g \geq u_i(a_i, a_{-i}) = v_i(s_i, O(z, a_i, a_{-i})) + p_i(z, a_i, a_{-i})
\]
Informally, agent $i$ is never worse off by revealing its true private type $s_i$ to the mechanism, no matter what strategies other agents play. Truthful mechanisms can be achieved with carefully designed payment functions, such as the Groves mechanism [26]. It has been shown that truthfulness can be guaranteed by a Groves mechanism if the mechanism is able to compute the optimal solution [46].

**Definition 8 (Groves mechanism [46])** A mechanism $\mathcal{M} = (O, p)$ is a Groves mechanism if:

1. The allocation function $O(z, a)$ maximizes the total welfare according to $a$, i.e. for all $a, O(z, a) \in \arg\max_{o \in O(z, a)} W(o)$.
2. The payment of agent $i$ is calculated as follows: $p_i(z, a) = -v_i(a_i, O(z, a)) + W(O(z, a)) + h(a - i)$, where $h$ is an arbitrary function of $a - i$.

In the following, we first discuss a Groves mechanism for the STAP allocation algorithm that maximizes the objective function.

### 8.1 Exact truthful mechanism

Consider the following Groves mechanism using an optimal algorithm.

**Definition 9 ([M\text{OPT} for STAP])** The optimal task allocation mechanism consists of

- A task allocation algorithm $\text{OPT}$: Let $z = (SN, T)$ be an instance of STAP. First the mechanism center announces a set of tasks $T$—required resources (type and demand), utilities and locations—that need to be allocated to all contractor agents. Next the contractors declare their types $a$ to the center. The center then finds the efficient allocation $o = \text{OPT}(z, a)$ using the ILP translation.
- A payment function $p^{\text{OPT}}$: The payment of an agent is its marginal contribution to the society, i.e.,

$$p_i^{\text{OPT}}(z, a_i, a_{-i}) = -v_i(a_i, o) + W(o) - W(o_{-i})$$

where $o_{-i} = \text{OPT}(z, a_{-i})$ is the efficient allocation computed by $\text{OPT}$ without $i$’s participation. This is also called the Clarke pivot payment or Clarke’s tax [54].

Because this exact mechanism is based on the Groves mechanism, it almost automatically inherits properties such as being efficient and truthful. An agent has no incentive to not fully state its available resource types and amounts, since the utility of an agent is its marginal contribution to the society: suppose an agent states less resources, the total number of allocated tasks will be no more than when it fully states its available resources. Thus the marginal contribution of the agent to the social welfare would then be no more, since the resulting efficient allocation has lower utilities. Therefore the agent will derive a lower utility due to its incomplete report.1

**Corollary 1** The mechanism $\mathcal{M}_{\text{OPT}} = (\text{OPT}, p^{\text{OPT}})$ is a truthful and efficient mechanism, where agents always receive non-negative utilities by participating in the game, i.e., agents are individually rational (IR). In addition, the mechanism gives no payment to agents that do not get any allocated tasks.

---

1 In this paper we do not address the case that an agent overstates its resources. Such misreports have been studied in for example [36].
This statement is a corollary of the truthfulness, IR, and optimality results of Groves mechanisms with a Clarke pivot payment (VCG mechanisms) that use an optimal allocation rule, see e.g., [54].

An additional desirable property would be that the payments for each task in total is exactly the same as the value of that task. This property is called budget balancedness. However, it follows directly from Myerson and Satterthwaite [42] that it is impossible to achieve budget balancedness together with efficiency and individual rationality for a truthful mechanism. In this paper we therefore do not place this additional requirement, but focus on how to obtain efficient solutions in polynomial time. Truthfulness is very important in this respect, because otherwise the mechanism may make decisions based on incorrect information.

8.2 A computationally efficient truthful mechanism

The exact mechanism for STAP, \( M_{\text{OPT}} \), is truthful and efficient. However, it takes exponential time to compute the allocation and the payment. Obviously, this is not feasible when the problem size is large. In this section, we first show that a mechanism using the greedy algorithm cannot be truthful. We then develop a truthful polynomial-time mechanism by splitting the problem into sub-problems that each can be solved optimally in polynomial time.

**Proposition 3** No Groves mechanism is truthful with the greedy task allocation algorithm GTA.

**Proof** We show that for a specific instance the Groves mechanism cannot incentivize a contractor to declare all its available resources truthfully if the greedy task allocation algorithm is used. Without loss of generality we assume that \( h(a_{-i}) = 0 \). Thus, \( p_i(z, a) = -v_i(a_i, \text{GTA}(z, a)) + W(\text{GTA}(z, a)) \).

Consider a problem instance with tasks \( t_1, t_2 \) and \( t_3 \). Task \( t_1 \) requires resources \( \{r_1, r_2, r_3\} \); task \( t_2 \) requires \( \{r_2, r_4\} \); and \( t_3 \) requires \( \{r_3, r_5\} \). All three tasks are connected to contractors \( i \) and \( j \), where \( i \) has resources \( \{r_1, r_4, r_5\} \), and \( j \) owns \( \{r_2, r_3\} \). Let the utilities of the tasks be \( U(t_1) = 15 \), \( U(t_2) = 8 \), and \( U(t_3) = 8 \). Thus the efficiencies are 5, 4, and 4, respectively. Suppose that agent \( j \) truthfully reports its resources \( \{r_2, r_3\} \). We now compare two situations. When \( i \) also declares its type truthfully to the mechanism, i.e. \( \{r_1, r_4, r_5\} \), then according to the greedy algorithm, the resulting allocation is \( o_1 = \text{GTA}(z, s_j, s_i) \) with \( T_{o_1} = \{t_1\} \), because \( t_1 \) has the highest efficiency. The payment then is \( p_i(z, s_j, s_i) = -v_i(s_i, o_1) + W(o_1) \). So in this case, the utility that \( i \) receives by declaring truthfully is \( u_i(s_j, s_i) = v_i(s_i, o_1) + p_i(z, s_j, s_i) = W(o_1) = 15 \).

Consider now a case where \( i \) mis-reports \( (a_i \neq s_i) \) its resources, i.e., \( \{r_4, r_5\} \). In this case \( t_1 \) cannot be allocated. The greedy algorithm then outputs the allocation \( o_2 = \text{GTA}(z, s_j, a_i) \) and \( T_{o_2} = \{t_2, t_3\} \). The utility of \( i \) then becomes \( u_i(s_j, a_i) = v_i(s_j, o_2) - v_i(a_i, o_2) + W(o_2) = (4 + 4) - (4 + 4) + 16 \). Since \( u_i(s_j, a_i) > u_i(s_j, s_i) \), agent \( i \) is better off by lying about its available resources. This mechanism is not truthful. \( \square \)

Clearly, another approach is required to obtain a polynomial algorithm that is also truthful. The idea is to create sub-problems that can be solved in such a way that the resulting mechanism is truthful and the quality of the resulting solutions is still quite good. To achieve truthfulness, we should divide the problem in a way that does not depend on the declared types of the agents. In addition, we would like the algorithm to be computationally feasible. In most applications, this means that the algorithm should be polynomial in at least the number of agents \( m \) and the number of tasks \( n \) (for a fixed number of resource types).
Algorithm 3 Cluster-based algorithm CLS.

Input: a set of agents $\mathcal{A}$, tasks $\mathcal{T}$, a network $SN = (\mathcal{A}, AE)$ and a cluster size $c$.
Output: a task allocation and its value.

While there are tasks and agents left, execute the following lines.
1. Find a cluster $C$ of agents and their tasks of size at most $\max\{c, \log n\}$ using a polynomial-time clustering method that does not use private information of the agents.
2. Compute the task allocation for $C$ using the optimal algorithm $OPT$.
3. Remove $C$ from the problem.

The idea of the cluster-based algorithm we present below is thus to find a partitioning of the given social network into several disjoint subnetworks (or clusters) so that each subnetwork is small enough to be solved by the optimal algorithm using ILP described in Sect. 4.1. Given a STAP with $n$ tasks and $m$ agents, we partition the graph so that each cluster $C$ contains at most $\log n$ tasks and $\log m$ agents when $n$ and $m$ are large. For smaller numbers of tasks we limit the number of tasks per cluster by a fixed number $c$. Pseudocode of this algorithm is given in Algorithm 3.

Proposition 4 Given a STAP with $n$ tasks, $m$ agents, $l$ resource types, and the degree of the network bounded by $\Delta$, the cluster-based algorithm CLS is polynomial in $m$, $n$, $\Delta$, and exponential in $l$. When the number of resource types $l$ is bounded by a constant, CLS is a polynomial-time algorithm.

Proof In this proof we show that the asymptotic run-time is polynomial; we therefore ignore the case that $\log n < c$ in the following. Given that the clustering method is polynomial, the run time is mainly determined by the computation of the optimal solution for each cluster. Recall that the ILP can be solved in time exponential in $n$, $m$, and $l$. In each cluster, the size of the input for the ILP is reduced by restricting the number of tasks and agents. More precisely, in each cluster the number of variables in the ILP formulation is $O(\log n \log m l)$, therefore, computing the solution for each cluster using ILP takes: $e^{O(\log n \log m l)} = O(m \cdot n \cdot 2^l)$.

This algorithm is thus fixed-parameter tractable in $l$ [44]. In other words, when the number of resource types $l$ is bounded by a constant, the computation time of CLS after clustering is $O\left(\frac{n}{\log n}\right) \cdot O(mn) = O\left(\frac{n^2 m}{\log n}\right)$, which is polynomial. \qed

The cluster-based algorithm can be used to define a truthful mechanism as follows.

Definition 10 (A cluster-based mechanism $\mathcal{M}_{CLS}$) A cluster-based mechanism $\mathcal{M}_{CLS} = (CLS, P_{CLS})$ works as follows.

- Let $z = (SN, \mathcal{T})$ be an instance of STAP. First, the mechanism partitions the agent network according to Algorithm 3, Steps 1–4.
- After one cluster $C_j$ is formed, the agents in this cluster are asked to submit their private types $a$ to the mechanism. Based on the declared types, the mechanism uses the task allocation algorithm CLS to get the optimal allocation $o^j$ of this cluster (Algorithm 3, Step 2).
- A payment function $p_{CLS}$ calculates the payment to the agents in each cluster $C_j$ based on the same payment function as used by the OPT mechanism (Definition 9), i.e., $p^j_{CLS}(z, a_j, a_{-j}) = -v_i(a_i, o^j) + W(o^j) - W(o^j_{-i})$.

The mechanism calculates the allocation and the payment for each cluster. Agents are asked to submit their types after the clusters are formed. Therefore, agents’ private types will
not influence the partitioning process, i.e. they cannot manipulate in order to enter “good” clusters. When the mechanism divides the network into several clusters, it uses only the public information—the network structure and the information of the tasks, no private information of agents is involved in this stage, and each agent can only belong to one cluster. Indeed, we will show this is the key fact which ensures that the mechanism is truthful even when a sub-optimal allocation algorithm (CLS) is used.

**Theorem 3** The mechanism $\mathcal{M}_{CLS} = (CLS, p^{CLS})$ is truthful, individually rational and gives no payment to agents that do not get any allocated tasks.

**Proof** The cluster-based algorithm (Algorithm 3) removes some edges between agents and tasks, and divides the network into disjoint clusters. Given a problem instance $z$, a solution of partitioning, the set of “allowable” allocations given the type space of agents $a$ is restricted to $\Omega = \omega_1 \cup \ldots \cup \omega_k$ where $\omega_j = \{o^j_1, o^j_2, \ldots\}$ denotes the set of allowable allocations in cluster $C_j$. Note that $\Omega$ is a subset of the allowable outputs $\Theta$ in the exact mechanism: $\Omega \subseteq \Theta$. Each agent is only in one cluster after partitioning.

The declarations of the agents will not influence the partitioning process. Next we prove that for each cluster, truth-telling is always in the best interests of all agents. For this we use a similar proof as for the exact mechanism (Theorem 1).

Given an agent $i$ in the cluster $C_j$, we define the true type of $i$ by $s_i$ and any other type by $a_i$. Let $o^j = CLS(z, s_i, a_{-i})$, and $\hat{o}^j = CLS(z, a_i, a_{-i})$, $o^j, \hat{o}^j \in \omega_j$, respectively. The difference $\delta$ of the utility that $i$ will receive by declaring $s_i$ and $a_i$ is:

$$\delta = u_i(s_i, a_{-i}) - u_i(a_i, a_{-i}) = W(o^j) - W(\hat{o}^j).$$

Since we use the optimal algorithm OPT to find the optimal allocation in every cluster, $o^j$ is the best allocation over $\omega_j$, i.e., $o^j = \arg \max_{o^j \in \omega_j} W(o^j)$. Therefore, $W(o^j) - W(\hat{o}^j) \geq 0$, i.e., agents are better off by report their types truthfully. The truthfulness result holds for all clusters. In addition, since the network is partitioned without the knowledge of the contractor agents’ private information, the contractors cannot manipulate the mechanism in order to enter different clusters. Similarly, we can show the mechanism is individually rational. 

8.3 Clustering heuristics

Finding a graph partitioning where a minimal number of connections is broken is NP-hard for more than two clusters (so when the cluster size $c < \frac{1}{2}m$, where $m$ is the number of agents) [21]. In this paper we therefore limit ourselves to evaluating the quality of the task allocation where the clusters are determined heuristically. We discuss three examples of such heuristics.

**Breadth-first clustering** The first heuristic repeatedly performs a breadth-first search in the (remaining) graph until as many agents are visited as are allowed in a cluster. A next cluster is formed starting from the agent that was about to be visited in the previous cluster. When there is no such unvisited agent, a starting agent is randomly selected from the remaining unvisited agents. This heuristic is very efficient and runs in $O(m^2)$ time, but can even be implemented to run in linear time.

**Clustering using the betweenness of agents** For the second heuristic we again use the betweenness measure described in Sect. 4.2. This measures the number of shortest paths (between any two agents) through an edge [24]. The intuition now is that when an edge connects two clusters, it usually has a high betweenness. By repeatedly removing the edge
with the highest betweenness, at some point the graph falls apart into separate components (clusters). This heuristic continues to do so for each cluster that is larger than the allowed maximum. The run time of this method requires \( m \) times computations of all-pair-shortest paths. Our implementation uses the betweenness implementation from the Jung graph library for each connection in \( AE \), which in itself is fairly inefficient; the heuristic in total runs in \( O(|AE|(m^2 + m|AE|)) \) time.

**Clustering using efficiency and the similarity of the neighborhood of tasks** The final heuristic comes from the consideration that tasks which connect to the same contractor agents should end up in the same cluster, because these interactions between tasks are the core of our problem. We would like to keep as many of these interactions in the sub-problems to maintain a certain level of quality.

For this heuristic, we start with the most efficient task, which has the highest utility for using resources. The tasks are divided in such a way that those in one cluster are more related to each other than to tasks outside of the cluster. The similarity of a task \( t \) to a cluster \( C \) is measured by the number of mutual contractor agents they are connected to:

\[
\text{sim}(t, C) = \sum_{t' \in C} \left| \text{mutual}(t, t') \right|
\]

where \( \text{mutual}(t, t') = \{ i \in A \mid ((i, \text{loc}(t)) \in AE \text{ or } i = \text{loc}(t)) \text{ and } ((i, \text{loc}(t')) \in AE \text{ or } i = \text{loc}(t')) \} \).

After we find a cluster \( C \) with at most \( \max\{c, \log n\} \) tasks, we limit the number of contractor agents in \( C \) by keeping only the agents which have most connections to the tasks in \( C \). To distribute the contractor agents evenly over the \( \frac{n}{\log n} \) clusters, we add at most \( q \) contractor agents to each cluster, where \( q = \min\{\log(m), \frac{m \cdot \max\{c, \log n\}}{n}\} \), so for small problems we just use \( q = \frac{mc}{n} \). In this way, the size of each cluster \( k \) is bounded by \( \max\{c, \log n\} + q \).

Sorting the set of tasks on efficiency takes \( O(n \log n) \). For a cluster \( C \), computing the similarity of one task to \( C \) is bounded by \( O(\log n \Delta) \). This similarity is calculated for at most \( O(n) \) tasks. This is repeated for each task to be added to the cluster. Thus, determining one cluster takes \( O\left(n(\log n)^2 \Delta\right) \). As there are in total at most \( O\left(\frac{n}{\log n}\right) \) clusters to be found, the computation time for this clustering heuristic is: \( O\left(n \log n + n^2 \log n \Delta\right) = O\left(n^2 \log n \Delta\right) \).

These (truthful) cluster-based algorithms may bring some undesired performance losses, depending on the clustering used. As we cannot guarantee the performance theoretically, in the next section, we show the performance of this polynomial-time mechanism \( M_{CLS} \) experimentally on these three different clustering heuristics.

### 8.4 Experiments on selfish social task allocation

To evaluate both the quality and the run time of the cluster-based algorithm, we compare the clustering heuristics in two settings. First we study the effect of the cluster size (i.e., the number of tasks in one cluster) on quality and run time in the default setting of 60 agents and 80 tasks, and then we give some results on quality and run time for larger problem sizes.

#### 8.4.1 Effect of cluster size

For the default setting with 80 tasks, half of the required resources available, an average degree of 4, 1,600 resources ratio, and 60 agents, we vary the cluster size from 5 to 30 in steps of 5 and measure both the runtime and the quality compared to the optimal solution.
The run time of the cluster-based algorithm stays approximately constant for increasing cluster sizes and a fixed number of tasks (80) and agents (60).

The results on the quality comparison averaged over all three network types can be found in Fig. 19. The quality of all three heuristics increases with the cluster size, which is not surprising, given that an optimal algorithm is used for each cluster. The figure also shows that the performance of the betweenness heuristic is significantly worse than the other two heuristics. For the other two heuristics the cluster-based algorithm performs reasonably well with a quality between 0.3 for small clusters up to 0.65 when the cluster size is around 30.

The computation time required for these results stays approximately constant for increasing cluster sizes and a fixed number of tasks and agents, as illustrated by Fig. 20. In addition, this figure illustrates the long computation time required for the betweenness heuristic; it almost takes as long as running the optimal algorithm.

8.4.2 Scalability

When the number of tasks grows and the cluster size stays the same, the cluster-based algorithm will create more clusters. To see the effect of this on quality and computation time, we run an experiment with 60 agents, a cluster size of 15, while varying the number of tasks from 10 to 120 (and thus the number of clusters from 1 to 8). The results of this experiment can be found in Figs. 21, 22, and 23. Surprisingly, when the number of tasks is at least 40, the relative quality is approximately constant between 0.3 and 0.4 for random and scale-free networks, and between 0.6 and 0.7 for small-world networks (see Fig. 21), which is all significantly lower than the performance of GDAP. The difference in performance of the cluster-based algorithm in small-world networks can be explained by the fact that a small-world network by construction is already a bit clustered, and therefore the loss of quality by ignoring some of the relations is less severe. Only for a small number of tasks, we see the (positive) effect of having fewer clusters.

This can be seen even more clearly from Fig. 22. When there are very few tasks and 60 agents, on average only one task can be allocated (in the optimal solution). Both the BFS and the similarity heuristic obtain this optimal result, because they create clusters around the few
available tasks. The betweenness heuristic only considers the agent network and therefore performs very bad here.

The results on the run time (Fig. 23) give another reason for not using betweenness in this way; for some problems the clustering heuristic uses more time than the optimal algorithm. Besides this, the run time results behave as expected, requiring significantly more time when there are more tasks.

To see the effect of an increasing network size, we also run the cluster-based algorithm on a setting with 80 tasks and with a maximum cluster size of 15, but varying the number of agents
The run time of the cluster-based algorithm increases with the number of tasks because the number of clusters increases from 10 to 120. Changing the number of agents while keeping the number of tasks constant hardly has any interesting effect on the runtime, but regarding the quality we can make the following observations, based on Fig. 24. This figure contains the results for the similarity and BFS heuristics on all three networks (we left out betweenness for clarity and because it is dominated in both run time and quality). The figure shows that increasing the size of the network slightly reduces the quality of the clustering algorithm using the BFS heuristic. When these networks grow while keeping the number of tasks the same, the clusters constructed using BFS contain a decreasing portion of the available tasks and resources, making it hard to find good overall solutions. However, the similarity heuristic has a stable performance on both the scale-free and random networks, significantly outperforming the BFS heuristic in such networks with over 90 agents. Even more striking, however, is that the quality of the similarity heuristic in small-world networks keeps increasing with the size of the network. This increase can be partly explained by the decrease in the absolute optimal value for small-world networks with a large number of agents and a fixed (small) number of tasks, as we discussed in Sect. 7.3. In addition, the main difference between the similarity heuristic and BFS is that the similarity heuristic puts tasks with similar requirements together in the same cluster. This seems to pay off mostly in large networks where tasks and resources are scarce.

From these results we conclude that networks in which it is harder to find good clusters, such as random and scale-free networks, may need another type of heuristic to break the problem down into good independent and manageable parts. We leave finding such an alternative heuristic for future work.

9 Related work

Task allocation in multiagent systems has been investigated by many researchers in recent years with different assumptions and emphases, ranging from centralized methods to
distributed ones, fully cooperative agents to self-interested settings, taking the relations between agents into account, or assuming full connectivity. In this section we aim to provide a guideline to such literature related to task allocation in social networks. First we discuss recent developments in computing task allocations when all agents are connected. Then we concentrate on the relation of these approaches to using auctions for similar allocation problems. We conclude this section with an overview of related work that takes relations between agents into account.

9.1 Allocations with fully connected agents

Shehory and Kraus [52] study how to allocate tasks that require cooperation among a set of agents. Such a set of agents is called a coalition, and in fact this is thus strongly related to the problem of coalition formation. In coalition formation usually stability is the primary goal, versus the problem of optimizing the value of the allocated tasks, as in our work. A recent paper by Dunne et al. [16] provides a thorough analysis of the computational complexity of this problem of finding stable coalitions, which they call coalitional resource games.

In our setting we concentrate on maximizing the value of the allocated tasks, in a way similar to work by Kraus et al. [34,35], where they study the case where the tasks need to be executed by self-interested agents under time constraints (i.e., a discount of the utility of a task per auction round). They focus on finding strategies for distributing revenues fairly among agents that are close to a notion of stability. There are no theoretical guarantees on stability or incentive compatibility provided, but they perform experiments with up to 15 agents and 5 tasks, that show that the strategies are close to stable. We believe their work provides an interesting alternative revenue division for the proportional revenue that we use in our work here. The theoretical counterpart of this work is provided by Manisterski et al. [39], who show that when budget balancedness is required, efficiency is only possible in specific settings (such as with only one task). In our setting we do not obtain budget balancedness, but we provide two generally applicable mechanisms: one that is guaranteed to be efficient, but
may require exponential running time, and one that is computationally efficient, but where the performance depends on the cluster size. However, the proposed task allocation protocol in [34, 35] but also the Pareto-optimal approach in [53] is centralized, where one manager is responsible for the auction of all tasks: announcing the tasks, collecting the proposals, and allocating the tasks to the agent coalitions. We generalize that model by having each task managed by a different agent, distributed over the network. The other extreme is to let agents form and break coalitions completely distributedly, using simple local heuristics. Such an approach is for example used for forming buyer coalitions in large-scale multiagent systems by Lerman and Shehory [37] and can also be found in [53].

Focusing more on optimality than stability, a related line of work is on scheduling with self-interested agents [28, 33, 47]. The similarity between task allocation and scheduling jobs on machines is that in both cases resources (machines) are allocated to tasks (jobs). However, in scheduling the resources (machines) can be used as often as required, and usually all jobs are allocated. The goal is there to minimize e.g., makespan, lateness (in case of deadline), or weighted completion time of a schedule allocating all tasks. The difficulty in task allocation arises exactly from the fact that not all tasks can be allocated and that therefore an optimal selection of tasks needs to be chosen.

9.2 Auctions for allocation problems

Auctions have been a popular method for realizing distributed task or resource allocation in multiagent systems [5, 25, 15, 55], among which the Contract Net (or CNP) [55] is probably the most well-known. In the CNP, the auctioneer sends out a call for proposals, the bidders submit their bids and the auctioneer then evaluates the bids and determines the winner. Finally the bidders receive or reject the offer. Many variants of the CNP have been developed for different problem domains, for instance, in multirobot coordination. Goldberg et al. [25] use auction-based methods for allocating the tasks to robots. In [5], the authors propose one-shot auction to tackle the changes in a dynamic environment when allocating tasks with time and dependency constraints. In their approach, any agent can become an auctioneer and call for proposals on the task it had accepted earlier in case this task fails (or might fail). The bids from the agents include a time window and the agents use combinatorial bids (i.e., combinations of tasks). The auctioneer selects the best bids which fit its overall schedule.

The winner determination for combinatorial auctions (CAs) is NP-complete [49]. CAs can be viewed as a “reverse” task allocation, where the agents with resources are the auctioneer(s) and the agents who want to obtain the resources (for completing their tasks) are bidders. The downside of CAs is that they often require an exponential number of task bundles to be considered, which results in an exponential number of communication messages. The difference from our approach is that we compute an allocation for each task (almost) independently, using locality of both tasks and resources. This can be done very efficiently, as shown in this paper. Inversely, a possible consequence of our work could be that we provide here some first insights in how to deal with combinatorial auction problems where resources and bidders are distributed and not every bidder is allowed to bid on every resource. More generally, none of the research mentioned above studies the effect of different social networks of self-interested agents on the run time and the quality of the allocations.

9.3 Allocations in networks of agents

There is some work where networks have been employed in the context of task allocation with a different focus or application. For example Gaston and DesJardins [23] study how
the topology of an organization’s structure affects the performance of the teams forming in multiagent systems. They show that the agents’ interaction topology is a key factor in effective team formation, mainly that scale-free networks support the diversity required for effective teams. Eberling and Kleine Büning [18] design a system where agents cooperate with neighbors to perform assigned tasks. They select others to cooperate with who are in some sense “like” themselves, whereas we study the problem of finding agents that have complimentary resources to allocate tasks. A very interesting aspect of their work is that they study the effect of adapting the structure of their local network. Such changes can for example be based on the long run benefit of relations, which could be learned from observing past behavior as has been put forward in earlier work [7, 22]. The focus of the research discussed above is on distributed coalition or team formation among agents in a network. In our work we also investigate how the different network topologies affect the performance of the system; in our case a task allocation. However, the main difference from our approach is that we do not need agents to form groups before allocating tasks, but tailor the agents assigned to a task based on the specific problem instance, given existing social relations.

We study the effect of limiting cooperations exactly to such social relations, but networks of agents are also used to model the allowed communication between agents. For example, Kafalı and Yolum [30] investigate how different communication protocols improve the efficiency of the resource allocation when agents are not fully aware of all other agents and their demand for resources. Vidal [58] develops a protocol for agents to coordinate their actions such that communication allows them to align their individual search landscapes with the global fitness landscape. A minimum level of connectedness in the agents’ communication network is required for this to work. Abdallah and Lesser [1] use networks to model limited interactions between agents and mediators. Mediators in this context are agents who receive the task and have connections to other agents. They break the task up into subtasks, and negotiate with other agents to obtain commitments to execute these subtasks. Their focus is on modeling the decision process of just a single mediator. The work of [50] introduces computational geometry-based algorithms for distributed task allocation in geographical domains. Agents are then allowed to move and actively search for tasks, and the capability of agents to perform tasks is homogeneous. In order to apply their approach, agents need to be mobile, and they have some knowledge about the geographical positions of tasks and some other agents. Other work [51] proposes a location mechanism for open multiagent systems to allocate tasks to unknown agents. In this approach each agent caches a list of agents they know. The analysis of the communication complexity of this method is based on lattice-like graphs, while we investigate how to efficiently solve task allocation in a social network, whose topology can be arbitrary.

Also extant work on resource allocation in social networks with self-interested agents in fact uses the network as a model for allowed communication in the sense of negotiation. In this model connected agents are allowed to negotiate about exchanging resources locally in a network, and as often as possible, as long as each exchange is individually rational [3, 10, 11]. The aim of this line of work is to show convergence to new allocations with properties such as envy-freeness. Tasks as such are not explicitly included, but could in principle be modeled by the utility functions. In our work we allow resources to change hands at most once, and the utility for resources is of a combinatorial nature, i.e., only certain sets of resources can achieve tasks and thus have any value.

Resource allocation in a social network has also been modeled by letting each pair of connected agent solve a bargaining problem [8, 9, 31]. In this abstract model each bargaining problem can be thought of as sharing a single pie among the two agents. Results show for example existence and computation of equilibria in specific graph structures, given efficiency
(and fairness) criteria such as the Nash bargaining solution. Although this work also takes social relations into account, the model is very different from the task allocation model commonly used in multiagent systems, and results do not seem to transfer. However, applying the game theoretical method used to obtain these results for our setting is a worthwhile direction for future work.

Another important direction for future work is to apply the developed algorithms to a real-world application. For example, a supply chain consists of a set of partially connected agents, and it is a natural application domain for task allocation in networks. Easwaran and Pitt [17] are concerned with the allocation of subtasks to service providers in a supply chain, where “complex tasks” require “services” for their accomplishment. Their algorithm breaks up the problem in two stages: (1) identifying which services need to be executed in order to solve the complex task by breaking the task into subtasks until there are only primitive tasks that can be solved by a combination of service agents, and (2) identifying an optimal set of service providers to provide the services identified in the first stage. For the first stage they use a hierarchical network planning and for the second stage a genetic algorithm. Both algorithms are run centrally. In contrast, Walsh and Wellman [59,60] develop a distributed approach for this problem, using a separate auction for each required resource. These separate auctions have the advantage of being computationally very efficient, but may also lead to managers that end up with insufficient resources to execute a task, while they still need to pay for these resources (the bidder exposure problem). To remedy this, they also include a mechanism for decommitment. This mechanism allows managers to return resources in case—after the auctions are concluded—the acquired set of resources turns out to be insufficient to complete the task. Such an approach works well when this does not happen too often. However, we expect that in situations where resources are scarce (for example with a resource ratio around 0.5 as in our experiments), few managers are able to acquire all resources required for their task when these need to be obtained in separate auctions. For such difficult instances, it may be better to consider the tasks in a greedy order such as in GDAP (if agents are not strategic), or to use an optimal combinatorial approach locally such as the cluster-based mechanism. Having said that, their model of hierarchical subtask decomposition is quite expressive, they provide a neat equilibrium analysis, and the application to the domain of supply chain formation is very inspiring.

10 Conclusions

In this paper we study the task allocation problem in a social network (STAP), which can be seen as a new, more general, variant of the task allocation problem. We believe this problem models many realistic task allocation problems. This paper includes the following contributions regarding this problem. We prove that computing the efficient solution for STAP is \(\text{NP}\)-complete and we give a bound on possible approximation algorithms. We present a computationally efficient distributed protocol, GDAP. We show that this protocol cannot be used as part of a truthful mechanism in case the agents who control the resources are self-interested, but we provide an alternative, cluster-based algorithm for such situations. Finally, we conduct an extensive set of experiments to assess the solution quality and the computational efficiency of the proposed algorithms in three types of social networks, namely, small-world networks, random networks, and scale-free networks.

The results presented in this paper show that the distributed algorithm performs well in all three types of networks, and for many different settings. Furthermore, the algorithm scales well to large networks, both in terms of quality and of required computation time. The
results also show that the value of an optimal task allocation in small-world networks where resources are scarce is relatively low compared to the same setting in the other network types, because there are no agents in these small-world networks with many connections that can still allocate tasks that require many resources. However, both the distributed algorithm as well as the cluster-based algorithm with the similarity heuristic perform relatively well in such small-world networks, because these algorithms exploit exactly such locality to reduce the computational burden. Overall as a price of truthfulness, the cluster-based algorithm performs a bit worse than GDAP, except when cluster size is large (i.e., less than five clusters for small-world networks or at most two for the others).

Because the quality of the allocations found by the (truthful) cluster-based algorithm is not as good as the quality of GDAP (except in some small-world networks), we aim in our future work to design an alternative truthful mechanism for networks in which clusters do not already occur naturally. But even for GDAP there may be room for different heuristics, perhaps attaining a better performance in specific settings. In addition, we believe the model can be extended to support use in other realistic situations. For example, in the current model we assume that agents can only contact their neighbors to request resources, but it would be interesting to see neighbors also as mediators in finding resources further away in the social network. This direction could benefit from the results on resource exchanges [3, 11] discussed in the previous section. A third interesting topic for further work is the addition of reputation information among the agents. This may help to model changing business relations and incentivize agents to follow the protocol. For this we could look into taking some first results on dynamic social networks [4] into account.

Finally, it would be interesting to study real-life instances of the social task allocation problem, and see how they relate to the randomly generated small-world, scale-free, and uniformly random networks studied in this paper.
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