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On the Domain Integral Equation Method for Anisotropic Inhomogeneous Waveguides

H. Paul Urbach and Eugène S. A. M. Lepelaars

Abstract—The domain integral equation method for anisotropic inhomogeneous dielectric waveguides is derived, and the spectral properties of the integral operator are discussed. It is explained why spurious modes do not occur when the Galerkin method is applied to the domain integral equation. Furthermore, the convergence of the method is discussed.

I. INTRODUCTION

Accurate methods for the computation of propagation constants and field distributions of guided modes in dielectric waveguides are of great importance for the optimization of optical waveguides. The finite element method (FEM) for the Maxwell equations is widely used in the theoretical study of the complete vector formulation of the physical problem. Reviews of numerical studies of optical dielectric waveguides, in general, and the FEM, in particular, have appeared in [20], [23], and [24]. The fact that the FEM is an exact and general method that can be applied to both inhomogeneous and anisotropic guides explains its popularity. It is less well known that there exists another exact method which is based on a Green’s function approach to the Maxwell equations and which is just as general as the FEM. The first publications on this so-called domain integral equation method were probably [1], [2], [19], and [22].

The domain integral equation method has certain advantages over the FEM applied to Maxwell’s equations. In the FEM, one has to face the problem of how to incorporate the unbounded region outside the guide. Most authors either employ special large elements in the discretization of the exterior region [14], [15], [17], [21], or they replace this region by a set of integral equations on the physical boundary or on an imaginary boundary [12], [25]. In contrast, the domain integral equation is an equation for the electric field inside the guide only. The exterior region is conveniently incorporated in the kernel of the integral operator.

A second difficulty with applying the FEM to the partial differential equations is the occurrence of spurious solutions [10], [11]. These nonphysical solutions of the discretized systems of equations fail to converge to a solution of Maxwell’s equations when the mesh size is decreased. This is caused by the fact that in many numerical schemes, the divergence equation is not satisfied explicitly, although this equation is necessary to guarantee convergence of the approximating solutions. Spurious modes can be prevented by incorporating the divergence equation in some way into the numerical scheme, e.g., by using special basis functions. Unfortunately, such basis functions tend to be complicated. An important advantage of the domain integral equation method is that spurious solutions cannot occur.

The aim of the present paper is to discuss, in more detail, numerical and computational aspects of the domain integral equation method. In contrast with earlier work [2], in which the method of moments with collocation was used, we apply a Galerkin method to solve the integral equation. The reason is that more mathematical results concerning convergence properties, etc., are available for Galerkin methods than for the more general method of moments. We shall assume that all materials are nonmagnetic and lossless. Furthermore, we assume that the exterior of the guide consists of a homogeneous isotropic dielectric. Although the domain integral equation method applies also to the more general case of a guide embedded in a stratified medium [2], [3], and [16], the assumption of a homogeneous cladding is adopted to simplify the kernel of the integral equation.

The propagation constant of the guided mode occurs as a parameter in the kernel of the domain integral operator. The computation of the guided modes amounts to tuning the propagation constant such that one of the eigenvalues of the integral operator becomes equal to −1. We will discuss the convergence of the Galerkin method and explain why spurious modes do not occur. Furthermore, the performance of the method is compared to previous studies for the classical case of a homogeneous isotropic rectangular waveguide. In applying the Galerkin method, we use rectangular elements with piecewise constant base functions. For these elements and base functions, the Galerkin matrix can be computed very efficiently by an analytical technique proposed by Boersma [4]. This technique, which makes the application of fast Fourier transform techniques superfluous, is described in the Appendix.

II. THE DOMAIN INTEGRAL FORMULATION

Let \((x_1, x_2, x_3)\) be a Cartesian coordinate system, and let \(\Omega\) be the cross section of a waveguide which is uniform parallel to the \(x_3\)-axis. The cross section \(\Omega\) may be disconnected, in which case more than one waveguide is present. The boundary of \(\Omega\) is assumed to be piecewise smooth. Isolated points at
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which the normal vector is discontinuous are allowed, but cusps are excluded.

All materials are nonmagnetic with magnetic permeability $\mu_0$. The guide is lossless and is, in general, inhomogeneous and anisotropic. The tensor electric permittivity in a point $(x_1, x_2)$ of the guide $\Omega$ is given by a positive definite Hermitian tensor of rank 2: $\varepsilon_1(x_1, x_2)$. We will use the convention that symbols indicating matrices and tensors of rank 2 are underlined twice and that vectors are in bold italic type. In electrooptic effects, all elements of the permittivity tensor are real and the tensor is symmetric; but for magnetooptic phenomena, the off-diagonal elements are complex and the tensor is Hermitian [18].

The assumptions concerning the permittivity imply that the tensor $\varepsilon_1(x_1, x_2)$ has in all points $(x_1, x_2)$ of the guide three real positive eigenvalues (counting multiplicity). The numbers $\varepsilon_{1,\text{max}} \geq \varepsilon_{1,\text{min}} > 0$ will denote, respectively, the maximum, taken over all points $(x_1, x_2)$ in the guide, of the largest eigenvalues of the tensors $\varepsilon_1(x_1, x_2)$, and the minimum taken over all $(x_1, x_2)$ in the guide of the smallest eigenvalues of these tensors, i.e.,

$$
\varepsilon_{1,\text{max}} = \max_{(x_1, x_2) \in \Omega} \max_{V \in \mathbb{C}^{3 \times 3}(0)} \frac{\varepsilon_1(x_1, x_2) V \cdot V^*}{V \cdot V^*},
$$

$$
\varepsilon_{1,\text{min}} = \min_{(x_1, x_2) \in \Omega} \min_{V \in \mathbb{C}^{3 \times 3}(0)} \frac{\varepsilon_1(x_1, x_2) V \cdot V^*}{V \cdot V^*},
$$

(1)

where $V^*$ is the complex conjugate of the vector $V$. The exterior of the guide consists of a lossless homogeneous isotropic dielectric with permittivity $\varepsilon_2 \geq 0$. It is assumed that for all points inside the guide except perhaps for the points on the boundary of the guide where equality may hold. Assumption (2) implies that $\varepsilon_{1,\text{max}} > \varepsilon_2$ and $\varepsilon_{1,\text{min}} > \varepsilon_2$.

An inhomogeneous isotropic waveguide with a continuous permittivity profile which is everywhere larger than $\varepsilon_2$ except on the boundary where $\varepsilon_1 = \varepsilon_2$, is an example of a case for which $\varepsilon_{1,\text{min}} = \varepsilon_2$.

We define the permittivity tensor field $\varepsilon: \mathbb{R}^2 \rightarrow \mathbb{C}^3 \times \mathbb{C}^3$ by

$$
\varepsilon(x_1, x_2) = \begin{cases}
\varepsilon_1(x_1, x_2) & \text{for } (x_1, x_2) \in \Omega \\
\varepsilon_2 I & \text{for } (x_1, x_2) \text{ outside } \Omega
\end{cases}
$$

(3)

where $I$ denotes the identity tensor. We will usually write $\varepsilon_1 I$ instead of $\varepsilon_2 I$. We seek time-harmonic solutions of Maxwell’s equations of the form

$$
\mathcal{E}(x_1, x_2, x_3, t) = \text{Re} \left\{ E(x_1, x_2) e^{i(\beta_3 x_3 - \omega t)} \right\}
$$

$$
\mathcal{H}(x_1, x_2, x_3, t) = \text{Re} \left\{ H(x_1, x_2) e^{i(\beta_3 x_3 - \omega t)} \right\}
$$

(4)

for some $\beta$. Substitution of (4) into Maxwell’s equation yields, after elimination of the magnetic field,

$$
\omega^2 \mu_0 \varepsilon_2 E = \text{curl}_\beta \text{curl}_\beta E = 0
$$

(5)

where $\text{curl}_\beta$ is the curl operator in which $\partial/\partial x_3$ is replaced by multiplication by $i\beta$, i.e.,

$$
\text{curl}_\beta E = \begin{pmatrix}
\frac{\partial E_x}{\partial x_2} - \beta E_z \\
\frac{\partial E_z}{\partial x_1} + \beta E_y \\
\frac{\partial E_y}{\partial x_1} - \beta E_z
\end{pmatrix}.
$$

(6)

For all real $\beta$ in the interval $-\sqrt{\varepsilon_2 \mu_0} \leq \beta \leq \sqrt{\varepsilon_2 \mu_0}$ and also for all purely imaginary $\beta$, there exists nonvanishing solutions of (5) (Fig. 1). The corresponding modes are the radiation and evanescent modes, respectively. Apart from these solutions for $\beta$, in general, several real $\beta$’s are found with

$$
\omega^2 \mu_0 \varepsilon_2 < \beta^2 < \omega^2 \mu_0 \varepsilon_{1,\text{max}}
$$

such that to each of these $\beta$’s there exist a finite number of linear independent nonvanishing solutions $E$ of which the components vanish exponentially with the distance to the guide. These are the guided modes. Because we shall consider guided modes only, we henceforth always assume that $\beta$ satisfies (7).

In order to derive the domain integral equations, we rewrite (5) as

$$
\omega^2 \mu_0 \varepsilon_2 E - \text{curl}_\beta \text{curl}_\beta E = -\omega^2 \mu_0 (\varepsilon_1 - \varepsilon_2) E.
$$

(8)

First, we show that for $\beta^2 > \omega^2 \mu_0 \varepsilon_2$, the differential operator on the left-hand side of (8) can be inverted. To compute the inverse, we take the Fourier transform of the equation

$$
\omega^2 \mu_0 \varepsilon_2 \mathcal{F}(V)(\xi_1, \xi_2) - \text{curl}_\beta \text{curl}_\beta \mathcal{F}(V)(\xi_1, \xi_2) = \mathcal{F}(G)(\xi_1, \xi_2)
$$

(9)

If

$$
\mathcal{F}(V)(\xi_1, \xi_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp[-2\pi i(\xi_1 x_1 + \xi_2 x_2)] V(x_1, x_2) dx_1 dx_2
$$

(10)

then (9) becomes

$$
\hat{A}(\xi_1, \xi_2) \mathcal{F}(V)(\xi_1, \xi_2) = \mathcal{F}(G)(\xi_1, \xi_2)
$$

(11)

where $\hat{A}(\xi_1, \xi_2)$ denotes the matrix shown in (12), which appears at the bottom of the next page. The determinant of (12) is given by

$$
D(\xi_1, \xi_2) = \omega^2 \mu_0 \varepsilon_2 \left[ 4\pi^2 \xi_1^2 + 4\pi^2 \xi_2^2 + \beta^2 - \omega^2 \mu_0 \xi_{1,\text{max}}^2 \right]
$$

(13)
and since $\beta^2 > \omega^2 \mu_0 \epsilon_2$, it follows that the matrices $A_{\beta}^{\ast}(\xi_1, \xi_2)$ are invertible for all $(\xi_1, \xi_2)$. The inverses of these matrices are given by

$$A_{\beta}^{\ast}(\xi_1, \xi_2)^{-1} = \frac{1}{(4\pi^2 \xi_1^2 - \omega^2 \epsilon_2 \mu_0)(4\pi^2 \xi_2^2 - \omega^2 \epsilon_2 \mu_0)} \left( \begin{array}{cc}
4\pi^2 \xi_2^2 - \omega^2 \epsilon_2 \mu_0 & 2\pi \beta \xi_1 \\
4\pi^2 \xi_1^2 - \omega^2 \epsilon_2 \mu_0 & 2\pi \beta \xi_2 \\
2\pi \beta \xi_1 & 2\pi \beta \xi_2 
\end{array} \right).$$

(14)

Hence, (11) can be inverted and, after an inverse Fourier transform, one finds

$$V = F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F(G).$$

(15)

By substituting $E$ for $V$ and $-\omega^2 \mu_0 (\xi - \xi_2) E$ for $G$ in (15), we find that (8) is equivalent to

$$-E = F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F[\omega^2 \mu_0 (\xi - \xi_2)] E.$$  

(16)

It will be convenient to symmetrize the operator on the right-hand side of (16), First, we note that it follows from (2) that for all points $(x_1, x_2)$ in the guide, the symmetric tensor $\epsilon_\| (x_1, x_2) - \epsilon_\perp$ is nonnegative so that the square roots $(\epsilon_\| (x_1, x_2) - \epsilon_\perp)^{1/2}$ are well defined and invertible in $\Omega$. Define the field $F$ by

$$F = (\xi - \xi_2)^{1/2} E.$$  

(17)

Then $F = 0$ outside of $\Omega$ and (16) implies that

$$F + \omega^2 \mu_0 (\xi - \xi_2)^{1/2} F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F[(\xi - \xi_2)^{1/2} F] = 0$$  

(18)

on $\Omega$. (18)

It is useful to apply some results from the theory of bounded symmetric operators. We therefore introduce the space $L^2(\Omega)^3$ of all vector fields $F: \Omega \rightarrow \mathbb{C}^3$ with components $F_1$ that are square integrable over the cross section of the guide, i.e.,

$$\int_\Omega |F_i(x_1, x_2)|^2 \, dx_1 \, dx_2 < \infty \quad \text{for } i = 1, 2, 3.$$  

(19)

The scalar product on $L^2(\Omega)^3$ is given by

$$(F, G) = \int_\Omega \int (F_1 G_1^* + F_2 G_2^* + F_3 G_3^*) \, dx_1 \, dx_2.$$  

(20)

Let the operator $T_\beta^R$, which acts on fields $F$ in the space $L^2(\Omega)^3$, be defined by

$$T_\beta^R(F) = \omega^2 \mu_0 (\xi - \xi_2)^{1/2} F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F[(\xi - \xi_2)^{1/2} F].$$  

(21)

Note, that in computing the Fourier transform $F[(\xi - \xi_2)^{1/2} F]$, the field $F$ on $\Omega$ is identified with its extension to the whole plane by putting $F = 0$ in the exterior of $\Omega$. It is not difficult to verify that since $\beta$ is real, $T_\beta^R$ is a bounded symmetric operator in $L^2(\Omega)^3$, i.e.,

$$T_\beta^R(F, G) = (F, T_\beta^R(G))$$  

(22)

for all $F$ and $G$ in $L^2(\Omega)^3$. With definition (21), (18) becomes

$$F + T_\beta^R(F) = 0$$  

on $\Omega$. (23)

This is the domain integral equation. The reason for using (23) with (21) as definition of $T_\beta^R$, instead of the operator on the right-hand side of (16), is that $T_\beta^R$ is symmetric, i.e., it satisfies (22), whereas the right-hand side of (16) does not.

By computing the Fourier transforms in (21), one can write $F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F$ as a matrix operator with elements that are convolution operators with as kernels certain partial derivatives with respect to $x_1$ and $x_2$ of the function $H_\beta(\sqrt{\beta^2 - \omega^2 \mu_0 \epsilon_2}(x_1^2 + x_2^2)^{1/2})$, where $H_\beta$ is the modified Bessel function of the second kind. These kernels are strongly singular, and the resulting representation of the operator $T_\beta^R$ is therefore not more convenient than the expression (21) in terms of the Fourier transforms. The preceding derivation shows that if $\beta$ is the propagation constant of a guided mode with $E$ as the electric field, then the field $F$ defined on $\Omega$ by (17) is an eigenfield of the operator $T_\beta^R$ with eigenvalue $-1$. Conversely, if a real $\beta$ satisfying (7) is such that one of the eigenvalues of the operator $T_\beta^R$ is equal to $-1$, then $\beta$ is a propagation constant of a guided mode. The corresponding electric field can be computed from the eigenfield $F$ by combining (16) and (17)

$$E = -\omega^2 \mu_0 F^{-1} \circ (A_{\beta}^{\ast})^{-1} \circ F[(\xi - \xi_2)^{1/2} F].$$  

(24)

When one is only interested in the electric field inside the guide, it suffices to invert (17).

We remark that the domain integral formulation cannot be applied to radiation and evanescent modes. The derivation of (23) does not apply for these modes because when $\beta^2 \leq \omega^2 \mu_0 \epsilon_2$, (9) cannot be inverted, as follows immediately from the vanishing of the determinant (13) for $\xi_1^2 + \xi_2^2 = (\omega^2 \mu_0 \epsilon_2 - \beta^2)/4\pi^2$.

In order to apply the domain integral equation to the problem of the determination of guided modes, it is essential to analyze the spectrum of $T_\beta^R$. Because $T_\beta^R$ is a bounded symmetric operator, its spectrum is a bounded subset of the whole real axis $[9]$. It can be shown [26] that all $\lambda$ in the spectrum satisfy

$$\frac{-\omega^2 \mu_0 (\xi_1, \text{max} - \omega^2 \mu_0 \epsilon_2)}{\beta^2 - \omega^2 \mu_0 \epsilon_2} < \lambda < \frac{\xi_1, \text{max} - \omega^2 \mu_0 \epsilon_2}{\epsilon_2}.$$  

(25)

Furthermore, the negative part of the spectrum consists of a countable set of eigenvalues $\lambda_n$, $n = 1, 2, \cdots$, which when
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\[ \frac{\omega^2 \mu_0 \epsilon_1 \max - \omega^2 \mu_0 \epsilon_3}{\beta^2 - \omega^2 \mu_0 \epsilon_3} \]

Fig. 2. Impression of the negative part of the spectrum of the domain integral operator \( T_{\beta}^4 \).

ordered and counting multiplicities, satisfy (see Fig. 2)

\[ -\frac{\omega^2 \mu_0 \epsilon_1 \max - \omega^2 \mu_0 \epsilon_2}{\beta^2 - \omega^2 \mu_0 \epsilon_0} \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq \cdots < 0 \]

(26)

and

\[ \lim_{n \to \infty} \lambda_n = 0. \]

(27)

Every \( \lambda_n \) is equal to at most a finite number of the other eigenvalues. The degeneracy of the eigenvalues depends on the symmetry properties of the guide and of the permittivity.

The determination of the positive part of the spectrum \( T_{\beta}^4 \) is difficult. It may be (partly) continuous spectrum. For the computation of guided modes, however, only the negative part of the spectrum is of interest.

III. THE DETERMINATION OF THE GUIDED MODES

Let \( \beta \) satisfy (7). Let \( \lambda_1(\beta) \) be the smallest eigenvalue of the operator \( T_{\beta}^4 \). Because \( T_{\beta}^4 \) is a bounded symmetric operator, \( \lambda_1(\beta) \) has the following characterization [27], [6]:

\[ \lambda_1(\beta) = \min_{F \in L^2(\Omega)^3 \setminus \{0\}} R(F) \]

(28)

where \( R \) is the Rayleigh quotient

\[ R(F) = \frac{(T_{\beta}^4(F), F)}{(F, F)}, \quad F \neq 0. \]

(29)

Under the hypothesis (2) for the electric permittivity, it can be proved [26] that for waveguides of arbitrary cross sections, one has

\[ \lim_{\beta \to \sqrt{\epsilon_1, \max - \epsilon_2}} \lambda_1(\beta) = -\infty \]

(30)

\[ \lim_{\beta \to \sqrt{\epsilon_1, \max - \epsilon_2}} \lambda_3(\beta) > -1. \]

(31)

This is illustrated in Fig. 3, where the numerically computed smallest five eigenvalues are drawn as function of \( \beta \) for a particular waveguide. Because the operator \( T_{\beta}^4 \) depends continuously on \( \beta \), so do the eigenvalues. We thus conclude from (30) and (31) that there exists at least one \( \beta \) with \( \omega^2 \mu_0 \epsilon_2 < \beta^2 < \omega^2 \mu_0 \epsilon_1, \max \) such that \( \lambda_1(\beta) = -1 \).

One can also consider the other eigenvalues \( \lambda_2(\beta) \leq \lambda_3(\beta) \leq \cdots \) (repeated according to their multiplicities). The mini-max principle [6] implies the following characterization of these eigenvalues:

\[ \lambda_n(\beta) = \min_{W_n} \max_{F \in \omega \setminus \{0\}} R(F) \]

(32)

where the minimum is taken over all \( n \)-dimensional subspaces of the space \( L^2(\Omega)^3 \). It can be shown that \( \lambda_2 \) also has the properties (30) and (31). Hence, \( \lambda_2(\beta) \) also intersects the line \( \lambda = -1 \) at least once, with a propagation constant smaller than or equal to the one corresponding to the smallest eigenvalue. We thus conclude that for all waveguides of arbitrary cross section with permittivity \( \epsilon_1 \) satisfying (2), there are at least two guided modes. In this statement, we count the number of linear independent electromagnetic fields that are guided, and not the number of propagation constants as most authors do.

In the case of symmetry, some eigenvalues may coincide, and then there are linearly independent guided mode fields with identical propagation constants. This happens, for instance, with the smallest two eigenvalues for the circle and the square waveguide (see Fig. 5). However, in general, linear independent fields have different propagation constants, hence, in general, one has at least two propagation constants.

In contrast to the smallest two eigenvalues, the larger eigenvalues do not satisfy (30). For \( n \geq 3 \), the limits

\[ \lim_{\beta \to \sqrt{\epsilon_1, \max - \epsilon_2}} \lambda_n(\beta) \]

(33)

are finite negative numbers (see Fig. 3). For given cross section \( \Omega \), this limit is smaller than \( -1 \) only when \( \omega^2 \mu_0 (\epsilon_1, \max - \epsilon_2) \) is sufficiently large. If this is not the case, then one cannot expect the function \( \lambda_n(\beta) \) to vanish for a certain \( \beta \). In general, for a given cross section and given permittivities, there exists an integer \( m \geq 3 \) such that for all \( n \geq m \), the \( \lambda_n(\beta) \) do not have a zero. The modes corresponding to these eigenvalues are not guided.

Although there is numerical evidence that the \( \lambda_n \) are monotonically increasing functions of \( \beta > 0 \), this has not been demonstrated rigorously. If it were true, every eigenvalue \( \lambda_n \) of \( T_{\beta}^4 \) would correspond to at most one guided mode, and the criterion that the limit in (33) has to be smaller than \( -1 \) would not only be sufficient but also necessary for the mode corresponding to \( \lambda_n \) to be guided.

IV. THE EIGENVALUE PROBLEM FOR \( T_{\beta}^4 \)

For a given \( \beta \) with \( \omega^2 \mu_0 \epsilon_2 < \beta^2 < \omega^2 \mu_0 \epsilon_1, \max \), we consider the numerical computation of the \( n \)th eigenvalue \( \lambda_n \) and the corresponding eigenfield \( F \) of the operator \( T_{\beta}^4 \)

\[ \lambda_n F - T_{\beta}^4(F) = 0. \]

(34)
Equation (34) is equivalent to the following variational problem:

\[ \lambda_n(F, G) - (T_h^\delta(F), G) = 0 \quad \text{for all } G \in L^2(\Omega)^3 \]  

(35)

where \((\cdot, \cdot)\) is, as before, the scalar product on \(L^2(\Omega)^3\). The eigenvalue problem will be solved by applying the Galerkin method to this variational problem.

For \(h > 0\), consider a grid with maximum mesh size \(h\) which discretizes \(\Omega\), and let \(V_h\) be a finite-dimensional space of functions on this grid. In the following, the subscript \(h\) is assumed to be in a countable set of positive numbers which accumulate only in 0. Furthermore, it is assumed that the spaces \(V_h\) are such that for every function \(f\) in \(L^2(\Omega)\) and for every \(\delta\), there exists for all sufficiently small \(h\) a function in \(V_h\) which approximates \(f\) with error smaller than \(\delta\). The spaces \(V_h^3 = V_h \times V_h \times V_h\) are the finite-dimensional subspaces of \(L^2(\Omega)^3\) in which the approximate solutions of (34) are computed. The approximate variational problem is

Find real \(\lambda_{nh}\) and \(F_h\) in \(V_h^3\), with \(F_h \neq 0\), such that

\[ \lambda_{nh}(F_h, G) - (T_h^\delta(F_h), G) = 0 \quad \text{for all } G \in V_h^3. \]  

(36)

It is a distinctive property of the Galerkin method, compared to the more general methods of moments, that the weight functions \(G\) are chosen from the same space as that in which the solution is approximated.

Note that the bilinear form \((F_h, G)\) on the left-hand side of (36), in general, does not lead to a diagonal matrix, let alone a multiple of the identity matrix; although it is, in general, diagonal dominant. Hence, the approximate problem is usually a generalized eigenvalue problem. Nevertheless, the mini–max principle also applies to the approximate problem, and hence the \(n\)th generalized eigenvalue (counting multiplicity) satisfies

\[ \lambda_{nh} = \min_{W_{nh}} \max_{G \in W_{nh}\setminus\{0\}} R(G) \]  

(37)

where the minimum is taken over all \(n\)-dimensional subspaces of \(V_h^3\). By comparing (32) and (37), it follows immediately that

\[ \lambda_n \leq \lambda_{nh} \]  

(38)

for every \(h > 0\). Hence, the eigenvalues are always approximated from above. Furthermore, it is evident that

\[ \lim_{h \to 0} \lambda_{nh} = \lambda_n. \]  

(39)

Using this result and a specific property of the bilinear form \((T_h^\delta(F_h), G)\), it can be deduced [26] that the solutions \(F_h\) of the finite-dimensional minimization problems (37) converge to a solution \(F\) of the continuous solution: \(\lim_{h \to 0} \| F_h - F \| = 0\). Since the latter is the physical solution, it follows that spurious solutions cannot occur.

The error made in approximating the eigenvalues can be expressed in terms of the error made in approximating the fields. Using (35), (36), and the symmetry of \(T_h^\delta\), we find

\[ (T_h^\delta(F - F_h), F - F_h) \]

\[ = (T_h^\delta(F), F - F_h) - (F_h, T_h^\delta(F)) + (T_h^\delta(F_h), F_h) \]

\[ = \lambda_n(F, F - F_h) - \lambda_n(F_h, F) + \lambda_{nh}(F_h, F_h) \]

\[ = \lambda_n(F - F_h, F - F_h) + \lambda_{nh}(F_h, F_h). \]  

(40)

The continuity of \(T_h^\delta\) implies that for some constant \(C_p > 0\), depending on \(\beta\) but not on \(G\), the following inequality holds:

\[ \| (T_h^\delta(G), G) \| \leq C_p \| G \|^2 \]  

(41)

where \(\| \cdot \|\) is the norm on \(L^2(\Omega)^3\). If we assume that the \(F_h\) are all normalized such that \(\| F_h \| = 1\), then we infer from (40) and (41) that

\[ \lambda_{nh} - \lambda_n \leq (C_p + 1) \lambda_n \| F - F_h \|^2. \]  

(42)

Hence, the error in computing the approximated eigenvalues is bounded from above by the square of the error made in computing the fields. Because the approximate propagation constants \(\beta_h\) are determined by solving iteratively the equations

\[ \lambda_{nh}(\beta) = 0 \]  

(43)

for fixed \(n\), it is clear that when \(d\lambda_n/d\beta \neq 0\) in a neighborhood of the exact propagation constant \(\beta\), the error in the approximate propagation constants is also bounded by the square of the error made in the computation of the fields \(F\).

Using the smoothness of the field \(F\) and results from interpolation theory [5], the error \(\| F - F_h \|\) can, in general, be estimated by a number that is proportional to a power of the mesh size \(h\). This power is referred to as the order of convergence. It depends on the choice for the spaces \(V_h\), on the smoothness of the electric permittivity and on the smoothness of the guide. For the case of rectangular elements with piecewise constant base functions, the interpolation error for a rectangular waveguide was found to be \(O(h)\); hence, the error in approximating the eigenvalues \(\lambda_n\) and the corresponding propagation constants is \(O(h^2)\) in this case.

V. NUMERICAL IMPLEMENTATION AND RESULTS

We consider a grid of rectangular elements whose edges are parallel to the \(x_1\)- and \(x_2\)-axis (Fig. 4). Although the analysis can be generalized to the case of elements with different sizes, we assume for simplicity’s sake that all elements have equal size, with \(h_1\) and \(h_2\) being the lengths of the edges parallel to the \(x_1\)- and \(x_2\)-axis, respectively. Let \( \Omega_{i_1,i_2} \) be the element of
which the midpoint has coordinates \( x_1 = p_{i_1}, x_2 = p_{i_2} \). The basis functions spanning the space \( V_h \) with \( \delta = \max(h_1, h_2) \) are defined by

\[
\begin{cases}
1 & \text{if } (x_1, x_2) \text{ is in } \Omega_{i_1i_2} \\
0 & \text{otherwise.}
\end{cases}
\]

Hence, the space \( V_h^2 = V_h \times V_h \times V_h \) has as its basis the fields

\[
G_{i_1i_2k} = 1_{n_1,...,n_3}(x_1, x_2)
\]

for \( k = 1, 2, 3 \), where \( e_1 = (1, 0, 0)^T \), \( e_2 = (0, 1, 0)^T \), and \( e_3 = (0, 0, 1)^T \). For the sake of brevity, we define the triple index \( \nu = (i_1, i_2, k) \) and write \( G_{\nu} \) instead of \( G_{i_1i_2k} \). Since the \( G_{\nu} \) form a basis for \( V_h^2 \), the solution \( F_h \) of the approximate problem (36) can be written as

\[
F_h = \sum_{\nu} u_{\nu} G_{\nu}
\]

for some complex numbers \( u_{\nu} \). Hence, (35) is equivalent to

\[
\sum_{\nu} \left\{ \lambda_{\nu h}(G_{\nu}, G_{\mu}) - (T^{(2)}_h(G_{\nu}, G_{\mu})) \right\} u_{\nu} = 0
\]

for all \( \mu \). Let \( \nu = (i_1, i_2, k) \) and \( \mu = (j_1, j_2, l) \); then

\[
(G_{\nu}, G_{\mu}) = \int \delta_{\nu i_1} \delta_{\nu i_2} \epsilon_{k} \cdot \epsilon_{l} = h_1 h_2 \delta_{i_1 j_1} \delta_{i_2 j_2} \delta_{kl} = h_1 h_2 \delta_{\nu \mu}
\]

where \( \delta_{\nu \mu} \) is Kronecker's symbol, i.e., \( \delta_{\nu \mu} = 1 \) if \( a = b \) and \( = 0 \) otherwise. Hence, the first matrix on the left-hand side of (47) is proportional to the identity matrix. Using (19) and Parseval's identity, we find for the second matrix

\[
(T^{(2)}_h(G_{\nu}, G_{\mu})) = \omega^2 \mu_0 \left( \frac{\delta_{\nu \mu}}{\delta_x^2} \right)^{-1} \mathcal{F}[(\xi - \xi_2)^{1/2} G_{\nu}],
\]

\[
\mathcal{F}[(\xi - \xi_2)^{1/2} G_{\mu}].
\]

In order to compute these scalar products, the matrix-valued function \((\xi - \xi_2)^{1/2}\) is interpolated using the piecewise-constant basis functions

\[
(\xi - \xi_2)^{1/2} \sum_{i_1, i_2} [g(p_{i_1}, p_{i_2}) - \xi_2]^{1/2} \delta_{i_1i_2}.
\]

By substituting this approximation into (49), using the formula

\[
\mathcal{F}(1_{G_{i_1i_2}})(\xi_1, \xi_2) = \exp(-2\pi i \xi_1 p_{i_1}) \frac{\sin(\pi \xi_1 h_1)}{\pi \xi_1} \cdot \exp(-2\pi i \xi_2 p_{i_2}) \frac{\sin(\pi \xi_2 h_2)}{\pi \xi_2}
\]

and (14), one finds for \( \nu = (i_1, i_2, k) \) and \( \mu = (j_1, j_2, l) \), that the number

\[
(\hat{\Delta}_{i_1i_2}^2)^{-1} \mathcal{F}[\xi - \xi_2)^{1/2} G_{\nu}], \mathcal{F}[(\xi - \xi_2)^{1/2} G_{\mu}]
\]

is given by the element \((k, l)\) of the \((3, 3)\) matrix that results after computing the matrix product

\[
[g(p_{j_1}, p_{j_2}) - \xi_2]^{1/2} G_{\nu} = \exp(2\pi i \xi_1 p_{i_1}) \frac{\sin(\pi \xi_1 h_1)}{\pi \xi_1} \exp(2\pi i \xi_2 p_{i_2}) \frac{\sin(\pi \xi_2 h_2)}{\pi \xi_2}
\]

\[
[(\xi - \xi_2)^{1/2} G_{\nu}]
\]

for all \( p \). Let \( \nu = (i_1, i_2, k) \) and \( \mu = (j_1, j_2, l) \); then

\[
(\xi - \xi_2)^{1/2} \sum_{i_1, i_2} [g(p_{i_1}, p_{i_2}) - \xi_2]^{1/2} \delta_{i_1i_2}.
\]

By substituting this approximation into (49), using the formula

\[
\mathcal{F}(1_{G_{i_1i_2}})(\xi_1, \xi_2) = \exp(-2\pi i \xi_1 p_{i_1}) \frac{\sin(\pi \xi_1 h_1)}{\pi \xi_1} \cdot \exp(-2\pi i \xi_2 p_{i_2}) \frac{\sin(\pi \xi_2 h_2)}{\pi \xi_2}
\]

and (14), one finds for \( \nu = (i_1, i_2, k) \) and \( \mu = (j_1, j_2, l) \), that the number

\[
(\hat{\Delta}_{i_1i_2}^2)^{-1} \mathcal{F}[\xi - \xi_2)^{1/2} G_{\nu}], \mathcal{F}[(\xi - \xi_2)^{1/2} G_{\mu}]
\]

where the midpoint has coordinates \( x_1 = p_{i_1}, x_2 = p_{i_2} \). The basis functions spanning the space \( V_h \) with \( \delta = \max(h_1, h_2) \) are defined by

\[
1_{\Omega_{i_1i_2}} (x_1, x_2) = \begin{cases} 1 & \text{if } (x_1, x_2) \text{ is in } \Omega_{i_1i_2} \\ 0 & \text{otherwise.} \end{cases}
\]
of 1 \mu m and with refractive index \( n_1 = 1.1 \). In this and all other examples, the refractive index of the exterior region is 1. The wavelength in vacuo is 1.5 \mu m in Fig. 5. The number of rectangles used in the calculations was 10 \times 10. As a consequence of the symmetry, the smallest two eigenvalues coincide. There are thus two linearly independent modes corresponding to the largest propagation constant. The guided modes corresponding to the larger eigenvalues \( \lambda_3, \lambda_4, \lambda_5 \) are not guided. In Fig. 6, the graphs of these eigenvalues for the 10 \times 10 grid are compared to the results on a 5 \times 5 grid. In agreement with the mini-max principle, finer meshes yield smaller eigenvalues. In Fig. 7, the smallest 5 eigenvalues are shown for a rectangular guide of dimensions 2 \mu m \times 1 \mu m with refractive index \( n_2 = 1.5 \). The wavelength in vacuo is 1.118 \mu m. Due to the higher optical contrast and higher frequency, all 5 eigenvalues intersect the line \( \lambda = -1 \) for a certain \( \beta \), and hence correspond to guided modes. The computations were performed on a 10 \times 5 mesh.

The CPU time needed for the computation of a particular guided mode is determined by the time needed for solving an eigenvalue problem for given \( \beta \). In Table I, CPU times and memory requirements for solving an eigenvalue problem typical for the waveguides mentioned above are listed for several rectangular grids. The computations were carried out on an IBM 9121 mainframe with vector facilities. CPU times are strongly machine-dependent, of course. Due to the efficient computation of the integrals (55), explained in the Appendix, only 5% of the CPU was needed for building the matrix, the rest was used for computing the eigenvalue. It should be mentioned that for the storage, use is made of the symmetry of the matrices; but the symmetry of the fields with respect to the \( x_1 \) - and \( x_2 \)-axis was not exploited.

To solve the equation \( \lambda_n(\beta) = -1 \), the eigenvalue \( \lambda_n(\beta) \) is interpolated locally as function of \( \beta \) by means of a quadratic polynomial. For a relative accuracy of typically 10^{-6}, typically 7 eigenvalue calculations were necessary in this iteration. An example of the iteration for the waveguide of dimensions 2 \mu m \times 1 \mu m, with refractive index 1.1 and with wavelength in vacuo 1 \mu m, is shown in Table II. The mesh used was 10 \times 5.

The convergence of the approximated values for the propagation constants for an increasing number of elements is shown in Table III for the first three modes. The results correspond to the rectangular waveguide of Fig. 7. The parameter \( N_2 \) is the number of mesh points along the shorter side of the rectangle, the number of mesh points \( N_1 \) along the longer side is 2 \( N_2 \). The results indicate quadratic convergence in the mesh size \( h \).

One might expect the use of higher-order basis functions such as piecewise linear or quadratic basis functions to yield

---

**Fig. 6.** Comparison of the third, fourth, and fifth eigenvalues as computed using a 10 \times 10 mesh (continuous curves) and a 5 \times 5 mesh (dashed curves). Physical parameters are as in Fig. 5.

**Fig. 7.** The smallest five eigenvalues as functions of \( \beta \) for a rectangular waveguide of 2 \mu m \times 1 \mu m and refractive index 1.5. The exterior region has refractive index 1.0, the wavelength in vacuo is 1.118 \mu m. A 5 \times 10 mesh was used. The third and fourth eigenvalues are almost identical and overlap in the figure.

**Table I**

<table>
<thead>
<tr>
<th>( N_1 \times N_2 )</th>
<th>CPU (s)</th>
<th>Memory (Mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.1</td>
<td>0.172</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>0.687</td>
</tr>
<tr>
<td>200</td>
<td>23</td>
<td>2.75</td>
</tr>
<tr>
<td>400</td>
<td>175</td>
<td>10.99</td>
</tr>
<tr>
<td>1800</td>
<td>20197</td>
<td>222.47</td>
</tr>
</tbody>
</table>

**Table II**

**Iteration to Compute \( \beta \) Corresponding to Eigenvalue \( \lambda_n(\beta) \).** The First Column Below "CPU" Gives the Time Required to Build the Matrix, the Second Column is the Time Needed for the Eigenvalue Calculation. The Data Correspond to the Rectangular Guide of 2 \mu m \times 1 \mu m with 10 \times 15 Mesh, with Refractive Index \( n_1 = 1.1 \) and with Wavelength 1 \mu m

<table>
<thead>
<tr>
<th>Iteration</th>
<th>( \beta ) (\mu m^{-1})</th>
<th>( \lambda_1(\beta) )</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.9456377202 0.354 8.292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.4175146593 0.353 8.284</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.1270701599 0.355 8.284</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-1.0044327222 0.354 8.244</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-1.0000000000 0.350 8.273</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.0000000000 0.353 8.271</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.9999999997 0.349 8.292</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table III**

**Convergence of Propagation Constants for an Increasing Number of Elements on a Rectangular Grid, with the Number of Elements Given by 2N_2 \times N_1. The Guide is 2 \mu m \times 1 \mu m, \( n_1 = 1.5 \), and the Wavelength is 1.118 \mu m**

<table>
<thead>
<tr>
<th>( N_2 )</th>
<th>( \beta_1 ) (\mu m^{-1})</th>
<th>( \beta_2 ) (\mu m^{-1})</th>
<th>( \beta_3 ) (\mu m^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.906037 7.70163 7.416022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.943407 7.838187 7.514330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>7.950961 7.852170 7.554289</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
higher-order convergence. However, for waveguides with cross sections having corner points at which the normal derivative is discontinuous, the field is not smooth; therefore, using higher-order elements may not always yield better results.

In Fig. 8, computed propagation constants of the lowest three modes for a rectangular waveguide of 2 μm × 1 μm are compared to the results of Goell [8]. The mesh used in the computations consists of 30 × 15 elements. The symbols along the axis are defined by

\[ P = \left\{ \frac{(P/lc)^2 - n_{E}^2}{n_{E}^2 - n_{E}^2}\right\}^{1/2} \]

and

\[ L = \frac{(dk/7\pi)(n_{T} - n_{E})^{1/2}}{2}, \]

where \( k \) is the wavenumber in vacuo, \( d \) the shorter length of the guide, and \( n_{1} \) and \( n_{2} \) are the refractive indices of the guide and its exterior, respectively. The results agree well.

VI. CONCLUSIONS

The domain integral equation method, introduced by De Ruiter, Pichot, and Bagby et al. for the computation of guided modes in dielectric waveguides, is an accurate method for the vector theory. It applies to both inhomogeneous and anisotropic waveguides. A major advantage of the method is that, since the unknown field in the integral equation vanishes outside of the guide, only the guide itself has to be discretized.

In the domain integral equation, the propagation constant \( \beta \) of the guided modes occurs as a parameter in the kernel of a bounded symmetric integral operator. The computation of the propagation constants and fields of the guided modes amounts to determining \( \beta \), such that one of the eigenvalues of the symmetric operator is equal to \( -1 \). These eigenvalues are characterized by the mini-max principles.

We use the Galerkin method to solve the eigenvalue problem for the domain integral operator instead of the more general method of moments, because the performance of the Galerkin method is much easier to analyze mathematically. As demonstrated in this paper, the application of the Galerkin method yields an algorithm that always converges when the mesh size is decreased. Hence, in particular, spurious solutions never occur. Furthermore, the Galerkin method enables the analysis of the order of convergence of the propagation constants and the approximative fields when the number of mesh points is increased.

APPENDIX

The integrals \( I(v_{1}, v_{2}, m_{1}, m_{2}) \) (55) can be evaluated by the following procedure due to Boersma [4]. After rescaling, \( I(v_{1}, v_{2}, m_{1}, m_{2}) \) becomes proportional to integrals of the form

\[
I(v_{1}, v_{2}, m_{1}, m_{2}) = \frac{4}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\sin^{2}(a_{1}x_{1}) \sin^{2}(a_{2}x_{2})}{z_{1}^{2} + z_{2}^{2} + 1} \exp[i(a_{1}v_{1}x_{1} - a_{2}v_{2}x_{2})] dz_{1} dz_{2}
\]

for some \( a_{1}, a_{2} > 0 \). The cases of interest are \( m_{1}, m_{2} = 0, 1, 2 \) with \( m_{1} + m_{2} \leq 2 \). By expanding the sine factors in exponential functions, one finds

\[
I(v_{1}, v_{2}) = J(a_{1}(v_{1} - 1), a_{2}(v_{2} - 1)) - 2J(a_{1}(v_{1} - 1), a_{2}v_{2}) + J(a_{1}(v_{1} - 1), a_{2}(v_{2} + 1)) - 2J(a_{1}v_{1}, a_{2}(v_{2} - 1)) + 4J(a_{1}v_{1}, a_{2}v_{2}) - 2J(a_{1}v_{1}, a_{2}(v_{2} + 1)) + J(a_{1}(v_{1} + 1), a_{2}(v_{2} - 1)) - 2J(a_{1}(v_{1} + 1), a_{2}v_{2}) + J(a_{1}(v_{1} + 1), a_{2}(v_{2} + 1))
\]

where

\[
J(x, y) = \frac{1}{4\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\sin^{2}(a_{1}x_{1}) \sin^{2}(a_{2}x_{2})}{z_{1}^{2} + z_{2}^{2} + 1} \exp[i(a_{1}x_{1} + a_{2}x_{2})] dz_{1} dz_{2}.
\]

The integrals are to be interpreted in the sense of Cauchy’s principal value. Introducing \( m_{1} \) and \( m_{2} \) in the list of arguments of \( J \), we get

\[
J(y, x, m_{2}, m_{1}) = J(x, y, m_{1}, m_{2})
\]

\[
J(-y, x, m_{2}, m_{1}) = (-1)^{m_{1}}J(x, y, m_{1}, m_{2})
\]

For \( x \geq 0, y \geq 0 \), we have

\[
J(x, y, 0, 2) = -\frac{1}{2\pi} \sqrt{x^{2} + y^{2}} K_{1}[\sqrt{x^{2} + y^{2}}]
\]

\[
-\frac{x}{2\pi} \int_{0}^{\infty} K_{0}[\sqrt{t^{2} + y^{2}}] dt
\]

\[
J(x, y, 0, 0) = \frac{1}{4} xy + \frac{1}{\pi} \sqrt{x^{2} + y^{2}} K_{1}[\sqrt{x^{2} + y^{2}}]
\]

\[
+ \frac{x}{2\pi} \int_{0}^{\infty} K_{0}[\sqrt{t^{2} + y^{2}}] dt
\]

\[
+ \frac{y}{2\pi} \int_{0}^{\infty} K_{0}[\sqrt{x^{2} + t^{2}}] dt
\]
\[-iJ(x, y, 0, 1) = -\frac{x}{4} + \frac{y}{2\pi}K_0[\sqrt{x^2 + y^2}]
+ \frac{x}{2\pi} \int_0^y \frac{K_1(\sqrt{x^2 + y^2})}{\sqrt{x^2 + y^2}} dt
- \frac{1}{2\pi} \int_0^y y K_0[\sqrt{x^2 + t^2}] dt. \] (63)

\[J(x, y, 1, 1) = -\frac{1}{4} + \frac{y}{2\pi} \int_0^y \frac{K_1(\sqrt{x^2 + y^2})}{\sqrt{x^2 + y^2}} dt
+ \frac{x}{2\pi} \int_0^y K_1[\sqrt{x^2 + t^2}] dt. \] (64)

The integrals of the modified Bessel functions $K_0$ and $K_1$ on the right-hand side of (61)–(64) have to be computed numerically.
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