System identification in dynamic networks

Citation for published version (APA):

Document status and date:
Gepubliceerd: 01/01/2015

Document Version:
Uitgevers PDF, ook bekend als Version of Record

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher’s website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 04. Aug. 2019
System identification in dynamic networks

Harm H.M. Weerts
Control Systems Group,
Eindhoven University of Technology,
h.h.m.weerts@tue.nl

Paul M.J. Van den Hof
Control Systems Group,
Eindhoven University of Technology,
p.m.j.vandenhof@tue.nl

Arne G. Dankers
Dept. of Electrical Engineering,
University of Calgary,
adankers@hifieng.com

1 Introduction

Systems considered in science are becoming more and more complex and of an interconnected nature. Fields where interconnected systems, from now on called networks, are studied include but are not limited to engineering, biology and finance. In these fields modeling the network will generate additional understanding of the underlying system, in engineering in particular the model can be used for control design. We focus on black-box modeling since first principles modeling becomes increasingly complex in networks. A network identification framework was introduced in [1] which allows for consistent identification of modules in the network. In the framework it is assumed that the topology of the network is known, while in practice this assumption might not hold. We work on extending the network identification framework by making less restrictive assumptions. For example in this work we focus on topology detection.

2 Network identification

Consider the network given by the equation

\[
w(t) = G_0(q)w(t) + R_0(q)r(t) + H_0(q)e(t)
\]

with \(w(t)\) a vector of \(L\) internal variables, \(G_0(q)\) an \(L \times L\) transfer matrix with 0 diagonal, \(r(t)\) a vector of \(K\) external variables, \(e(t)\) a vector of \(L\) independent stochastic variables and \(R_0(q)\) and \(H_0(q)\) transfer matrices of appropriate dimension. A network model structure \(\mathcal{M}(\theta)\) is used to define a network predictor as

\[
e(t, \theta) := H^{-1}(q, \theta)\{(I-G(q, \theta))^{-1} - R(q, \theta)\}.
\]

We do not make assumptions on the structure, hence model \(G(q, \theta)\) is fully parametrized with zero diagonal, but also \(R(q, \theta)\) and \(H(q, \theta)\) are fully parametrized. Consistent estimates of the dynamics are obtained under similar conditions as in [1] when some elements of the network model structure are restricted. The network model structure \(\mathcal{M}(\theta)\) is flexible enough to have a model set that contains infinite models that can represent the network equally well, which can be classified as an identifiability problem. Identifiability was addressed in [3] and we continue in a similar reasoning. Restricting the model flexibility using a-priori knowledge is a way to reduce the amount of models in the model set that fit the network. Conditions under which the model structure has been restricted enough and is therefore identifiable are such that each node either has an independent input or the interconnections coming from that node are not parametrized [2]. A special case is the assumption that all noises are independent \((H(q, \theta)\) diagonal), which leads to a diagonal noise model \(H(q, \theta)\) and ensures identifiability.

3 Topology detection

The estimated network models are consistent, however due to variance all the transfer functions will be parametrized as non-zero and as a result no topology detection has been performed then. We would like to see transfer functions be identified as 0 in some measure when there is no interconnection. Parameters or transfer functions are dragged to 0 by adding L1 or mixed L1-L2 regularization to the identification criterion. The regularized estimate is still consistent, and it is sparse such that the topology has been detected.

4 Conclusions

We relaxed assumptions in network identification by allowing noises to be correlated and investigated the consequences for identifiability. Relaxing the assumptions even further could be done by letting the noises be represented by less than \(L\) independent noise sources, which leads to interesting mixed stochastic/deterministic problems. Other interesting questions include the tuning of the regularization and making an analysis of the variance.
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