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Abstract

In this article, we present two algorithms to determine whether a given place/transition (P/T) net $N$ with transitions $T$ satisfies a given protocol $\Pi$, where $\Pi$ consists of an alphabet $A \subseteq T$ and a regular language over $A$.

The first algorithm checks whether $N$ can not do more than $\Pi$ allows (trace-safety)$^1$. The second one verifies whether $N$ does not stop too early (weak progress).
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1 Introduction

Automatic protocol verification differs from other kinds of protocol verification in the sense that the entire verification is performed by a computer, without human interaction. The process of protocol verification can be very complex and only this kind of verification yields a reliable result, because human mistakes are impossible [5,15].

Up to now, some algorithms have been described for the automatic verification of protocols in Petri nets. However, these algorithms are often very specific, for most of them have been designed for just one protocol and a limited class of Petri nets. Examples can be found in [10,15,18,29,31], furthermore, in [3,8,11], invariants are used for the automatic verification and in [6] a reachability analysis.

In this article, we give algorithms for the automatic verification of a broad class of protocols: All protocols that can be described as a regular language over the transitions of a place/transition (P/T) net. We denote such protocols with an alphabet and a regular expression. Regular expressions consist of transition names, choice operators (+), concatenations, Kleene stars (*) and parentheses. For example, $\{(a, b, c), a + aa + b\}$ is the protocol where transition $c$ does not fire and where either transition $a$ fires once or twice, or transition $b$ fires once. It differs from protocol $\{(a, b, c), \varepsilon + a + aa + b\}$, because the latter allows that $a$ and $b$ do not fire at all ($\varepsilon$ is the empty string). The protocol that prescribes that one or more a's or b's fire, can be described as $\{(a, b), (a + b)(a + b)^*\}$.

We present two algorithms. The first one checks whether a given P/T net $N$ is trace-safe w.r.t. a given regular protocol $\Pi$, i.e. whether $N$ can not do more than $\Pi$ allows. The second one verifies whether $N$ does not stop prematurely (weak progress). For example, a P/T net where transition $a$ can fire infinitely often is not trace-safe w.r.t. protocol $\{(a, b), aa + b\}$, because the

$^1$In non-Petri net literature, trace-safety is usually called safety [1]. We have chosen for a different name here, because safety has already a certain meaning in Petri net terminology.
protocol forbids the firing of more than two a's. A P/T net with two transitions a and b of which only one can fire once, is trace-safe w.r.t. protocol \( \{a, b\}, aa + b \), but there is no weak progress, because stopping after a single a is not desired. Even protocols of high-level nets can be verified, as long as the high-level net can be transformed to a P/T net, i.e., as long as the high-level net has a finite number of places, transitions, arcs, and values (colours).

Both algorithms are based on the following idea: The protocol, which is given by an alphabet and regular expression, is transformed into a deterministic finite automaton which accepts the language of the regular expression. That automaton is converted to a P/T net \( N' \), which we call the test net. It has always one token. We distinguish three kinds of places in \( N' \): Forbidden, intermediate and final places. The original net \( N \) and the test net \( N' \) are composed into a P/T net \( N'' \). A characteristic of \( N' \) is that it does not restrict the behaviour of \( N \) in \( N'' \). We prove that \( N \) is trace-safe w.r.t. \( P \) iff no forbidden place of \( N'' \) can get a token. We also prove that \( N \) and \( P \) satisfy the weak progress criterion iff \( N'' \) does not stop with a token in an intermediate place.

The automatic verification of trace-safety comprises a coverability analysis on \( N'' \) and weak progress is checked with reachability analyses on \( N'' \).

This approach can be applied to several interesting areas:

- In systems engineering, usually a global specification is made first. After that, repeatedly, a part of the system (a module) is replaced by a more detailed one. Such a replacement is correct iff the environment can not detect a difference between both modules. We have derived sufficient and necessary conditions for the replacement of modules, in case the environment can interact unlimitedly with the modules [25, 26]. These conditions can be weakened if the environment and the module maintain some communication protocol.

- In Petri net literature, many so-called behaviour preserving construction rules have been described. Nets that have a certain property (liveness, deadlock freeness, divergence freeness, safeness, boundedness, covering by place invariants, etc.) are composed in such a way, that the resulting net has the same property [2, 4, 12, 13, 14, 29, 30, 34]. For protocols, similar preservation rules can be derived. This allows a bottom-up construction of the system. If the building blocks of a system have a certain protocol (which can be checked by our algorithms), and a system is built according to the protocol preservation rules, the constructed system will automatically have the same protocol. The derivation of protocol preservation rules is a topic of further research.

- P/T nets can be analysed with our algorithms. It can be checked whether a system satisfies a regular protocol. There are two different approaches here: At first, systems can be analysed as a whole. We recommend this for small nets only, because our algorithms can be quite inefficient (see Section 7). The other approach, which corresponds to the reverse of the previous item, is a partitioning the system into small parts in such a way that the overall system satisfies a certain protocol iff the parts obey that protocol. The parts can be analysed with our algorithms; which is often much easier than an analysis of the system as a whole [9].

This article is organised as follows. First, we review the definitions of finite automata and P/T nets and we introduce (regular) protocols. Then we discuss what is meant by 'a P/T net satisfies a regular protocol' and we come up with several correctness criteria. For two of them, viz. trace-safety and weak progress, we present algorithms that determine whether an arbitrary P/T net and regular protocol satisfy them. The other correctness criteria are stronger and deal with infinite loops. Language theory, however, does not support infinite strings and therefore, those correctness criteria are beyond the scope of regular protocols. But we mention some cases for which infinite loops can be handled. After that, we make some remarks on the complexity
of our algorithms and we end with some conclusions.
We introduce some notations in an appendix and in another appendix, we prove that the sub­marking reachability problem, for P/T nets with a constant number of tokens, is NP-complete.

2 Preliminaries

See Appendix A for the notations used in this article.

We use the concepts regular expression and deterministic finite automaton. These concepts are well-known from language theory (see [20]).

Definition 2.1 Regular expression
The set $S$ of regular expressions over an alphabet $\Sigma$ is defined as follows: $\varepsilon \in S$, $\Sigma \subseteq S$, if $r_1 \in S$ and $r_2 \in S$ then $(r_1 r_2) \in S$ and $(r_1 + r_2) \in S$, if $r \in S$ then $r^* \in S$, and nothing else is in $S$.

To each regular expression $\varepsilon$, a regular language $L(\varepsilon) = \{ \varepsilon \}$ for all $\varepsilon \in \Sigma$; $L(\varepsilon) = \{ \varepsilon \}$; if $r_1$ and $r_2$ are regular expressions, then $L((r_1 r_2)) = L(r_1) \cdot L(r_2)$ and $L((r_1 + r_2)) = L(r_1) \cup L(r_2)$ and if $r$ is a regular expression, then $L(r^*) = L(r)^*$.

Usually, we omit a lot of brackets in regular expressions: We use the convention that $^*$ binds stronger than concatenation and $+$ binds the weakest, and we use the associativity of concatenation and $+$. For example, $a(a + ab^* + c)^*$ corresponds to $(a((a + (ab^*) + c)^*))$ and $(a(a + ((ab^*) + c))$, and they all evaluate to the same language.

Definition 2.2 Deterministic finite automaton
A deterministic finite automaton $A$ is a quintuple $(K, \Sigma, \delta, s, F)$, where $K$ is a finite set of states, $\Sigma$ is an alphabet, $\delta : K \times \Sigma \rightarrow K$ is the transition function, $s \in K$ is the initial state and $F \subseteq K$ is the set of final states.

The transition function $\delta$ can be extended to domain $K \times \Sigma^*$ as follows: For $k \in K$, $\delta'(k, \varepsilon) = k$ and for $\sigma \in \Sigma^*$ and $a \in \Sigma$, $\delta'(k, \sigma \cdot a) = \delta(\delta'(k, \sigma), a)$.

The language accepted by $A$, $L(A)$, is $\{ \sigma \in \Sigma^* | \delta'(s, \sigma) \in F \}$.

We review the classical notion of a P/T net (see, e.g., [27]).

Definition 2.3 Place/Transition (P/T) Net
A P/T net is a quadruple $(P,T,W,M_0)$, where $P$ is a finite set of places, $T$ is a finite set of transitions, such that $P \cap T = \emptyset$, $W \in \mathcal{B}(P \times T \cup (T \times P))$ gives the bag of arcs between places and transitions and $M_0 \in \mathcal{B}(P)$ is the initial marking.

Definition 2.4 Functions $D$, $R$, and $fs$
For any P/T net $N = (P,T,W,M_0)$ and for $M \in \mathcal{B}(P)$ and $\sigma \in T^*$, $D(N, M, \sigma)$ is the resulting marking when, starting from marking $M$, all transitions in $\sigma$ have fired consecutively.

$fs(N)$ is the set of firing sequences of $N$ and $R(N)$ is the set of reachable markings of $N$.

Formally,

$D(N, M, \varepsilon) = M$ and for $\sigma \in T^*$ and $t \in T$,

$D(N, M, \sigma \cdot t)$ is defined iff
3 Correctness criteria

\[ D(N, M, \sigma) \text{ is defined and } \forall p \in P : D(N, M, \sigma)(p) \geq W(p, t). \]

If defined, \[ D(N, M, \sigma \cdot t) = \lambda p \in P : D(N, M, \sigma)(p) - W(p, t) + W(t, p). \]

\( f_s(N) = \{ \sigma \in T^* \mid D(N, M_0, \sigma) \text{ is defined} \} \)

\( R(N) = \{ D(N, M_0, \sigma) \mid \sigma \in f_s(N) \} \)

Transition \( t \in T \) is enabled (can fire) in marking \( M \in B(P) \) iff \( D(N, M, t) \) is defined.

\[ \square \]

**Definition 2.5 (Regular) protocol**

A protocol is a tuple \( \Pi = (\alpha(\Pi), \theta(\Pi)) \), where \( \alpha(\Pi) \) is an alphabet and \( \theta(\Pi) \subseteq (\alpha(\Pi))^* \) is a set of strings over \( \alpha(\Pi) \).

Protocol \( \Pi \) is regular if \( \theta(\Pi) \) can be described by a regular expression, or, if it is accepted by a finite automaton.

\[ \square \]

In this article, alphabet \( \alpha(\Pi) \) is always a subset of the transitions \( T \) of a P/T net. Not all transitions \( T \) need to be involved in \( \Pi \). We often denote \( \theta(\Pi) \) by a regular expression.

In trace theory, a protocol is called a trace structure (see [32]).

Consider a case where we have two sets \( A \) and \( B \) of transitions and we want to express that transitions of both sets fire alternately. This can be described conveniently as follows: Label the transitions of \( A \) and \( B \) with an \( a \) and \( b \), respectively, and let the protocol be \( \{(a, b), (ab)^*\} \).

Without transition labels, the protocol would have been \( (A \cup B, \{(x, y) \mid x, y \in A \cup B\})^* \).

Transition labels are a kind of syntactical sugar:

**Lemma 2.6 Transition labelling**

Let a \( P/T \) net \( N = (P, T, W, M_0) \), a labelling function \( l \) with \( \text{dom}(l) \subseteq T \), and a regular protocol \( \Pi \) with \( \alpha(\Pi) \subseteq \text{rng}(l) \) be given, i.e., the alphabet of \( \Pi \) is a subset of the labels instead of the transitions.

There is a regular protocol \( \Pi' \), with \( \alpha(\Pi') \subseteq \text{dom}(l) \subseteq T \), \( l \circ \alpha(\Pi') = \alpha(\Pi) \) and \( l \circ \theta(\Pi') = \theta(\Pi) \).

**Proof**

Put \( \alpha(\Pi') = l^{-1} \circ \alpha(\Pi) \) and let \( A = (K, \Sigma, \delta, s, F) \) be a deterministic finite automaton that accepts \( \theta(\Pi) \). Put \( A' = (K', \Sigma', \delta', s', F') \) with \( K' = K, \Sigma' = \{ t \in T \mid l(t) \in \Sigma \}, \delta' = \lambda (k, a) \in K \times \Sigma' : \delta(k, l(a)) \) and \( F' = F \), and let \( \theta(\Pi') \) be the language accepted by \( A' \), then \( \theta(\Pi') \) is a regular language over \( \alpha(\Pi') \subseteq \text{dom}(l) \subseteq T \), \( l \circ \alpha(\Pi') = \alpha(\Pi) \) and \( l \circ \theta(\Pi') = \theta(\Pi) \).

\[ \square \]

Hence, any protocol based on transition labels can be rewritten to a protocol without such labels. Transition labels are not more general.

3 Correctness criteria

Under what conditions does a \( P/T \) net \( N = (P, T, W, M_0) \) satisfy a given protocol \( \Pi \)? Different correctness criteria can be formulated. We shall illustrate them with examples.

Of course, the net may not do more than the protocol allows. Net \( N \) is called trace-safe w.r.t. protocol \( \Pi \) iff
Correctness criteria

\[ fs(N) \cap \alpha(\Pi) \subseteq \text{pref } \circ \theta(\Pi) \] (1)

Figure 1 gives five P/T nets and five protocols, which are described by regular expressions. Net \( N_1 \) is not trace-safe w.r.t. protocol \( \Pi_1 \), as \( aa \in fs(N_1) \) and \( aa \notin \text{pref } \circ \theta(\Pi_1) \).

\[
\begin{align*}
N_1: & \quad \begin{array}{c}
\text{a} \\
\text{a}
\end{array} & \quad \Pi_1: & \quad \{(a), a\} \\
N_2: & \quad \begin{array}{c}
\text{a} \\
\text{a}
\end{array} & \quad \Pi_2: & \quad \{(a), aa\} \\
N_3: & \quad \begin{array}{c}
\text{a} \\
\text{a}
\end{array} & \quad \Pi_3: & \quad \{(a), aa\} \\
N_4: & \quad \begin{array}{c}
\text{a} \\
\text{a}
\end{array} & \quad \Pi_4: & \quad \{(a, b), a^*b\} \\
N_5: & \quad \begin{array}{c}
\text{a} \\
\text{a}
\end{array} & \quad \Pi_5: & \quad \{(a, b), a^*b\}
\end{align*}
\]

Figure 1: Correctness criteria.

If a net and a protocol satisfy Eq. 1, then it is still not guaranteed that the net does not stop prematurely. For example, net \( N_2 \) and protocol \( \Pi_2 \) satisfy Eq. 1, though termination after a single \( a \) is not desired. If it were, \( \Pi_2 \) would have been \( \{(a), a + aa\} \) or \( \{(a), e + a + aa\} \). The requirement which guarantees that the net does not stop too early is called weak progress, i.e.

\[ \forall \sigma \in fs(N) : \sigma \downarrow \alpha(\Pi) \in \text{pref } \circ \theta(\Pi) \setminus \theta(\Pi) \Rightarrow \exists t \in T : \sigma \cdot t \in fs(N) \] (2)

Weak progress means that the net will not stop if the protocol has not been completed yet. But even if the net does not stop prematurely, there may be no real progress, because some transitions that do not belong to the protocol might be able to fire infinitely often, without finalising the protocol. Consider, for example, net \( N_3 \) with protocol \( \Pi_3 \). \( N_3 \) is an extension of \( N_2 \) with a kind of environment, viz. transition \( b \) and a place. There is weak progress, because transition \( b \) can always fire. But \( b \) is not part of the protocol \( (b \notin \alpha(\Pi_3)) \). After \( a \) has fired, no transition that belongs to the protocol will ever fire. Strong progress requires that there is progress even within the protocol:

\[ \forall \sigma \in fs(N) : \sigma \downarrow \alpha(\Pi) \in \text{pref } \circ \theta(\Pi) \setminus \theta(\Pi) \Rightarrow \exists \sigma' \in T^* : \sigma \cdot \sigma' \in fs(N) \land \sigma' \downarrow \alpha(\Pi) \neq \epsilon \] (3)

Please note that strong progress implies weak progress.

A P/T net that has weak progress but not strong progress w.r.t. a protocol \( \Pi \), has a set of transitions that are not part of the protocol and that can fire infinitely often. The difference between weak and strong progress is an infinite loop of firings of transitions from \( T \setminus \alpha(\Pi) \).

A net which obeys a protocol according to Eqs. 1, 2 and 3 may still not be able to complete its task. Consider, e.g., \( N_4 \) and \( \Pi_4 \). Net \( N_4 \) is trace-safe w.r.t. \( \Pi_4 \) and there is strong progress.
However, no firing sequence of $N_4$ can be completed to an element of $\theta(\Pi_4)$, because transition $b$ can never fire. The completeness requirement is:

$$fs(N) = \text{pref}\left(\{\sigma \in fs(N) \mid \sigma \in \Theta(\Pi_4) \} \in \theta(\Pi_4)\right)$$

(4)

$N_4$ and $\Pi_4$ do not satisfy Eq. 4, as $\{\sigma \in fs(N_4) \mid \sigma \in \Theta(\Pi_4) \} = \emptyset$. Please note that Eq. 4 implies Eqs. 1, 2 and 3. A net satisfying Eq. 4 may still enter an undesirable infinite loop (often referred to as livelock). For example, $N_5$ and $\Pi_5$ satisfy Eq. 4, though $N_5$ may do an infinite number of $a$'s, while $\Pi_5$ prescribes a finite number of $a$'s followed by a $b$.

If a net and a protocol do not satisfy Eq. 1 or Eq. 2, then an undesired behaviour exists that is reached within finitely many steps. This is not the case with Eq. 3. Reconsider, for example, net $N_3$ and protocol $\Pi_3$. Strong progress (Eq. 3) requires that eventually, two $a$'s will occur, but after finitely many steps of $N_3$ it can still not be concluded that something wrong has happened.

A P/T net that satisfies Eqs. 1 and 2 w.r.t. a given protocol, but not Eq. 3 (and hence, not Eq. 4), has a kind of undesired infinite behaviour, because all undesired finite behaviour has been captured by Eqs. 1 and 2. Infinite loops are beyond the scope of regular expressions. The behaviours of $N_3$, $N_4$ and $N_5$ may be described by $b^*a^* + b^*$, $a^* + a^*b$, respectively, where $a^*$ denotes an infinite sequence of $a$'s. However, language theory does not support infinite strings.

As a consequence, we shall confine ourselves to trace-safety (Eq. 1) and weak progress (Eq. 2). The first algorithm presented below checks trace-safety and the next one weak progress. We shall return to infinite strings in Section 6.

4 Trace-safety

In this section, we present an algorithm to determine whether a P/T net $N = (P, T, W, M_0)$ and a regular protocol $\Pi$ with $\alpha(\Pi) \subseteq T$ are trace-safe (Eq. 1), i.e., whether

$$fs(N) \smallsetminus \alpha(\Pi) \subseteq \text{pref} \circ \theta(\Pi).$$

First, we present the algorithm. Then we give an example and after that we prove the correctness of our algorithm.

We shall apply a coverability analysis to solve trace-safety. The general form of the coverability problem is: To determine, for a P/T net and some marking $M$, whether the P/T net has a reachable marking $M' \supseteq M$. This is known to be decidable in exponential space [24, 28].

Algorithm 4.1 Trace-safety

1. Construct a deterministic finite automaton $A$ with alphabet $\Sigma = \alpha(\Pi)$ that accepts $\theta(\Pi)$. See [20] how to construct a deterministic finite automaton $A' = (K', \Sigma', \delta', s', F')$ with alphabet $\Sigma' = \{t \in T \mid \exists x, y \in T' : x \cdot t \cdot y \in \theta(\Pi)\}$ that accepts $\theta(\Pi)$. Automaton $A = (K, \Sigma, \delta, s, F)$ can be derived from $A'$ as follows: Introduce a new state $k'$, $k' \notin K'$, and when automaton $A$ reads a symbol from $\alpha(\Pi) \smallsetminus \Sigma'$, it moves to state $k'$, which is a trap: $k'$ is not a final state, and whenever $A$ enters state $k'$, it will always remain there.

Formally:
Property: $\Sigma \subseteq T$.

2. Construct a test net $N'$ based on $A$.
   This test net is a P/T net which has always exactly one token in one of its places. We distinguish three kinds of places in $N'$:
   - **End places**, denoted by $EP$.
     Termination in such a place is allowed.
   - **Intermediate places**, denoted by $IP$.
     Termination in such a place is not allowed, but an end place is still reachable.
   - **Forbidden places**, denoted by $FP$.
     These places may never contain a token (termination here is not allowed and there is no reachable end place).
   
   $N' = \{P', T', W', M_0'\}$, with:
   
   $$
P' = K$
   $$
T' = \text{dom}(\delta) = K \times \Sigma$
   $$
W' = \lambda (k, (k', a)) \in K \times (K \times \Sigma) : \begin{cases} 
1 & \text{if } k = k' \\
0 & \text{else}
\end{cases}
we \begin{cases} 
\lambda (k, a) \in \{k'\} \times \alpha(\Pi) : k'
\end{cases}$
   $$
M_0' = \{s\}$

Moreover,

$$
EP = F$
$$
IP = \{k_0 \in K \setminus F \mid \exists n \in N_1 : \exists k_1, \ldots, k_n \in K : \exists a_1, \ldots, a_n \in \Sigma : k_n \in F \land \forall i \in \{1, \ldots, n\} : k_i = \delta(k_{i-1}, a_i)\}$
$$
FP = K \setminus (EP \cup IP)$

3. Lay $N$ over $N'$, which results in a P/T net $N'' = \{P'', T'', W'', M_0''\}$, as follows.
   We assume without loss of generality: $P \cap P' = \emptyset$ and $(T \setminus \Sigma) \cap T' = \emptyset$.
   
   $$
P'' = P \cup P' = P \cup EP \cup IP \cup FP$
   $$
T'' = (T \setminus \Sigma) \cup T'$
   $$
W'' = W' \uplus \lambda (p, t) \in P \times (T \setminus \Sigma) : W(p, t)
\uplus \lambda (t, p) \in (T \setminus \Sigma) \times P : W(t, p)
\uplus \lambda (p, (k, a)) \in P \times T' : W(p, a)
\uplus \lambda ( \{k, a\}, p) \in T' \times P : W(a, p)
\uplus \lambda (k, t) \in P' \times (T \setminus \Sigma) : 0
\uplus \lambda (t, k) \in (T \setminus \Sigma) \times P' : 0$
   $$
M_0'' = M_0 \uplus M_0'$

4. Determine, for all $k \in FP$, whether $N''$ has a reachable marking $M'' \in R(N'')$ that covers $\{k\}$, i.e., $M'' \supseteq \{k\}$.
   If such an $M''$ exists for some $k \in FP$, then $N''$ is not trace-safe w.r.t. protocol $\Pi$, i.e. $N$ and $\Pi$ do not satisfy Eq. 1. Otherwise, $N$ and $\Pi$ are trace-safe.
Please note that alphabet $\Sigma'$ of the first step of this algorithm, may really be smaller than $\alpha(\Pi)$. For example, in protocol $\{\{a, b\}, \varepsilon\}$, transitions $a$ and $b$ are not allowed to fire, while other transitions still may fire. The derived alphabet $\Sigma'$ would be empty in this case.

Some properties of test net $N'$: (these properties are easily verified, we omit the proofs)

- $N'$ is a P/T net, i.e., $P'$ and $T'$ are finite.
- There is always exactly one token in $N'$.
  I.e., $I' = (\lambda s' \in S' : 1)$ is a place invariant of $N'$ and it adds up to 1 in each reachable marking: For all $M' \in R(N')$, $\sum_{s' \in S'} I'(s')M'(s') = 1$.
- Let $M'$ be a reachable marking of $N'$ and let $k \in K$ be the place with a token (i.e. $M'(k) = 1$), then all transitions $\{k, a\} \in \Sigma$ are enabled. In other words: For all $a \in \Sigma$, there is always a $k \in K$ such that $\{k, a\}$ can fire.
  This property indicates that the test net $N'$ does not influence the behaviour of $N$, when we lay $N$ over $N'$ in step 4. $N'$ allows the firing of each transition of $N$ at any time.

Because $N'$ is contained in $N''$ and all places $P'$ of $N'$ have no additional arcs in $N''$, net $N''$ has a similar place invariant as $N'$: There is always one token in one of the places of $P'$.

Formally, $I'' = (\lambda s \in S : 0) \cup (\lambda s' \in S' : 1)$ is a place invariant of $N''$ and for all $M'' \in R(N'')$, $\sum_{s \in S} I''(s)M''(s) = 1$.

In the last step of the algorithm, $|FP|$ coverability analyses are performed. Verification of trace-safety can be easier with the aid of an additional place $x$ in $N''$. Let all transitions with an output arc to a forbidden place, have an output arc to $x$ as well. No other arcs go to or from place $x$. With this construction, $N$ is trace-safe w.r.t. $\Pi$ iff there is no reachable marking in $N''$ with one or more tokens in $x$. Thus, a single coverability analysis suffices.

Example 4.2
Let P/T net $N$ be given in Figure 2 and let regular protocol $\Pi$ be given by $\{\{a, b\}, (b + ab)^*\}$.

To determine whether $N$ is trace-safe w.r.t. $\Pi$.

1. From $\Pi$, the finite deterministic automaton $A = (K, \Sigma, \delta, s, F)$ can be derived, with:

   $K = \{k_1, k_2, k_3\}$

\[ \Pi = \{\{a, b\}, (b + ab)^*\} \]
\[\Sigma = \{a, b\}\]
\[\delta = \{(k_1, a), k_2\}, ((k_1, b), k_1), ((k_2, a), k_3), ((k_2, b), k_1), ((k_3, a), k_3), ((k_3, b), k_3)\}\]
\[s = k_1\]
\[F = \{k_1\}\].

See Figure 3. Final states are indicated by a circle, and the initial state is shown by a >.

2. From automaton \(A\), test net \(N'\) of Figure 4 is derived.

3. \(N''\) is \(N\) over \(N'\): See Figure 5.

4. \(N''\) has a reachable marking that covers \(\{k_3\}\), viz. \(s_2, k_3\). That marking is obtained after firing sequence \(c(k_1, a)(k_2, a)\). Hence, net \(N\) is not trace-safe w.r.t. protocol II.

\(\square\)
Theorem 4.3
Algorithm 4.1 is correct. In other words,
\[ fs(N) \cap \alpha(\Pi) \subseteq \text{pref} \circ \theta(\Pi) \iff \forall M'' \in R(N'') : \forall k \in FP : M''(k) = 0. \]
\[ \square \]

Before we prove this theorem, we introduce three functions, viz. \( f, \kappa \) and \( \Delta \), and we prove three lemmas.

Function \( f \in T'' \rightarrow T \) maps each transition of \( N'' \) to a transition of \( N \):
\[ f = (\lambda t \in T \backslash \Sigma : t) \cup (\lambda (k,a) \in K \times \Sigma : a) \]

The mentioned place invariants imply that there is one place \( k \in K \) in each reachable marking of \( N' \) and \( N'' \) that has a token. Function \( \kappa \) gives this place.
\[ \kappa = \lambda M \in R(N') \cup R(N'') : \text{the } k \in K \text{ with } M(k) = 1 \]

Function \( \Delta \in T* \rightarrow B(K) \) gives the marking of test net \( N' \) after a sequence of transitions of \( N \) has fired.
\[ \Delta(c) = M_0 = \{ s \}, \text{ and for } \sigma \in T* \text{ and } a \in T, \]
\[ \Delta(\sigma \cdot a) = \begin{cases} \Delta(\sigma), & a \notin \Sigma \\ D(N', \Delta(\sigma), (\kappa \circ \Delta(\sigma), a)), & a \in \Sigma \end{cases} \]

In net \( N'' \), the behaviour of test net \( N' \) is restricted: \( N' \) has to follow original net \( N \). The following lemma expresses that test net \( N' \) validates firing sequences of \( N \). As we have argued, test net \( N' \) has always one token. If this token is in an end place, the firing sequence processed so far agrees with a string of the protocol. If it is in an intermediate state, the current firing sequence corresponds to a real prefix of the protocol and else, if it resides in a forbidden place, the current firing sequence can not be completed anymore to a string of the protocol.

Lemma 4.4
\[ \forall \sigma \in fs(N) : \begin{cases} \sigma \Sigma \in \Theta(\Pi) & \Rightarrow \kappa \circ \Delta(\sigma) \in EP \\ \sigma \Sigma \in \text{pref} \circ \theta(\Pi) \setminus \Theta(\Pi) & \Rightarrow \kappa \circ \Delta(\sigma) \in IP \\ \sigma \Sigma \notin \text{pref} \circ \theta(\Pi) & \Rightarrow \kappa \circ \Delta(\sigma) \in FP \end{cases} \]

Proof
Let \( \sigma \in fs(N) \). If \( \sigma \Sigma \in \Theta(\Pi) \), then automaton \( A \) accepts \( \sigma \Sigma \), i.e., after \( \sigma \Sigma \) is a in a state \( k \in F = EP \).

If \( \sigma \Sigma \in \text{pref} \circ \theta(\Pi) \setminus \Theta(\Pi) \), then \( A \) is not in a final state after \( \sigma \Sigma \), but such a state can be reached, because there is a \( \sigma' \in \Sigma^* \) with \( (\sigma \cdot \sigma') \Sigma \in \Theta(\Pi) \).

If \( \sigma \Sigma \notin \text{pref} \circ \theta(\Pi) \), then, after \( \sigma \Sigma \), \( A \) is in a state from which no final state can be reached anymore.

Now apply functions \( \kappa \) and \( \Delta \) to \( N' \).
\[ \square \]
Lemma 4.5

\[ \text{fs}(N) = f \circ \text{fs}(N') \]

Proof

\[ \subseteq : \text{Let } \sigma \in \text{fs}(N). \text{ To be proven: } \exists \sigma'' \in \text{fs}(N') : f(\sigma'') = \sigma. \]

We define markings \( M_i, M'_i \) and \( M''_i \) (\( i \in \{1, \ldots, \#\sigma\} \)) for nets \( N, N' \) and \( N'' \), respectively, and a string \( \sigma'' \in (T'')^* \) with \#\(\sigma''\) = \#\(\sigma\).

\[
\begin{align*}
M_i &= D(N, M_0, \sigma[i]) \\
M'_i &= \Delta(\sigma[i]) \\
M''_i &= M_i \uplus M'_i \\
\sigma''[i] &= \begin{cases} 
(\kappa(M'_{i-1}), \sigma[i]) & \sigma[i] \in \Sigma \\
\sigma[i] & \sigma[i] \in T \setminus \Sigma
\end{cases}
\end{align*}
\]

Then \( f(\sigma'') = \sigma \) and by the construction of \( N'', \sigma'' \in \text{fs}(N'') \).

\[ \supseteq : \text{Let } \sigma'' \in \text{fs}(N''). \text{ Put } M''_i = D(N'', M''_{i-1}, \sigma''[i]) \text{ for all } i \in \{1, \ldots, \#\sigma\}. \]

\( M''_i \) can be split into \( M_i = M''_i \uplus P \) and \( M'_i = M''_1 \uplus P' \).

If \( \sigma''[i] \in T \setminus \Sigma \), i.e. \( \sigma''[i] \) is a transition that is not part of the alphabet of the protocol, then \( M_i = D(N, M_{i-1}, \sigma''[i]) \) and \( M'_i = M''_{i-1} \).

Otherwise, if \( \sigma''[i] \in \Sigma \), i.e. \( \sigma''[i] = (k, a) \) for some \( k \in K \) and \( a \in \Sigma \), then \( M_i = D(N, M_{i-1}, a) \) and \( M'_i = D(N', M'_{i-1}, (k, a)) \).

Hence, \( f(\sigma'') \in \text{fs}(N) \).

\[ \square \]

The following lemma indicates that each marking of net \( N'' \) consists of two separate parts, viz. an \( N' \)- and an \( N'' \)-part.

Lemma 4.6

\[ \forall \sigma'' \in \text{fs}(N'') : D(N'', M''_0, \sigma'') = D(N, M_0, f(\sigma'')) \uplus \Delta \circ f(\sigma'') \]

Proof

We use induction. If \( \sigma'' = \varepsilon \), then \( D(N'', M''_0, \sigma'') = M''_0 = M_0 \uplus M'_0 = D(N, M_0, f(\varepsilon)) \uplus \Delta \circ f(\varepsilon) \).

Otherwise, \( \sigma'' = \sigma_0 \cdot x \) for some \( \sigma_0 \in (T'')^* \) and \( x \in T'' \). Put \( X = D(N'', M''_0, \sigma_0) \), then by induction, \( X = D(N, M_0, f(\sigma_0)) \uplus \Delta \circ f(\sigma_0) \). There are two possibilities: \( x \in K \times \Sigma \) or \( x \in T \setminus \Sigma \).

\[ x \in K \times \Sigma : D(N'', M''_0, \sigma'') = \varepsilon \text{ def. } D \uplus D(N'', X, x) = \varepsilon \text{ def. } N'', \text{ def. } f \uplus \]

\[
\begin{align*}
D(N, X \uplus P, f(x)) \uplus D(N', X \uplus P', x) &= \varepsilon \text{ induction } \varepsilon \\
D(N, D(N, M_0, f(\sigma_0)), f(x)) \uplus D(N', \Delta \circ f(\sigma_0), x) &= D(N, M_0, f(\sigma_0)) \uplus \Delta \circ f(\sigma'') \\
&= \varepsilon \text{ def. } D, \text{ and because of place invariant } l'', x = (\kappa \circ \Delta \circ f(\sigma_0), f(x)) \uplus \\
D(N, M_0, f(\sigma'')) \uplus D(N', \Delta \circ f(\sigma_0), (\kappa \circ \Delta \circ f(\sigma_0), f(x))) &= \varepsilon \text{ def. } D \uplus \\
D(N, M_0, f(\sigma'')) \uplus \Delta \circ f(\sigma'').
\end{align*}
\]

\[ x \in T \setminus \Sigma : D(N'', M''_0, \sigma'') = \varepsilon \text{ def. } D \uplus D(N'', X, x) = \varepsilon \text{ def. } N'', \text{ def. } f \uplus \]

\[
\begin{align*}
D(N, X \uplus P, f(x)) \uplus D(N', X \uplus P', x) &= \varepsilon \text{ induction } \downarrow \\
D(N, D(N, M_0, f(\sigma_0)), f(x)) \uplus D(N', D(N, M_0, f(\sigma_0)), f(x)) \uplus \Delta \circ f(\sigma_0) &= \varepsilon \text{ def. } D, \text{ def. } D \uplus D(N, M_0, f(\sigma'')) \uplus \Delta \circ f(\sigma'').
\end{align*}
\]

\[ \square \]

The correctness of our trace-safety algorithm can now be proven.
5 Weak progress

Below, we present an algorithm to determine whether a P/T net \( N = (P,T,W,M_0) \) and a regular protocol \( \Pi \) with \( \alpha(\Pi) \subseteq T \) satisfy weak progress (Eq. 2), i.e., whether

\[
\forall \sigma \in \text{fs}(N) : \sigma \cap \alpha(\Pi) \in \text{pref} \circ \theta(\Pi) \setminus \theta(\Pi) \Rightarrow \exists t \in T : \sigma \cdot t \in \text{fs}(N).
\]

First, we give the algorithm and then we prove its correctness.

We have solved the trace-safety problem with the aid of a coverability analysis. For weak progress, we shall use submarking reachability analyses. The general form of the submarking reachability problem is: Given a P/T net \( N = (P,T,W,M_0) \), a subset of places \( P' \subseteq P \) and a submarking \( M' \in B(P') \), does a reachable marking \( M \in R(N) \) exist with \( \forall p \in P' : M(p) = M'(p) \)?

Van Leeuwen [33] showed that the submarking reachability problem reduces to the reachability problem (see also [23]), i.e., a P/T net \( N'' \) and a marking \( M'' \) can be constructed from \( N, T' \) and \( M' \), such that an above-mentioned reachable submarking exists iff \( M'' \) is a reachable state of \( N'' \).

The reachability problem is solvable [19, 21, 22].

For the verification of trace-safety, we have constructed an automaton \( A \) with alphabet \( \Sigma = \alpha(\Pi) \). Alphabet \( \Sigma \) does not have to contain all transitions of net \( N : \Sigma \subseteq T \), but not necessarily \( \Sigma = T \). For trace-safety, it is irrelevant whether transitions that do not appear in \( \Pi \) can fire, or not. For example, the protocol might require that two transitions \( a \) and \( b \) fire after each other all the time \( \Pi = \{(a,b),(ab)^*\} \), while the net has many more transitions than only \( a \) and \( b \). Those other transitions are irrelevant to the protocol and do not have to be part of automaton \( A \) and test net \( N' \).

For weak progress, we need to check whether any transition in \( N \) can fire, or not. We have to involve all transitions \( T \) of \( N \). To this end, we extend automaton \( A \) in such a way that \( \Sigma = T \).

Algorithm 5.1 Weak progress

1. Let \( A = (K,\Sigma,\delta,a,F) \) be the deterministic finite automaton of Step 1 of Algorithm 4.1, i.e. \( \alpha(\Pi) = \Sigma \subseteq T \) and \( A \) accepts \( \theta(\Pi) \).

   Put \( A' = (K',\Sigma',\delta',a',F') \), with
   \[
   K' = K \cup T
   \]
   \[
   \Sigma' = T
   \]
5 Weak progress

\[ \delta' = \delta \cup (\lambda (k, t) \in K \times (T \setminus \Sigma) : k) \]
\[ s' = s \]
\[ F' = F, \]

then \( A' \) is a deterministic finite automaton that accepts \( \theta(\Pi') \), where \( \Pi' = (T', \{ \sigma \in T' | \sigma \in \alpha(\Pi) \in \theta(\Pi) \}) \).

2. Construct a test net \( N' \) based on \( A' \) instead of \( A \).

See the construction in Algorithm 4.1.

3. Lay \( N \) over \( N' \).

See also the construction in Algorithm 4.1.

Remark: Because \( T \setminus E' = 0 \), \( T'' = T' \) and \( W'' = W' \).

4. Test whether \( N'' \) can stop in an intermediate state.

We use a finite number of submarking reachability tests for this.

Net \( N'' \) can stop in an intermediate state \( k \in IP \) iff there is a reachable marking \( M'' \in R(N'') \) with \( M''(k) = 1 \) and no transition that consumes tokens from \( k \), can fire, i.e.

\[ \forall t \in T : \exists p \in P : M''(p) < W''(p, (k, t)) \]

(see Figure 6 for an example). Since \( W''(p, (k, t)) = W(p, t) \), the phrase “\( N'' \) can stop in an intermediate state” can be rephrased as

\[ \exists M'' \in R(N'') \exists k \in IP : (M''(k) = 1 \land \forall t \in T : \exists p \in P : M''(p) < W(p, t)) \]  (5)

This equation can be verified with the aid of finitely many submarking reachability analyses, as follows:

Choose \( k \in IP, X \subseteq P \) and \( M \subseteq IB(X) \) such that:

- \( \forall t \in T : \exists x \in X : M(x) < W(x, t) \).
  In other words, submarking \( M \) disables all transitions of \( N \) and hence, submarking \( M \cup \{k\} \) disables all transitions of \( N'' \). For each transition \( t \in T \), there is a place \( x \in X \) that has too less tokens for \( t \) to fire.

- \( X \) is as small as possible, i.e. the previous item does not hold if one place is omitted from \( X \).
  Formally: \( \forall x' \in X : \exists t \in T : \forall x \in X \setminus \{x'\} : M(x) \geq W(x, t) \).

An upper bound for the number of ways to choose such a \( k \), \( X \) and \( M \) can be found as follows. Choose a \( k \in IP \), and for all transitions \( t \in T \), choose a place where \( t \) consumes from and let it have less tokens than \( t \) needs to fire. This can be done in at most \( |IP| \times |T| \times |P| \times \max_{w \in W} \text{rang}(W) \) different ways. That number may be large, but it is finite.

For each such \( k \), \( X \) and \( M \), apply a submarking reachability analysis on \( N'' \) to determine whether there is an \( M'' \in R(N'') \) with \( M''(k) = 1 \) and \( \forall x \in X : M''(x) = M(x) \). If so, Eq. 5 is satisfied, which means that \( N'' \) can stop in an intermediate state. Otherwise, \( N'' \) can not stop in an intermediate state.

Below we prove that \( N \) and \( \Pi \) satisfy the weak progress criterion iff \( N'' \) can not stop in an intermediate state.
Figure 6: Part of an original net $N$ and corresponding $N''$. If place $k$ in $N''$ has a token and transition $(k, t)$ cannot fire, then $p$ or $p'$ does not have enough tokens.

**Theorem 5.2**
The above algorithm is correct. In other words, the negation of Eq. 5 is equivalent with Eq. 2.

**Proof**

\[ \forall M'' \in R(N'') : \forall k \in IP : (M''(k) = 1) \Rightarrow \exists t \in T : \forall p \in P : M''(p) \geq W(p, t) \]

\[ \Leftrightarrow \text{ def. } R, \text{ def. } D \]

\[ \forall \sigma'' \in fs(N'') : \forall k \in IP : (D(N'', M_0'', \sigma'')(k) = 1) \Rightarrow \exists t \in T : \forall p \in P : D(N'', M_0'', \sigma'')(p) \geq W(p, t) \]

\[ \Leftrightarrow \text{ def. predicate calculus} \]

\[ \forall \sigma'' \in fs(N'') : (\exists k \in IP : D(N'', M_0'', \sigma'')(k) = 1) \Rightarrow \exists t \in T : \forall p \in P : D(N'', M_0'', \sigma'')(p) \geq W(p, t) \]

\[ \Leftrightarrow \text{ def. } \kappa, \text{ Lemma 4.6} \]

\[ \forall \sigma'' \in fs(N'') : (\exists k \in IP : \Delta \circ f(\sigma'')(k) = 1) \Rightarrow \exists t \in T : \forall p \in P : D(N, M_0, f(\sigma''))(p) \geq W(p, t) \]

\[ \Leftrightarrow \text{ def. } \kappa, \text{ Lemma 4.5} \]

\[ \forall \sigma \in fs(N) : \kappa \circ \Delta(\sigma) \in IP \Rightarrow \exists t \in T : \forall p \in P : D(N, M_0, \sigma)(p) \geq W(p, t) \]

\[ \Leftrightarrow \text{ def. } \kappa, \text{ Lemma 4.4 with } \Pi \text{ and } \Sigma \text{ replaced by } \Pi' \text{ and } \Sigma' = T, \text{ respectively; def. } D \text{ and } fs \]

\[ \forall \sigma \in fs(N) : \sigma \in \text{pref } \theta(\Pi') \setminus \theta(\Pi') \Rightarrow \exists t \in T : \sigma \cdot t \in fs(N) \]

\[ \Leftrightarrow \theta(\Pi') = \{ \sigma \in T^* \mid \sigma \cdot \alpha(\Pi) \in \theta(\Pi) \} \]

\[ \forall \sigma \in fs(N) : \sigma \cdot \alpha(\Pi) \in \text{pref } \theta(\Pi') \setminus \theta(\Pi) \Rightarrow \exists t \in T : \sigma \cdot t \in fs(N) \]

\[ \square \]

## 6 Infinite behaviour

We have mentioned four correctness criteria for P/T nets and regular protocols, viz. trace-safety, weak progress, strong progress and completeness. This list is not complete. For example, net $N_3$ and protocol $\Pi_3$ of Figure 1 satisfy the completeness requirement (Eq. 4), though $N_3$ can do an infinite number of $a$'s, while $\Pi_3$ prescribes a finite number of $a$'s followed by a $b$. Such undesired infinite loops might be forbidden by another correctness criterion.

We have given algorithms for the verification of the first two correctness criteria. As we have
argued in Section 3, the other correctness criteria concern undesired infinite behaviour.

In Figure 7, we distinguish four kinds of infinite behaviour. Transition \(b\) can fire unboundedly often in all four cases. In case I, after \(b\) has fired once, it can fire finitely often and then it will stop. In case IV, \(b\) will fire forever. II and III are intermediate cases: In case II, \(b\) may keep on firing until \(a\) has fired (which may never happen) and in case III, \(b\) suffers from livelock: \(b\) is stuck if \(a\) keeps on firing.

In order to automatically verify the other correctness criteria as well, we need algorithms that can distinguish among these four different kinds of infinite behaviour.

There is an algorithm that distinguishes between cases I or II on the one hand, and cases III or IV on the other hand. In I and II, transition \(b\) is not live and in III and IV, \(b\) is. The general form of the liveness problem is: To determine, for a P/T net \(N = (P, T, W, M_0)\) and a transition \(t \in T\), whether

\[
\forall M \in R(N) : \exists \sigma \in T^* : \sigma \{ t \} \neq \varepsilon \land D(N, M, \sigma) \text{ is defined}.
\]

The liveness problem is equivalent with the reachability problem [16] and therefore decidable [19, 21, 22].

7 Complexity

The input of our algorithms is a P/T net \(N\) and a regular protocol. If the protocol is given by a regular expression, the following steps are performed by both of our algorithms:

1. Convert the regular expression to a non-deterministic automaton \(A\). The construction in [20] requires polynomial time and the number of states of \(A\) is linear w.r.t. the length of the regular expression.
2. Convert the non-deterministic automaton to a deterministic one. The construction in [20] requires exponential space: If the non-deterministic automaton has \(k\) states, then the deterministic one has \(2^k\) states.
3. Convert the deterministic automaton \(A'\) to a test net \(N'\). Requires polynomial time w.r.t. the size of \(A'\).
4. Lay \(N\) over \(N'\), resulting in \(N''\). Requires polynomial time w.r.t. the size of \(N\) and \(N''\).

\(^2\)The size of a P/T net is the number of bits needed to represent it (see [17]).
Thus, due to the second step, the construction of net $N''$ requires exponential space w.r.t. the length of the regular expression. Algorithm 4.1, which checks trace-safety, performs a coverability analysis on $N''$. The coverability problem is exponential space hard and an algorithm exists that uses exponential space [24, 28]. Hence, our trace-safety algorithm uses exponential exponential space w.r.t. the length of the regular expression and exponential space w.r.t. the size of $N$.

Algorithm 5.1, which checks weak progress, performs a number of submarking reachability analyses on net $N'$. The submarking reachability problem can be reduced to the reachability problem in polynomial time [23], but the complexity of the reachability problem is unknown and at best exponential space hard [7, 22]. Hence, the algorithm for weak progress is at best exponential exponential space hard w.r.t. the length of the regular expression and at best exponential space hard w.r.t. the size of $N$.

Our algorithms may be inefficient. In fact, they give an upper bound for the complexity of the trace-safety and weak progress problems. The actual complexity of these problems may be much better than what is sketched above.

8 Concluding remarks

In this article, we have presented two algorithms to determine whether an arbitrary P/T net $N$ with transitions $T$ satisfies a protocol $\Pi$, where $\Pi$ consists of an alphabet $A \subseteq T$ and a regular language over $A$.

The first algorithm (trace-safety) tests whether $N$ does not do something wrong and the second one (weak progress) checks whether $N$ does not stop prematurely. These algorithms can be very helpful in systems engineering and analysis.

Our algorithms are more general than existing algorithms for the automatic verification of protocols, because they have not been designed for one particular protocol, nor for a very specific class of Petri nets. For example, the automatic verification of the arbiter cascade [15] boils down to a mutual exclusion check and a liveness test. The former can be handled with our trace-safety algorithm and for the latter, an algorithm already exists (see Section 6). We can handle the alternating bit protocol [5, 10, 31] as well, in a similar way.

Current research in the automatic verification of more specific protocols has not become superfluous by our algorithms. Our algorithms are not very efficient (see Section 7) and it is still very interesting to find efficient algorithms for special cases.

Topics of further research:

- An implementation of our algorithms, to gain an insight into the average-case efficiency;
- Efficiency enhancing. Our algorithms consist of several steps and we did not investigate whether each step is really necessary, nor whether each step can be replaced by a more efficient one;
- A derivation of efficient algorithms for special cases.
  For example, the reachability problem is NP-complete for P/T nets where the number of tokens never changes [17]. As a consequence, the submarking reachability problem for this kind of P/T nets is NP-complete, too (see Appendix B).
  If the original, to be analysed, net $N$ has a non-changing number of tokens, then net $N''$ (on which submarking reachability tests are performed in Algorithm 5.1) has this property, too. Each submarking reachability test is now NP-complete instead of at best exponential space w.r.t. the size of $N''$;
- The definition of protocol preserving construction rules for the engineering and analysis of systems (see the introduction);
Besides trace-safety and weak progress, there are other correctness criteria. The list of criteria mentioned in Section 3 is not complete (see Section 6). We would like to extend this list and find decision algorithms for other correctness criteria as well;

- An extension to non-regular protocols and protocols with infinite strings.
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Notations

\( \mathbb{N}_0 = \{0, 1, \ldots\} \) is the set of natural numbers and \( \mathbb{N}_1 = \mathbb{N}_0 \setminus \{0\} \). For \( A \) and \( B \) sets, \( A \supseteq B \) if \( B \subseteq A \) and the set of all total functions from \( A \) to \( B \) is \( A \rightarrow B \). We denote function restriction by \( \upharpoonright \) and function concatenation by \( \circ \). The domain \( \text{dom}(f) \) of a function \( f \in A \rightarrow B \) is \( A \) and the range, \( \text{rng}(f) \), is \( \{f(a) \mid a \in A\} \). The inverse of \( f \) is \( f^{-1} \).

\( \mathcal{P}(A) \) denotes the set of all subsets of \( A \) and \( \mathcal{B}(A) = A \rightarrow \mathbb{N}_0 \) is the set of all bags (multisets) over \( A \). For \( b \in \mathcal{B}(A) \) and \( x \) some element: \( x \in b \) iff \( x \in A \) and \( b(x) > 0 \). The number of elements in bag \( b \) is denoted by \( \#b \), i.e. \( \#b = \sum_{a \in A} b(a) \). We denote bag union with \( \uplus \): For \( A_1 \) sets and \( b_1, b_2 \in \mathcal{B}(A) \) (\( \{1, 2\} \)), \( b_1 \uplus b_2 = (\lambda a \in A \setminus A_1 : b_1(a)) \cup (\lambda a \in A_1 : b_2(a)) \). Moreover, \( b_1 \subseteq b_2 \) iff \( \forall a \in b_1 : a \in b_2 \land b_1(a) \leq b_2(a) \); \( b_1 \supseteq b_2 \) iff \( b_2 \subseteq b_1 \); and \( b_1 \neq b_2 \) iff \( b_1 \subseteq b_2 \) and \( b_2 \subseteq b_1 \). Note: Any bag \( b \in \mathcal{B}(A) \) can be generalised to a larger domain \( A' \supseteq A \): Put \( b' = b \cup (\lambda a \in A' \setminus A : 0) \), then \( b' \in \mathcal{B}(A') \) and by our definition of bag equality, \( b = b' \).

Sets can be viewed as bags. For \( S \) a set, the corresponding bag \( b \in \mathcal{B}(S) \) is \( \lambda s \in S : 1 \).

\( A^* \) is the set of all finite sequences (strings) over set \( A \). The empty string is \( \epsilon \). For \( \sigma \in A^* \), \( \#\sigma \) is its length, \( \sigma[i] \) (\( 1 \leq i \leq \#\sigma \)) is the \( i \)-th element of \( \sigma \) and \( \sigma[1..i] \) (\( 0 \leq i \leq \#\sigma \)) is the prefix of \( \sigma \) with length \( i \). If \( S \) is a set of strings, then \( \text{pref}(S) \) is the set of all prefixes, i.e. \( \text{pref}(S) = \{ \sigma[1..i] \mid \sigma \in S \land 0 \leq i \leq \#\sigma \} \). We denote string concatenation with \( \cdot \), but the \( \cdot \) is often omitted. We denote string restriction, like function restriction, with \( \upharpoonright \): For \( A, B \) sets, \( \sigma \in A^* \) and \( a \in A \), \( \sigma \upharpoonright B = \epsilon \) and \( (\sigma \cdot a) \upharpoonright B = (\sigma \upharpoonright B) a \) if \( a \in B \), otherwise \( (\sigma \cdot a) \upharpoonright B = \sigma \upharpoonright B \).

We lift any function \( f \) with domain \( A \) to domains \( \mathcal{P}(A) \) and \( A^* \), as follows: For \( S \in \mathcal{P}(A) \), \( f(S) = \{ f(s) \mid s \in S \} \) and for \( a_1 \cdots a_n \in A^* \) (\( n \in \mathbb{N}_0 \)), \( f(a_1 \cdots a_n) = f(a_1) \cdots f(a_n) \).

We use \( \downarrow \) ... \( \Rightarrow \) for comment.

B  

The Submarking Reachability Problem For P/T Nets With A Constant Number of Tokens is NP-Complete

In this appendix, we consider only P/T nets where the number of tokens does not change. We denote this class with \( \mathcal{N} \). \( \mathcal{N} \) is the class of P/T nets \( N = (P, T, W, M_0) \) with

\[
\forall t \in T : \sum_{p \in P} W(p, t) = \sum_{p \in P} W(t, p).
\]

The reachability problem for class \( \mathcal{N} \) is: To determine, for \( N = (P, T, W, M_0) \in \mathcal{N} \) and \( M \in \mathcal{B}(P) \), whether \( M \in R(N) \).

The submarking reachability problem for class \( \mathcal{N} \) is: To determine, for \( N = (P, T, W, M_0) \in \mathcal{N} \), \( P' \subseteq P \) and \( M' \in \mathcal{B}(P') \), whether \( \exists M \in R(N) : \forall p \in P' : M(p) = M'(p) \).

We shall show that the reachability problem for class \( \mathcal{N} \) is equivalent to the submarking reachability problem for class \( \mathcal{N} \). It is known that the former is NP-complete [17]. Therefore, the latter is NP-complete, too.


Each reachability problem is a submarking reachability problem. Hence, the reachability problem for class $\mathcal{N}$ reduces to the submarking reachability problem for class $\mathcal{N}$ in a trivial way.

Next, let a submarking reachability problem with net $N = (P, T, W, M_0) \in \mathcal{N}$, $P' \subseteq P$ and $M' \in \mathcal{B}(P')$ be given. If $\#M_0 < \#M'$ then submarking $M'$ is not reachable. In the sequel, we assume that $\#M_0 \geq \#M'$.

We shall construct a $P/T$ net $N'' \in \mathcal{N}$ with places $P''$ and a marking $M'' \in \mathcal{B}(P'')$, such that:

$$M'' \in R(N'') \iff \exists M \in R(N) : \forall p \in P' : M(p) = M'(p).$$

(6)

The idea is to extend $N$ with a place $x$ and for each place $p \in P \setminus P'$, an extra transition is added with an input arc from $p$ and an output arc to $x$.

Formally, $N'' = (P'', T'', W'', M_0'')$, with:

$$P'' = P \cup \{x\},$$

where $x$ is a new place ($x \notin P$)

$$T'' = T \cup \text{rng}(-)$$

$$W'' = W \cup \{\{p, \,(p)\} \mid p \in P \setminus P'\} \cup \{\,(p), x\} \mid p \in P \setminus P'\}$$

$$M_0'' = M_0.$$  

where $-$ is an injective function on domain $P \setminus P'$ such that $\text{rng}(\) \text{,} T$ and $P \cup \{x\}$ are mutually disjoint. (Such a function can always be constructed.) Furthermore, $M'' = M' \cup \{(x, \#M_0 - \#M')\}$

**Example B.1**

Let $N \in \mathcal{N}$ be the net of Figure 8. It has 4 places, viz. $a, b, c$ and $d$. We would like to know whether it has a reachable marking with 4 tokens in place $a$ and 4 tokens in place $b$.

The corresponding net $N'' \in \mathcal{N}$ is shown in Figure 9. It has an additional place $x$, which is empty at start.

Net $N$ has a reachable submarking $M'$ with $M'(a) = M'(b) = 4$ iff $N''$ has a reachable marking $M''$ with $M''(a) = M''(b) = 4$, $M''(c) = M''(d) = 0$ and $M''(x) = 10 - 8 = 2$.

$$\square$$

![Figure 8: Net $N$, $N \in \mathcal{N}$](image1)

![Figure 9: Corresponding $N''$.](image2)

**Theorem B.2**

The submarking reachability problem reduces to the reachability problem in class $\mathcal{N}$.

\[\text{There is indeed such a reachable submarking. We leave it to the reader to check this out.}\]
Proof
First, we remark that the constructions of net \( N'' \) and marking \( M'' \) require linear time w.r.t. the size of \( N, P' \) and \( M' \).
What is left to prove is Eq. 6.
\( \Rightarrow \) : If \( M'' \in R(N'') \), then all places \( p \in P' \) have the amount of tokens specified by \( M' \). The other original places, i.e. the places of \( P \setminus P' \), are empty and place \( z \) has \( \#M_0 - \#M' \) tokens. Then, \( N \) must have a reachable marking with \( \#M_0 - \#M' \) tokens somehow distributed over places \( P \setminus P' \), while all places \( p \in P' \) have \( M'(p) \) tokens.
\( \Leftarrow \) : If \( N \) has a reachable marking \( M \) with in each place \( p \in P' \) exactly \( M'(p) \) tokens, then \( N'' \) has the same reachable marking \( M \) because \( N \) is contained in \( N'' \). Then, all newly added transitions can empty places \( P \setminus P' \), thus leaving \( \#M_0 - \#M' \) tokens in place \( z \).

Hence, like the reachability problem for class \( N \), the submarking reachability problem for class \( N \) is NP-complete.
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