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1 Example scenario

Imagine, five years from now, you are the head of a lab that develops mobile communication devices and you would like to develop the company’s new product line. You first need to convince the board that your department has the vision, skill and attitude needed to make the new product line a success. For this, you need a multimedia presentation fast (as in “by the end of today”) and cheap (as in “strictly speaking, we have no budget for this”).

Your multimedia presentation authoring tool (i.e. 2009’s integrated successor of the PowerPoint/Director family) finds relevant media assets (including product related texts, pie charts and still and moving images) on the corporate network. Based on these assets, and their associated metadata, it generates a first preview of the presentation. Though the automatically generated story line is coherent and succeeds in conveying many of the important semantic relations among the retrieved media items, you are, however, not content with the storyline’s progression and the lack of tension buildup.

You fire up the tool’s storyboard editor and start to improve upon the automatically generated storyline. Your edited version of the presentation now includes some scenes that are intended to convey the lifestyle of the new product’s target audience. A search on the corporate network returns no suitable footage, nor a fitting soundtrack. You are reluctant to start a search on the public peer-to-peer file sharing network: finding appropriate material won’t be a problem, but dealing with the copyright issues is likely to involve more time and money than you can afford. Because you have no other option, you give it a try anyway.

Quickly, the p2p search tool shows you some (scaled-down quality) previews of the material it found, along with the relevant metadata. It even includes some open content material you can use directly, and some usable stock footage that has reasonable licensing costs when the material is not used in public. You select a few clips and order your digital rights management agent to deal with the legal issues and pay the required fees (all in anonymous mode: you do not want your competitors to be able to trace these transactions). At the end of the day, you have a presentation of sufficient quality to use for tomorrow’s board meeting.

The scenario above is challenging, in particular because the tools involved need to operate, to some extent, on the semantics of the media items involved. This semantic understanding of media is required for both major tasks to be addressed during multimedia production: namely for the more traditional retrieval tasks (finding relevant media items) and the more innovative tasks, such as generating a coherent sto-
ryline from a set of media items. Additionally, semantics implies context and hence an understanding of the technical and social context is required, including information about copyrights, provenance, etc.

To be able to build tools that are aware of the semantics of both the content and the context of multimedia, we need to make these semantics explicit. Making semantics explicit is usually achieved through metadata. Thus, the goal is to find the appropriate ways to annotate audio-visual information units with metadata in such a way that humans and machines can handle the information. The machine readable aspect is of importance as we aim to provide tools that either support the multimedia production process or that generate multimedia generations autonomously.

2 Metadata in the multimedia production chain

Audio-visual (AV) media production, such as the business presentation from the scenario, is a complex process. Metadata could improve the production process by making information explicit that is implicit in the AV content. An obvious approach is to incrementally store relevant metadata during the production process, and make it accessible to all the tools involved in the process.

In the remainder of this section, we first discuss the requirements for this approach and sketch the impact it would have on the production environments.

2.1 Media metadata production: requirements

Although media production is often a rather iterative and organic process, for convenience it is traditionally divided into three stages:

- **preproduction**, which is concerned with determining the main ideas and that form the core of the production (scripting, storyboarding, etc.),
- **production**, where the main task is the acquisition of media material (shooting, sound recording), and,
- **post-production**, which is oriented towards editorial decisions based on reviewing the material, editing, sound mixing, presenting, and archiving.

It must be emphasized that the different production stages are highly interdependent. Especially if each step would not only produce and modify data, but also, and even on a larger scale, produce and modify metadata. A tool used during preproduction could not only produce or update scripts, but also export the notes about the rationale underlying certain script modifications. Shooting could produce raw footage, but also explicit descriptions of activities on the set. Post-production tools could produce edited and mixed material, but also production schedules, editing lists with decision descriptions and other organizational information. In each step, changes to the metadata could directly impact material produced in other stages, and these dependencies could even be made explicit and supported across the different tools involved.

This type of metadata is also important because it represents the progression through the various alterations on a technical, structural, and a description level. It defines the original context of the individual media items used. Today this type of information is often lost after the production is finished, and needs to be re-engineered when needed later.

This is precisely the problem with traditional approaches for metadata production. They primarily address the end product, characterizing audio-visual information on a conceptual (keyword) and on a perceptual level by using objective measurements based on image or sound processing, pattern recognition, etc. [5, 26, 18, 15, 17]. What these retrospective approaches naturally miss is important cognitive, content and context based information, describing the intermediate stages in the production and the decisions taken.

With the advance of DVDs that include extra (meta) material and the many “making of …” productions, high quality metadata has already become an economic asset. In most cases, however, production of all this extra information would still remain unrealistic if it would necessitate manual annotation — such an expensive endeavor would normally not be covered by the production or archival budget. Instead, we need high level tool support that is integrated into the production environment and does not hinder the creative and improvisatory processes that are so important in media production.

Note that within such an environment, the produced media item, on a micro (e.g. shot) and macro-level (e.g. complete business presentation) may still be of a linear nature. The overall collection of material, however, including all the intermediate physical AV data, as well as the creative decisions made during the media production process and other contextual information, would establish a non-linear and complex semantic network. It is important to stress, though, that this network just reflects the purposes and intentions, or in other words the context, of the particular production.

The idea of saving the complete production process is not new, though the consequent implementation in a digital environment remains difficult. It requires standardized representational structures that reflect the constant changes the AV material undergoes during its production, but also dynamic semantic structures that allow the representation of conceptual developments over time.
In addition, the deeper impact of digital media is to re-
define the traditional forms of media, to blur the boundaries
between traditional production steps and to alter the infor-
mation flow from producers to consumers. Consequently,
we have to introduce an additional step into the production
process:

- metaproduction, which comprises processes such as
  restructuring, representing, resequencing, repurposing
  and redistributing media.

The scenario as described in section 1 is a first-class exam-
ple of this type of production, as most of the material to be
used was produced beforehand, for a different purpose and
in a different context.

The outcome of any metaproduction process is an exten-
sion of an existing semantic network: it provides additional
production information and describes a different context of
use for existing material. Note that a piece of metadata can
change its role and turn into a piece of media that needs to
be described. For example, imagine a film theoretician who
would like to demonstrate the referential quality within the
work of a particular director. One could use the original se-
quence of the referenced film and link it together with the
sequence that acts as the referrer. The latter media item acts
in this relation as the metadata (typical examples for such
references are demonstrated by the station scene from De
Palma’s ‘Untouchables’ and the arrest scene in Gilliam’s
‘Brazil’, which both refer to the ‘Odessa steps’ scene in
Eisenstein’s ‘Battleship Potemkin’).

Summarizing the above discussion, the following require-
ments for a media-aware semantic network are:

- As a given component of media exists independently
  of its use in any given production, sufficient linking
  mechanisms are required to establish context.

- Annotation and production are basically different sides
  of the same coin, as a media item can play various roles
  (data and metadata) depending on the context it is used in.
  Therefore, flexible description schemata need to be developed
  that reflect these roles.

- Even within a single production, annotations are nec-
  essarily imperfect, incomplete, and preliminary be-
  cause they accompany and document the dynamic pro-
  cess of understanding a concept. This usually opens
  up questions of aesthetics and subjective interpreta-
  tion. Thus, semantic, episodic, and technical represen-
  tation structures that are able to change and grow
  are required. There is no such thing as a single and
  all-inclusive content description.

- When metadata is to be reused across multiple pro-
  ductions, one needs even more expressive mechanisms
  for encoding metadata and making it accessible in a
  controlled way. There is no such thing as a single and
  all-inclusive content description.

- The generation of semantic annotations can best be
  achieved during the media production process, which
  requires the support of the activities associated within
  the production phases.

The challenge is to address these requirements in an envi-
ronment that integrates the instantiation and maintenance of
these dynamic structures into the actual working process.

2.2 Media production environments

On a future media-aware Semantic Web, one expects a great
variety of media to be constantly generated, manipulated,
analyzed, and commented on. Such a Web could, however,
only emerge if people are provided with tools that support
the dynamic nature of audio-visual media and the variety
of data representations and their combinations. At the same
time, these tools need to integrate with the (still mainly text-
oriented) environment of current Semantic Web technology.

However, today’s media production is mainly oriented
towards one-time design and production. This means that
important sources of metadata are lost after the production
is finished, as exemplified in tools for multimedia produc-
tion, such as Director, Premiere, Photoshop, Flash, Front-
Page, PowerPoint and others. These tools work with pro-
prietary data structures which makes it nearly impossible to
use the internal content representation structures outside the
application or for a different purpose. The net result is little
or no intrinsic compatibility across systems from different
providers, and poor support for broader reuse of media con-
tent. Hence, we face the paradoxical situation that while
there are more possibilities than ever to assist in the cre-
deative development and production processes of media, we
still lack environments which serve as an integrated infor-
mation space for use in distributed productions, research,
restructuring (e.g. by software agents) or in direct access
and navigation by the audience.

On the other hand, there are first attempts in research
as well as in industry to demonstrate how extra semantics
could be added automatically or semi-automatically to au-
diovisual material during production or metaproduction with-
out interfering with established workflows [20, 25, 29, 31].
The advantage of these tools is that they all use standard-
ized XML-based description mechanisms and follow the
paradigm of intelligent tools that rely on the existence of
supportive descriptive structures.

All of these prototypes suffer, in some way or another,
from their experimental nature with respect to real applica-
bility and scaling. They are not more than a small first step
towards the intelligent use and reuse of media production
material. Nevertheless, these prototypical examples provide insight into the generation of interactive media documents in particular, and research into media representation in general. The most interesting aspect of these works is their potential to cooperate when common representation structures become available and implemented.

Based on the previous discussions and our arguments on problematic aspects of metadata and the role of metadata in media production, we are now in the position to provide a more detailed look at the two most relevant common formats for machine-processable and semantic multimedia content description, namely the Semantic Web activity of the W3C and ISO’s Multimedia Content Description Interface (MPEG-7).

3 Approaches to metadata: the Semantic Web vs MPEG

Machine-processable content is the main prerequisite for the more intelligent Web services that constitute the “Semantic Web” as envisioned by Tim Berners-Lee and others [1][2] and the intelligent media applications thought about by the MPEG community [7][14]. Metadata plays a key role in realizing these visions and the high level technical goals of both communities are very similar: providing a general metadata framework. The approaches to provide such a framework, however, differ radically. This section first provides a short historical overview to explain the conceptual roots of both approaches, and then provides a brief introduction to both methodologies.

3.1 Historical background

Metadata-related issues touch the core of all information sciences. Models and technology for processing metadata have been influenced by many communities, in particular, the digital library (DL) community, the knowledge representation (KR) community and the part of the AI community that interprets, manipulates or generates audio-visual media (MM-AI). The Semantic Web, as seen from W3C, can be understood as an attempt to make results of the research in the DL and KR communities applicable to the Web. The prospective of MPEG tries to incorporate aspects from all three communities.

To understand W3C’s Semantic Web, one needs to understand the different views of both the DL community and the KR community.

Within the DL community, metadata is, first of all, seen as a way of supporting cataloging and retrieving information in large documents collections. This has resulted in standards that address such issues, most notably the Dublin Core [3]. The Dublin Core basically standardizes a set of 15 commonly agreed upon metadata elements of the type that one can expect to find in every library catalog, including title, subject, creator, language, creation date, etc.

The metadata and document-centered focus of the DL community can be contrasted with the information modeling approach of the knowledge representation (KR) community, where the focus is on representing the underlying content rather than describing the document that contains the content. For KR researchers, a well-designed powerful infrastructure for adding metadata to Web documents forms the basis for publishing explicit, formalized forms of knowledge directly on the Web. To what extent, and how this knowledge is associated with existing (informal) Web documents, is often considered a secondary issue.

When it comes to sharing and communicating explicit knowledge, a key concept is the notion of an ontology. Within KR, ontologies are often defined as a “specification of a conceptualization”, that is, an explicit and commonly agreed-upon definition of the objects and concepts that play a role in a certain domain. These are specified along with the relations among them and the rules that limit the interpretation of the concepts. Given an ontology about a certain domain, parties that need to share and communicate knowledge do this by making an ontological commitment: a statement that both people and applications (agents) will use the terminology specified in the ontology according to the specified rules.

Despite the differences between the DL and KR approaches, many applications need elements from both worlds. Ontologies, for example, are often used to control the terminology used in metadata. By making a commitment to a specific ontology, users can be assisted in making annotations in a more systematic and consistent way [27]. In addition, applications may use the “background knowledge” specified by the ontology in addition to the metadata itself. For example, when the metadata of a particular page about a painting only specifies that the painting is painted by Rembrandt van Rijn, a query for “17th-century Dutch masters” will not return the page. When the metadata is combined with an ontology stating that Rembrandt is indeed classified as a 17th-century Dutch master, the page can be returned in response to the query.

The view of MPEG on metadata is similar to that of the W3C, only that for MPEG, a document is typical a complex audio-visual unit and thus the standardization in MPEG-7 focuses on a common interface for describing multimedia materials (representing information about the content, but not the content itself: “the bits about the bits”). MPEG-7 addresses aspects such as interoperability and globalization of metadata resources and flexibility of data management. For this purpose MPEG-7 had to reconcile the approaches in favor of the different communities. On the one hand, the DL, KR and MM-AI communities stressing the
need for high-level descriptions of audio-visual content. On the other hand, the signal processing community, which had primarily focused on image analysis, saw success in only standardizing the representation of the low-level content features and feature detection algorithms.

The different technical insights, and the different ways of formulating the challenges presented by MPEG-7 have caused the most difficulty within MPEG-7 and, as will be shown, are reflected in the structure of the standard. The following section should provide a brief overview of the W3C and ISO approaches towards the description of semantics within media. The goal is to facilitate a better understanding of the basic aspects covered by both worlds.

3.2 Metadata on the Semantic Web

We give a summary of the current Semantic Web by using Tim Berners-Lee’s (in)famous “layer cake” depicted in Figure 1 because it depicts the key components of the Semantic Web and provides an intuitive perspective on the layering of these components. The “trust” layer at the top of the figure depicts the ultimate goal of the Semantic Web: machines should be able to not only find and use relevant information, but they should also be able to assess to what extent information found is accurate and can be trusted. In order to reach this level of sophistication, more complex tasks are carried out by increasing the number of cooperating layers of languages and processing tools. We will give a short summary of each layer, starting from the bottom layer.

3.2.1 URIs and Unicode

The basis of the whole Web pyramid is still the uniform naming scheme provided by the concept of the URI. The importance of the URI is often overlooked, but is, to a certain extent, the defining characteristic of the Web. Anything that wants to be part of the Web needs to have a URI, and, vice versa, anything that has a URI is by definition part of the Web. Note that this does not imply that something needs to be available electronically over the Internet to be part of the Web.

Also note that, while it is common to use fragment identifiers in conjunction with the URI to indicate that the URI addresses a specific fragment of resource (instead of the entire resource), the semantics of these fragment identifiers are media dependent and not defined by the URI specification. For example, when the URI points to an HTML page, HTML defines that the fragment identifier points to the anchor element with that name. For XML documents, XPointer provides a framework for defining fragment identifier semantics. For many multimedia document types, however, the semantics of fragment identifiers is still undefined, which makes it hard to hyperlink into them, or to attach metadata to specific portions of a resource.

The other ingredient of the bottom layer is the Unicode standard. While earlier versions of HTML used to have a Western-European bias by only allowing the ISO Latin-1 character set, the current Web infrastructure now supports a wide variety of other languages by allowing the full range of characters specified by Unicode.

3.2.2 XML

On top of the URI/Unicode layer, the current, XML-based, “document web” is built. This layer includes not only XML itself, but also XML schema and XML namespaces. Other XML related languages, such as XPath, XPointer and XLink could also be classified as part of this layer. The current Web uses the syntactic rules specified by this layer, on top of which self-describing document languages such as XHTML, SMIL and SVG are defined. These documents are called self-describing because they have a text-based syntax with markup that is meaningful to human readers. For example, just by looking at its raw encoding, the content of a well-written HTML document could be interpreted by a human reader even when there is no HTML displaying software...
available (compare this with most proprietary binary document formats whose content will become lost when the associated applications are no longer available).

3.2.3 RDF

As outlined in the discussion on metadata production, there is no absolute boundary between data and metadata. On a practical level, however, metadata benefits from having languages and tools that are especially designed to facilitate the encoding and processing of metadata. This is the motivation behind the development of RDF (Resource Description Framework)\(^1\). Built as a layer on top of XML, RDF itself was also designed from the beginning as a layer on top of which more specific metadata languages could be built.

The fundamental building block of RDF is the statement that is used to define a property of a specific resource. The value of each property is either another resource (specified by a URI) or a literal (a string encoded conforming to syntax rules specified by XML). The name of a property can be any (namespace qualified) XML name. In short, each RDF statement is basically a triple, consisting of the resource being described, the name of a certain property and the value of this property.

RDF triples can be linked, chained and nested. Resources can be linked because they can be the subject of multiple triples as well as being reused as the value of multiple triples. Chains can be formed by using the value of the first triple as the object of the following triple. Triples can be (arbitrarily) nested, so that any triple can be treated as an object (this is termed reification) and reused as a resource. Together, these combinations allow the creation of arbitrary graph structures.

Note that while RDF does not cater especially for multimedia applications, it is, in itself, not specific to text. In an RDF statement, both the subject and the value of the property could refer to a multimedia resource on the Web.

3.2.4 RDF Schema

While RDF allows complex graphs of metadata to be encoded, RDF itself does not associate any specific semantics to these graphs other than the three roles implied by subject/predicate/value triple.

However, just as it is often useful in a specific XML context to define the element and attribute names that may be used and in what syntactic combination, in RDF it is often useful to define, for a specific application, what set of semantic concepts the application is supposed to recognize, and what basic semantic relations hold among those concepts. RDF Schema\(^2\) defines a language on top of RDF that supports this. By predefining a small RDF vocabulary for defining other RDF vocabularies, one can use RDF Schema to specify the vocabulary used in a particular application domain. RDF Schema extends the RDF datamodel by allowing organization of properties in a hierarchical fashion, that is, one can declare one property to be a subproperty of another property. In addition, one can group resources that belong to the same type in a Class.

RDF schema structures give sufficient information to allow basic queries in terms of the semantics of the concepts and their relationships in the application domain. For example, one could select all paintings that are painted by a specific painter. Such queries are much harder when they have to be phrased in terms of the XML syntax structure used to encode the information.

While the need for formal semantics and inference models may be less urgent for the more classical metadata applications for which RDF was initially developed, they are critical ingredients for the upper layers of the Semantic Web (e.g. the logic, proof and trust layers in Figure 1). At the time of writing, such a formal semantics\(^3\) is being developed for both RDF and RDF Schema.

3.2.5 Ontology languages: OWL and beyond

Ontologies are used to explicitly specify a set of (domain-specific) concepts and the relations among them. While ontologies are not new in knowledge-based applications, the topic received much wider attention when people began to realize that Web applications will not be able to communicate unless they agree on the terminology used.

At the time of writing, W3C is developing an ontology language\(^4\) for the Web (OWL). The development of OWL draws heavily on the experience and lessons learned during the development of earlier Web-oriented ontology languages, most notably DAML+OIL\(^5\). DAML+OIL, on its turn, draws heavily upon one of the major results of the European On-To-Knowledge project: the Ontology Inference Layer\(^6\) and the associated Ontology Interchange Language, both known under the acronym OIL. OIL combines the efficient reasoning support and formal semantics from Description Logics, rich modeling primitives commonly provided by Frame languages and a standard for syntactical exchange notations based on the languages discussed above. Further work on the language was carried out jointly by both European and American researchers in the context of DARPA’s Agent Markup Language project\(^7\), and the language was renamed to DAML+OIL.

---

\(^1\) http://www.w3.org/2001/sw/\(\text{http://www.w3.org/TR/rdf-mt/}\)
\(^2\) http://www.w3.org/2001/sw/\(\text{http://www.w3.org/TR/rdf-schema/}\)
\(^3\) http://www.ontoknowledge.org/oil/TR/oil.long.html
\(^4\) http://www.w3.org/TR/owl-ref/\(\text{http://www.daml.org/}\)
One of the lessons learned during the development of both OIL and DAML+OIL was the need for formal semantics to provide adequate tool support. The OWL specification is distributed over several documents, of which one is entirely devoted to the semantics of the language.

### 3.3 Metadata within the MPEG framework

The Moving Pictures Expert Group within ISO is in charge of developing standards for coded representation of digital audio and video. It aims to provide a framework for interoperable multimedia content-delivery services. Important standardization activities with respect to the representation of semantics are the Extensible MPEG-4 Textual Format (XMT), the Multimedia Content Description Interface (MPEG-7) and the MPEG-21 Multimedia framework, which we summarize briefly in the following sections.

#### 3.3.1 MPEG-4 - XMT

In MPEG-4 [6], the standard for multimedia on the Web, the Extensible MPEG-4 Textual format (XMT) [16] provides content authors with a textual syntax for the MPEG-4 Binary Format for Scenes (BIFS) to exchange their content with other authors, tools, or service providers. XMT is an XML-based abstraction of the object descriptor framework for BIFS animations. Moreover, it respects existing practices for authoring content, such as Synchronized Multimedia Integration Language (SMIL), HTML, or Extensible 3D by allowing the interchange of the format between a SMIL player, a Virtual Reality Modeling Language player, and an MPEG player. It does this using the relevant language representations such as XML Schema, MPEG-7 DDL, and VRML grammar. In short, XMT serves as a unifying framework for representing multimedia content where otherwise fragmented technologies are integrated and the interoperability of the textual format between them is bridged.

#### 3.3.2 MPEG-7

The goal of MPEG-7 [8, 9, 10, 11, 12] is to provide a standardized means of describing audiovisual data content in multimedia environments. Its scope is to facilitate the description of content of multimedia data, so that this data can be searched for, browsed, filtered or interpreted either by search engines, filter agents, or any other program.

MPEG-7 offers a set of audiovisual description tools in the form of descriptors (Ds) and description schemata (DS) describing the structure of the metadata elements, their relationships and the constraints a valid MPEG-7 description should adhere to. These structures form the basis for users to create application specific content descriptions, i.e. a set of instantiated description schemata and their correspond-

![Figure 2: The main MPEG-7 elements.](image-url)
normative definitions of the semantics of all the components of the corresponding descriptors and description schemata are provided [11].

Multimedia Description Schemes (MDS) specifies the generic description tools pertaining to multimedia including audio and visual content. The MDS covers

- the basic elements for building a description (this section also defines additional datatypes used in the visual and audio part, which are not covered by the DDL datatype definitions),
- the tools to describe content and relate the description to the data and
- the tools to describe content on organization, navigation and interaction level [12].

As the MDS is the largest part of the standard, Figure 3 displays the overall organization structure of the MDS.

Reference Software provides reference software to the standard [14].

Conformance specifies the guidelines and procedures for testing conformance of implementations of the standard [14].

Extraction and use specifies the guidelines and procedures for testing conformance of implementations to the standard [14].

Figure 3: Overall organization of MPEG-7 MDS.

Clearly, the standard addresses a broad spectrum of representational problems, from high-level conceptual descriptions of the content itself and its production down to details on a low-level feature level. However, the attempt of providing a highly interoperable standard also establishes the fundamental problems in MPEG-7, as will be shown in the detailed discussion in part II of this article.

3.3.3 MPEG-21

The general goal of MPEG-21 [13] activities is to describe an open framework which allows the integration of all components of a delivery chain necessary to generate, use, manipulate, manage, and deliver multimedia content across a wide range of networks and devices.

The MPEG-21 multimedia framework will identify and define the key elements needed to support the multimedia delivery chain, the relationships between and the operations supported by them. Within the parts of MPEG-21, MPEG will elaborate the elements by defining the syntax and semantics of their characteristics, such as interfaces to the elements. MPEG-21 will also address the necessary framework functionality, such as the protocols associated with the interfaces, and mechanisms to provide a repository, composition, conformance, etc. The seven key elements defined in MPEG-21 are:

- Digital Item Declaration (a uniform and flexible abstraction and interoperable schema for declaring Digital Items);
- Digital Item Identification and Description (a framework for identification and description of any entity regardless of its nature, type or granularity);
- Content Handling and Usage (provide interfaces and protocols that enable creation, manipulation, search, access, storage, delivery, and (re)use of content across the content distribution and consumption value chain);
- Intellectual Property Management and Protection (the means to enable content to be persistently and reliably managed and protected across a wide range of networks and devices);
- Terminals and Networks (the ability to provide interoperable and transparent access to content across networks and terminals);
- Content Representation (how the media resources are represented);
- Event Reporting (the metrics and interfaces that enable Users to understand precisely the performance of all reportable events within the framework).

Some of the metadata aspects covered in MPEG-21 are specifically interesting for audio-visual content description, for example the content handling and usage, and that is why we provided the short overview here. As already outlined in section 4.2 we will, however, not analyze this part of the standard in our ongoing discussion, as this would expand the paper excessively.

Having provided an overview on the two main standard activities for the semantic representation of media, we are
now in the position to evaluate both. Part II of the article analyzes both approaches in detail with respect to the requirements outlined in [2:4]. The aim is to identify the strength and weaknesses, as we are mainly interested in the advances on and remaining problems of representing essential conceptual aspects of a multimedia unit. Part II also concludes with implications of the findings for future action with respect to the actions the community should take.

4 Conclusion

4.1 General problems with metadata

Though the general problems with both concepts, namely metadata and annotation, are discussed in great detail in the literature, it seems to be useful to briefly summarize them separately to establish the basis for our ongoing investigation on the state of the art in metadata for audio-visual media.

High quality metadata is essential for supporting many multimedia applications, including those sketched in our business presentation scenario. Unfortunately, multimedia metadata comes with a number of significant problems that apply to metadata in general.

Costs Obtaining high quality metadata is expensive and time consuming. Although text analysis and feature extraction can be used to obtain metadata descriptions of some low level features automatically, most applications depend on higher level annotations that still require human labour. Because human annotation is both important and expensive, it is crucial that it is done “right” the first time: most organizations simply cannot afford a second round of annotation when it turns out that first round did not yield the desired results.

Subjectivity Having humans make annotations is not only expensive and time consuming, the results are also highly subjective. Even with good tool support, documents are often interpreted differently by different human annotators, resulting in inconsistencies within a single document collection. Even worse, annotators often have a specific view on content and in what context it is supposed to be used. When the annotations are actually used, possibly many years later, the end-user’s context is likely to differ radically from everything the annotators could imagine at annotation time.

Restrictiveness Highly formalized metadata schemata may provide machines with more appropriate information, but are often perceived as too restrictive by human annotators. On the other hand, less restrictive schemata (e.g. free text fields etc) often yield results in which the terminology is used subjectively and inconsequent-ly to the extent that is hardly of any value for processing by a machine.

Longevity While longevity is a problem for many electronic documents, it may be even worse for their annotations. It is very hard to design annotation schemata that are applicable both in the short and long term, and that are both sufficiently specific to be useful within their original domain and sufficiently generic to be used across domains. Such schemata require extreme flexibility in tool support for extensions, modifications, version tracking, etc. that extends the current state of the art.

Standardization The tools used by the annotators are often not the same as the tools used by the end user, so a relatively high degree of standardization is needed to provide the required interoperability. On the syntax level, to ensure that one tool can parse the formats produced by the other, but also on the semantic level, to make sure that tools can figure out to what shared concepts the terms used by different parties refer to. In practice, semantic interoperability requires a certain degree of automatic inferencing. As a minimum requirement, tools need to be capable to find out when different terms are equivalent and when terms are related to each other by a subsumption relation.

Privacy Metadata might provide privacy or security sensitive information that needs to be handled with particular care. Examples include medical documents, annotated with personal information about the patient, or digital reproductions of artwork, annotated with the insurance value of the original artifacts.

Despite these general metadata problems, there are also a number of issues that are specific to the use of metadata in a multimedia context.

4.2 Multimedia-specific metadata problems

Granularity The goal of multimedia production is to provide interesting and relevant information by the composition of different audio-visual information units. The problem is that each audio-visual unit might provide a limited amount of information but still contains a wealth of meaning. For example, a single image shown in isolation may provide an identifiable semantics. The same image presented in a sequence, however, might appear with a modulated semantics because the order created new levels of meaning. The same effect appears in sequences of shots and scenes
in film, only that process of signification is more complex here. Hence, the essential aspects of audio-visual production is to get the relationship between the two representational systems, i.e. the image (space) and order (time) right, because these relationships communicate a significant part of the meaning. Making these kinds of relationships explicit in metadata requires descriptions on multiple levels that go beyond direct content description, and also cover implicit connotations, narrativity and discourse relationships, relations describing the rhetorical argument, etc. (see [21] for a general overview and [4, 19] for computational semantic-based representation models of audio-visual data). Making this diverse range of implicit meaning explicit by capturing it in metadata annotations is a non-trivial challenge. For multimedia, it is also common to attach metadata to objects that appear in the media stream, e.g. an object in a video. That metadata might apply to any frame featuring that object. Specification of such frames is hard because it is often independent of shot or scene boundaries. Different units of metadata may address different frame ranges, requiring a stratified approach [22, 28]. Even within a specific frame, identifying the target object is often not trivial.17

Audio-visual interpretation The specific subjectivity of human annotators is often a more serious obstruction when the semantics of non-textual documents need to be interpreted. The basis for this problem is rooted in the myriad of perceptual, cognitive and cultural codes buried in audio-visual material, which are the source for varying interpretations and thus annotations between individuals. The goal is to facilitate metadata generation that allows to establish different views on the same audio-visual material.

Work Flow Management Nevertheless, a lot of high quality metadata is produced during the different phases of the multimedia production process. Examples include scenarios, scripts, storyboards, edit decision lists, etc. Additionally, semantic-loaded low-level features are captured during the multimedia production process. Many digital camera’s already record a continuous stream of information about the camera’s settings (zoom, focus and other information about the lens, shutter speed, white balance, wall clock time, etc) along with the video signal. Unfortunately, most of this metadata is no longer available in the final version that is distributed to the end-user. The challenge lies in controlling this flow of metadata during the entire production chain and making the relevant parts accessible to the people and applications authorized to use it.

Repurposing Repurposing of media items into a new, coherent story is for multimedia even more challenging than for text. Here the aim is to provide the description of alternating contexts, where in each context the particular media item might play a different rhetoric role.

Data quantity and streaming The sheer bulk of digital multimedia content often makes a complete download of the material before playback undesirable, giving rise to streaming content delivery. Similar arguments apply to bulky multimedia metadata, that will need to be delivered in a streaming fashion without disrupting the stream of AV content.

Digital Rights Management Multimedia’s more complex production process also makes digital rights management more complex than for text. Several parties (directors, producers, scenario writers, actors, etc.) may exercise their rights on a single media item.

All of the above problems need addressing to make the vision of a media-aware Semantic Web possible. The excessive nature of a discussion that combines all the various problems in one argument is, however, beyond the scope of this paper. Thus, we will focus in this article on those problems that are directly associated with the semantics of non-textual media.

Based on the scenario as described earlier, the essential problem we face is to supply means that allow the production and maintenance of high quality metadata. It is quality metadata that provides the significant syntactic, semantic, and semiotic aspects of the media’s content necessary to establish the new, persuasive contexts that are required for effective restructuring, representing, resequencing, or re-purposing of existing content.

In the next section we investigate, therefore, the main stages of the media production process to indicate where (semi)automatic mechanisms can provide the required machine-readable descriptions based on standardized languages, as provided by W3C or ISO.
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