Estimation of the Band Broadening Contribution of HPLC Equipment to Column Elution Profiles
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Summary
Methods to determine the contribution of the chromatographic equipment to the total band broadening which involve replacing the column by a union or a capillary tube are not suitable as they involve a fundamental change in the chromatographic system.
The linear extrapolation method, based on the estimation of the relative influence of the instrument variance on solutes with different capacity factors, is a more attractive alternative method since the column remains in the chromatographic system.
This method is only valid when a number of conditions are satisfied. By meeting these conditions the error in the instrument variance by using the linear extrapolation method was determined. At the same time, ways to minimise these errors were studied.
Use of the linear extrapolation method in combination with conventional columns of 4.6mm i.d. appears to yield inaccurate results.
In combination with microbore columns the method can be used, provided the columns have a maximum length of 5cm and contain a packing material with a particle size of 2 or 3μm. The error in the determined instrument variance is then of the order of 2μ12².

Introduction
The total variance of a chromatographic peak consists of contributions from the column and from the instrument.

Provided that the column causes a Gaussian elution profile, the contribution from the column, the column variance σc² equals:

σc² = \[\frac{[\pi \cdot r^2 \cdot L \cdot \varepsilon \cdot (1 + k')^2]}{N}\] (1)

r = radius of the column
L = length of the column
ε = total porosity
k' = capacity factor
N = plate number

The contribution from outside the column, the instrument variance σI² equals:

σI² = σD² + σNI² + σT² (2)

σD² = variance due to volume and geometry of the injector
σN² = variance due to volume and geometry of the detector
σT² = variance due to unions, frits and connecting tubes

A commonly accepted criterion for the contribution of the instrument is that this should not exceed 10% of the column variance. This equals a loss of efficiency of 10% and a loss of resolution of 5%. Thus

σI² ≤ 0.1 σc² = \[\frac{\pi^2 \cdot r^4 \cdot L^2 \cdot \varepsilon^2 (1 + k')^2}{N} \cdot 0.1\] (3)

Using a conventional column, i.e. with an inner diameter of 4.6mm and assuming ε = 0.7, N = 10,000, L = 25cm and k' = 0, the extra column variance should not exceed 85μ12². Under identical chromatographic conditions, but using a microbore column with an inner diameter of 1.0 mm, the instrument variance should not exceed 0.2μ12².

When columns with small inner diameters are used special attention should necessarily be given to the magnitude of the instrument variance, because the column variance...
is proportional to the fourth power of the inner diameter of the column.

In chromatographic practice the influence of the equipment on overall performance is underestimated. Accurate methods must be available to determine this contribution to total band broadening.

Instrument variance can be determined in several ways:

1. The column is removed from the chromatographic system and the injector and detector are coupled directly with a low dead volume union, the assumption being that the contribution of the latter to the total variance is negligible. By using this method the measured total variance equals the instrument variance [1, 2].

2. The column is replaced by a capillary tube. The instrument variance now equals the observed total variance minus the contribution of the tube, \( \sigma_{\text{cap}}^2 \) [3], calculated from (4):

\[
\sigma_A^2 = \sigma_t^2 - \sigma_{\text{cap}}^2 \cdot \sigma_{\text{cap}}^2 = \frac{\pi \cdot t^4 \cdot L \cdot F}{24D_m}
\]

\( D_m \) = diffusion coefficient of component in the eluent.
\( F \) = volumetric flow rate of the eluent.
\( \sigma_t^2 \) = observed total variance in (volume)\(^2\) units.

Repeated measuring of the total variance by using capillary tubes with the same inner diameter but with different lengths constitutes a variant to the latter method. By plotting the total variance versus the length of the capillary tubes in a graph, and by extrapolating this line to length zero, the instrument variance is obtained [4]. In either method, however, the column has to be removed from the chromatographic system. This is a fundamental change and the extra column variance obtained in this way is doubtful for several reasons:

- in both methods the frits are absent,
- in the first method a union is absent,
- the flow profiles normally present at the entrance and the exit of the column have disappeared. As a result of a sudden change in inner diameter and deviating flow behavior [4], these are probably important contributions to the peak dispersion.
- the injection profile of the sample, and by that the peak dispersion, will probably be influenced by the absence of the back pressure from the column in the system.
- these methods have a very short measuring time, as a result of which the contribution of the time constants of the electronics to the instrument variance becomes disproportionately large.
- most HPLC pumps only work accurately when there is a certain back pressure from the system.

It is, therefore, not likely that the instrument variance will be determined accurately by either of these methods. A third method, however, is available to ascertain the instrument variance experimentally. This method, the linear extrapolation method (LEM), has often been used in recent times [1, 3, 6, 7]. This is not surprising in view of the objections to the other two methods.

In the LEM, use is made of the additivity of the column variance \( \sigma_C^2 \) and the instrument variance \( \sigma_I^2 \). Combination with \( t_R = t_0 (1 + k') \cdot V_R = t_R \cdot F \) and \( N = (V_R/\alpha)^2 \) yields:

\[
\sigma_I^2 = \frac{t_R^2}{N} F^2 \cdot (1 + k')^2 + \sigma_C^2, \quad \text{(volume)}^2 \text{ units};
\]

\[
\text{dividing by } F^2 \text{ yields}
\]

\[
\sigma_{I,t}^2 = \frac{t_R^2}{N} \cdot (1 + k')^2 + \sigma_{A,t}^2 \quad \text{(time)}^2 \text{ units}
\]

By plotting the total variance versus \( (1 + k')^2 \) one obtains a straight line graph with slope \( t_R^2/N \). By subsequently extrapolating this line to retention time zero, the instrument variance is obtained (Fig. 1).

The LEM, however, contains a number of assumptions:

1. The total variance is the sum of the column and the instrument variances. This means that the different contributions to the instrument variance are independent and are also independent of the column variance. Until now there was no reason to doubt these assumptions [2, 5].

2. The instrument variance is independent of the capacity factors of the components. If 1) is correct, then 2) is also correct.

3. The slope \( t_R^2/N \) is constant, which means all components have the same plate height. However, this is only the case if:
   a. all components have the same diffusion coefficients in the mobile phase.
   b. all components have the same diffusion coefficients in the stationary phase.
   c. the dependency of the plate height on the capacity factor can be neglected.

Authors, who use the LEM, however, do not always consider these three assumptions [6], or suppose that they are correct [1, 2, 7].
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Schematic presentation of the linear extrapolation method.
This is, however, not correct:

ad a/b. By means of the equation of Wilke-Chang [8] it can be shown that even in a homologous series of components not differing much in carbon number, the diffusion coefficients diverge more than 30%, both in the mobile phase and in the stationary pore system.

ad c. By substituting in the plate height equation real values for all parameters, and even assuming that all diffusion coefficients in the mobile phase and in the pores are 10^{-9} m^2/s, the difference in plate height between $k' = 1.2$ and $k' = 8.1$ is, depending on the selected linear velocity of the mobile phase, 10 to 20%.

As all three assumptions are not correct, $\frac{\sigma^2}{N}$ will not be constant and the intercept with the Y-axis will not be the real instrument variance.

This paper discusses the size of the error which is made by use of the LEM and how this error can be minimized.

Experimental

A liquid chromatograph (Shimadzu LC-5A microbore chromatographic system, Shimadzu Corp. Japan), equipped with a UV-spectrophotometric detector (SPD-2AM), 0.5μl cell volume, variable wavelength type, operating at 254 nm was used.

The detector output signals were recorded on a Kipp & Zonen recorder BD 40 (Kipp & Zonen, Delft, The Netherlands). Microcolumns 250 x 1.0 mm, packed with reversed phase packing materials, ODS-2, dp = 5μm (Phase Sep., Quensferry, Clwyd, U. K.) were used.

The injection device consisted of a Rheodyne injector with a 0.5μl internal loop (Cotati, Cal. USA). The eluent was methanol:water (Merck, Darmstadt, FRG) in the ratio 75:25 (v/v).

The test mixture contained benzene, toluene, ethylbenzene, propylbenzene and n-butylbenzene, solved in methanol.

Theoretical Considerations. Results

In order to determine the error in using the LEM, it is necessary to know the actual diffusion coefficients of all components in the mobile and the stationary phase. Also the dependency of the plate height on the capacity factor cannot be neglected. This is possible using real chromatographic data.

While recording the chromatogram care should be taken, that:

1. The difference in dead volume between the total system and the column amounts to no more than a few percent, as otherwise a considerable error will be made in the determination of the capacity factors.

2. The components of the test mixture are a homologous series of molecules which do not differ much in size and show a similar retention behavior then: the diffusion coefficients of the different components do not differ too much; the inaccuracy in the formula of Wilke-Chang is approx. 10%, however, by using this series of solutes possible discrepancies in the calculated diffusion coefficients will be in one direction. It is prevented that as a result of different thermodynamic behaviour of a number of arbitrary components which do not belong to a homologous series, quasi contribute to the instrument variance.

3. The column must be packed perfectly.

It is then possible to calculate for each component of the test mixture the capacity factor $k'$, the diffusion coefficient in the mobile phase, $D_m$, and the diffusion coefficient in the pores, $D_p$: with $M_1 = t_0 \cdot (1 + k')$ the capacity factor is obtained from the chromatogram, where $M_1$ is the first moment of the peak, calculated by direct integration; the diffusion coefficient of a component in the mobile phase follows directly from the Wilke-Chang equation:

$$D = 7.4 \cdot 10^{-8} \frac{(X \cdot M)^{1/2} \cdot T}{\eta \cdot V_0^{0.6}}$$

$D = $ diffusion coefficient of a solute in a solvent (cm$^2 \cdot s^{-1}$)

$X = $ association parameter

$M = $ molecular weight of the solvent

$T = $ temperature (°K)

$\eta = $ dynamic viscosity of the solvent (m. Pa. s)

$V = $ molar volume of the solute at normal boiling point (cm$^3 \cdot$ mol$^{-1}$)

With a mobile phase composition of methanol:water = 75:25 v/v and a temperature of 20°C, the components of the test mixture have the following calculated diffusion coefficients in the mobile phase (Table I).

According to Huber [9, 10], the diffusion coefficient of a component in a particle of the packing material $D_p$, equals $t \cdot D_m$, where $t$ is the tortuosity factor as a result of the geometry of the porous medium and $D_m$ is the binary diffusion coefficient in the fluid which fills the internal pores. When using pure adsorption chromatography, the flowing and stagnating mobile phases have an identical composition [10] as a result of which $D_p$ equals $D_m$. Although in reversed-phase chromatography preferential enrichment occurs, we supposed also for this particular case that $D_p$ equals $D_m$.

The relation between the capacity factors of the five components and the diffusion coefficients in the mobile phase and in the pores is thus known. These data can be combined with the plate height equation of Huber [11]:

$$H = \frac{2 \cdot \lambda_1 \cdot d_p}{1 + \lambda_2} + \frac{2 \cdot \gamma_0 \cdot \phi \cdot D_m}{u} + \frac{1}{3} \cdot \frac{1}{1 - \epsilon_u} \cdot \frac{3}{2} \cdot \left( \frac{1 - \phi + k'}{1 + k'} \right)^2 \cdot \frac{d_p^{2/3} \cdot \phi^{1/6}}{\phi^{1/2} \cdot D_m^{1/2} \cdot u^{1/2}} \cdot \frac{1}{30} \cdot \frac{1 - \epsilon_u}{\epsilon_c + \epsilon_s} \cdot \frac{(1 - \phi + k')^2}{(1 + k')^2} \cdot \frac{d_p^2}{D_p}$$

(7)
\[ \lambda_1 = \text{packing factor} = 5 \]
\[ \lambda_2 = \text{packing factor} = 18 \]
\[ \gamma_u = \text{labyrinth factor} = 0.8 \]
\[ t = \text{tortuosity factor} = 0.8 \]
\[ e_u = \text{volume fraction flowing mobile phase} \]
\[ e_i = \text{volume fraction stagnating mobile phase} \]
\[ e_s = \text{volume fraction stationary phase} \]
\[ d_p = \text{diameter of the particles of the packing material} \]
\[ D_m = \text{diffusion coefficient in the mobile phase} \]
\[ D_p = \text{diffusion coefficient in the pores} \]
\[ \nu = \text{linear velocity of the mobile phase} \]
\[ k' = \text{capacity factor} \]

By substituting in the plate height equation not only the determined relations, but also the parameters (volume fractions, \( \phi, d_p \)) of the column used, the plate height of the different components can be calculated. This was done for the five components of the test mixture at two different linear velocities of the mobile phase (Table II).

It must be pointed out, that the plate height equation describes only the contributions to the peak dispersion that are caused by the column. At the same linear velocity of the mobile phase, the plate height of the different components is not necessarily equally large. By plotting \( \sigma^2_t \) versus \( (1 + k')^2 \) no straight line will be obtained as a result of which the intercept with the Y-axis will not be equal to the variance caused by the instrument. In order to detect the size of the error which the linear extrapolation method yields, the situation will be considered in which the instrument variance is zero.

This means that:

1. The total variance \( \sigma^2_t \) is equal to the column variance \( \sigma^2_c \).
2. In applying the LEM by extrapolation to retention time zero, the intersection with the Y-axis will coincide with the origin.

By combination of equation (1) \( (L = 25 \text{ cm}, r = 0.5 \text{ mm}, e = 0.7) \) with the plate heights that were calculated for the different components (see Table II), five points in the graph of \( \sigma^2_t \) versus \( (1 + k')^2 \) were calculated (Table III and Fig. 2). It is now possible, by using the linear least-squares method and extrapolation, to determine to what extent the intersection with the Y-axis, i.e. the obtained instrument variance, differs from zero, i.e. the assumed value.

At \( \nu = 4 \times 10^{-3} \text{ m/s} \) a straight line with slope 3.40\( \mu \text{I}^2 \) and correlation coefficient 0.9996 is obtained, of which the intersection with the Y-axis is at \(- 9.15 \mu \text{I}^2 \). The instrument variance as determined with the linear extrapolation method thus equals \(- 9.15 \mu \text{I}^2 \). However, this variance, as assumed, should equal zero. At \( \nu = 10^{-3} \text{ m/s} \) a straight line with slope 1.77\( \mu \text{I}^2 \) and correlation coefficient 0.9998 is obtained, of which the intersection with the Y-axis is at \(- 4.30 \mu \text{I}^2 \).

**Discussion**

Possible inaccuracy in the data which were substituted in the plate height equation did not essentially change the result. This appears from Table IV, in which for two linear

---

**Table I.** Diffusion coefficients of a homologue series in methanol-water, 75:25 v/v at 20°C, calculated from equation (6).

<table>
<thead>
<tr>
<th>Component</th>
<th>( D_m ) (( \text{cm}^2/\text{s} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>( 0.763 \times 10^{-5} )</td>
</tr>
<tr>
<td>Toluene</td>
<td>( 0.674 \times 10^{-5} )</td>
</tr>
<tr>
<td>Ethylbenzene</td>
<td>( 0.608 \times 10^{-5} )</td>
</tr>
<tr>
<td>Propylbenzene</td>
<td>( 0.556 \times 10^{-5} )</td>
</tr>
<tr>
<td>Butylbenzene</td>
<td>( 0.515 \times 10^{-5} )</td>
</tr>
</tbody>
</table>

**Table II.** Plate heights of the components of a homologue series at two eluent velocities.

<table>
<thead>
<tr>
<th>Component</th>
<th>Capacity factor</th>
<th>Plate height (( \mu \text{m} )) @ ( \nu = 4 \times 10^{-3} \text{ m/s} )</th>
<th>Plate height (( \mu \text{m} )) @ ( \nu = 10^{-3} \text{ m/s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>1.25</td>
<td>29.7</td>
<td>15.6</td>
</tr>
<tr>
<td>Toluene</td>
<td>2.10</td>
<td>33.6</td>
<td>17.7</td>
</tr>
<tr>
<td>Ethylbenzene</td>
<td>3.13</td>
<td>36.8</td>
<td>19.4</td>
</tr>
<tr>
<td>Propylbenzene</td>
<td>5.02</td>
<td>39.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Butylbenzene</td>
<td>8.13</td>
<td>43.9</td>
<td>22.8</td>
</tr>
</tbody>
</table>

**Table III.** Relation between the total variance and \( (1 + k')^2 \).

<table>
<thead>
<tr>
<th>Component</th>
<th>( (1 + k')^2 )</th>
<th>( \sigma^2_t (\mu^2) ) @ ( \nu = 4 \times 10^{-3} \text{ m/s} )</th>
<th>( \sigma^2_t (\mu^2) ) @ ( \nu = 10^{-3} \text{ m/s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>5.05</td>
<td>11.32</td>
<td>5.98</td>
</tr>
<tr>
<td>Toluene</td>
<td>9.60</td>
<td>24.38</td>
<td>12.86</td>
</tr>
<tr>
<td>Ethylbenzene</td>
<td>17.03</td>
<td>47.43</td>
<td>25.08</td>
</tr>
<tr>
<td>Propylbenzene</td>
<td>36.19</td>
<td>106.21</td>
<td>58.06</td>
</tr>
<tr>
<td>Butylbenzene</td>
<td>83.30</td>
<td>276.52</td>
<td>143.58</td>
</tr>
</tbody>
</table>

**Fig. 2**

Total calculated variance versus \( (1 + k')^2 \) at two linear velocities of the eluent.
velocities of the mobile phase, both the calculated quasi-instrument variances and the influence from inaccuracies in the calculated plate height, are shown.

The linear least-squares method is used in the determination of the straight line which best fits the experimental points. It is concluded from the value of the correlation coefficient that the calculated line corresponds well with the data points. However, to obtain more certainty, a statistical program based on the "Student's" t distribution, was used. By means of this program it was possible to determine the boundaries of the area in which the lines are situated that describe the measuring points with a reliability of at least 95%. These boundaries, the so-called inclusion curves, are shown in Fig. 3 for the situation at which \( u = 4 \cdot 10^{-3} \text{ m/s} \) and \( H = \text{calculated } H \).

The intersection with the Y-axis appears to be between \(-16.8\) and \(-1.5\) with a reliability of 95%.

Table V shows four cases in which values, between which the intersection with the Y-axis should be, have been determined, by means of inclusion curves.

Tables IV and V show that, when using the LEM and this microbore column, the determined instrument variance is 1 to 20\( \mu \text{i}^2 \) too small.

Assuming that the plate height equation is independent of the length and diameter of the column, and under the same chromatographic conditions, it can be shown from formula (1), that reducing the column length and/or diameter reduces the column variance and thus the error in the estimated instrument variance. Reducing the diameter of the column, however, means that the flowing profiles at the column ends are changed which is, as was pointed out before, not desirable. Reducing the length of the column is possible without influencing the system. A reduction of the length of the column from 25 to 5cm means that the error in the measured instrument variance will be 4\( \mu \text{i}^2 \).

By using packing material with a particle size of 2 or 3\( \mu \text{m} \) this value can be reduced to 2\( \mu \text{i}^2 \). In view of the present state-of-the-art this is for the time being an acceptable error [3, 6, 12]. An additional advantage in this case is that the pressure drop is significant.

For conventional columns with an inner diameter of 4.6mm, it can be concluded that under identical chromatographic conditions, the error in the measured instrument variance is 448 times larger than with microbore systems.

Even when the conventional column has a length of 5cm, it is possible that the error in the experimentally obtained instrument variance is about 1800\( \mu \text{i}^2 \). This value is unacceptably large, even for a conventional HPLC system.

### Conclusions

The linear extrapolation method is only correct when a number of assumptions are met. Three of the assumptions are positively not true. This implies that the instrument variance determined with the linear extrapolation method is not correct.

With conventional columns with a length of 25cm, the error which is made in using the LEM is at least a few hundred \( \mu \text{i}^2 \) and at most a few thousand \( \mu \text{i}^2 \). This means that it is not possible to use the LEM in combination with conventional columns.

With microbore columns with a length of 2bcm the instrument variance determined with the LEM is at most 20\( \mu \text{i}^2 \) too small. By reducing the length of the microbore column to 5cm, the maximum error is reduced to 4\( \mu \text{i}^2 \). By
using packing material with a particle size of 2 or 3μm this value can be reduced to about 2μm².

Provided that a number of conditions are met, the LEM is an accurate method to determine the instrument variance.
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