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1 Introduction

1.1 Hybrid Systems

The theory of hybrid systems: studies the combination of continuous/physical and discrete/computational behaviour. When computational software is combined with mechanical and electrical components, or is interacting with, for example, chemical processes, a hybrid system arises in which the interaction between the continuous behaviour of the components, and the discrete behaviour of the software is important.

In current practice, often the discrete part of a hybrid system is described and analyzed using methods from computer science, while the continuous part is handled by control science. The design of the complete system is usually such that interaction between the discrete and continuous part is suppressed to a minimum. Because of this suppressed interaction, analysis is possible to some extent, but it limits the design options. In the field of hybrid systems theory, researchers attempt to extend the possibilities for interaction. The goal of this paper, is to develop an algebraic theory, called hybrid process algebra (HyPA), to support these attempts. Our hopes are that hybrid process algebra can serve as a mathematical basis for improvement of the design strategies of hybrid systems, and the possibility to analyse them. Further on in this introduction, we will review some of the already existing hybrid formalisms, and point out the defects of those, on which we hope to make some improvements.

In figure 1, a graphical representation is given of the general aim of our efforts. The figure shows our desire, that a hybrid theory is, in a sense, a conservative extension of computer science and systems theory. More precisely, a model from systems theory or computer science, should be expressible, and preferably look the same, in the hybrid theory, and theorems from systems theory and computer science should be transferable to the hybrid theory (when restricted to models from the original field of course). What the figure does not show, is that this conservativity is not the only goal. In that case, a simple

*We would like to express our gratitude to Progress/STW (Grant EES5173), Phillips-CFT and Assembleon, for their financial and material support of this project.
union of the theories would be sufficient. We also desire a certain interaction between the theories, reflecting the interaction between software and physics described before. This goal is harder to formalize, but in the remainder of this introduction we hope to give some feeling for it, using examples of deficiencies (in our view) in existing hybrid formalisms, and indicating how we intend to improve on those.

![Diagram](image)

Figure 1: Developing Hybrid Theory

1.2 Algebraic Reasoning

In systems theory, algebraic reasoning is acknowledged by most people, as one of the most powerful tools available for analyzing physical behaviour. This behaviour is usually described by differential equations and inclusions, which model the rate of change of the value of certain continuous variables, or by difference equations and inclusions, modelling discrete changes in variables. Note, however, that these two ways of descriptions are hardly ever combined. As an example of a differential equation, \( \dot{x} = f(x, u) \), in which \( x \) and \( u \) are variables ranging over the real numbers, and \( f \) is real valued function, models that the value of \( x \) changes continuously through time (indicated by the dot in \( \dot{x} \)) with a rate defined by \( f(x, u) \), i.e. by the current value of \( x \) and \( u \). Alternatively, if there is a choice of rates of change, one may write \( \dot{x} \in F(x, u) \), in which \( F \) is a
set-valued function over the reals. Also, an inequality $x \leq f(x, y)$ may denote that $x$ is constrained in its value (not its rate of change) for some reason. As an example of a difference equation, $x^+ = f(x^-, u^-)$ denotes that the value of $x$ is reassigned to $f(x^-, u^-)$, based on the previous values of $x$ and $u$. This way of notation is for example used in [41]. Following Henzinger’s way [26] of describing continuous behaviour, we allow any predicate over model variables $V_m$ and their ‘dotted’ versions $\dot{V}_m$ in this report. These predicates are called flow-clauses. Analogously, predicates over $V_m$ and $\dot{V}_m$ are called ‘reinitialization clauses’, and are used to model discontinuous behaviour of model variables. However, although we allow arbitrary predicates over model variables, the analysis of systems will often turn out to be easier, if we confine ourselves to clauses based on some algebraic way of description.

In computer science, the usefulness of algebra is still a topic of much debate, but nevertheless there are interesting examples of applications of process algebra (see for example [23] for a list of references to protocol verifications, [12] for a start in the description and analysis of other industrial size problems, like the design of a controller for a coating system and a turntable system, and [22] for the description and analysis of railway interlocking specifications). In process algebra, the discrete actions that a system may perform are often considered atomic elements of the algebraic description language. These ‘atomic actions’ can be combined using operations describing choice between behaviors, sequential execution of behaviors, and concurrent execution of behaviors. For example, the process algebraic equation $X = aX + b$ describes a recursive process $X$ that may choose to execute an atomic $a$ action, followed by an execution of $X$ again, or choose $+$ to execute $b$ and terminate. In this report we take the process algebra ACP [8] and extend it with new atoms, describing continuous behaviour through the use of flow-clauses and discontinuous behaviour through reinitialization-clauses as mentioned before. Also, we import the disrupt operator from LOTOS [13], since it turned out to model the sequential composition of flow-clauses well. The choice for ACP is rather arbitrary, and we expect that the methods described in this report can be easily extended to other process algebras. Obviously, the choice for ACP leads to the need for an alternative notation for some symbols, since, amongst others, the process algebraic $+$ has a different meaning than the system theoretic $+$. In section 2.1 of this report, these notational problems are solved, and the notation for our hybrid process algebra is formalized.

Returning to figure 1, we may conclude that we have chosen the process algebra ACP as a representative syntax for computer science, and a predicate variant of differential equations and difference equations for systems theory. The resulting conservative extension, we call hybrid process algebra (or for short HyPA), in which abstract actions are described by the actions of standard process algebra, physical behaviour is described by flow clauses, and assignments and other discontinuities are described by reinitialization clauses. The reason for this choice of syntax, is that we agree that algebraic reasoning is an important tool for the analysis of systems, and that we would like to support the possibility of algebraic reasoning about hybrid systems. So far, the only
algebraic approaches that we know of regarding hybrid systems, are described in [37, 39, 36] (hybrid \( \chi \)), [44, 11] (hybrid versions of ACP), [27] (hybrid CSP) and [35] (\( \phi \)-calculus). In the remainder of this introduction, we will explain the deficiencies that these methods have, in our opinion, in describing hybrid interaction. We should note, that within other hybrid formalisms like hybrid automata [26, 28], hybrid Petri-nets [9, 16, 19] and hybrid action systems [33], the use of algebraic reasoning on differential equations for analysis purposes, is not uncommon. It is the process algebraic reasoning that is underexposed. For a translation of hybrid automata into the process algebras CSP, and timed \( \mu \)CRL, see [2] and [45, 24], respectively.

In the hybrid theory that has been developed by system theorists (see for example [41, 42, 10, 25, 40, 18]) algebraic reasoning is possible, but none of these theories support reasoning about non-determinism. All of these theories have a trace semantics, and cannot distinguish deadlocks and non-deterministic choices. Since we would like a conservative extension of process algebra, we would also like to be able to distinguish systems up to the notion of bisimulation equivalence, and therefore, we consider the system theoretic formalisms as non-conservative with respect to computer science.

In section 3 of this report, we prove formally that HyPA is a conservative extension of the process algebra ACP, and by construction of the semantics, it is immediately clear that it is a conservative extension of differential inclusions, at least up to the type of solutions we have chosen to use.

1.3 Hybrid Interaction

Many of the hybrid formalisms that we have mentioned so far, have some problem in the definition of parallel composition. And surprisingly, in most cases, this problem comes to light in a purely continuous case study. Let us consider the following example, depicted in figure 2, of a continuous plant \( P \) described by the differential equation \( \dot{x} = f(x, u) \), and a continuous controller \( C \) described by \( u = g(x) \). The composition of plant and controller will be denoted as \( P \parallel C \).

\[ \begin{align*}
  &P \\
  &\dot{x} = f(x, u) \\
  &C \\
  &u = g(x)
\end{align*} \]

Figure 2: Continuous control system

The hybrid automata of Henzinger [26], as well as the hybrid process algebra of Vereijken [44], and of Jifeng [27], assume that the continuous behaviour of two composed systems is independent. Using these formalisms, the system \( P \parallel C \) would not model any interaction between \( P \) and \( C \) at all, since the only
interaction between systems can be through computational actions. The variable $x$ of $P$ would simply be regarded different from the variable $x$ of $C$. Hence, in our opinion, these formalisms cannot be considered to be a conservative extension of systems theory. At least, they do not support the way in which we would like to think about parallel composition of systems.

In a similar way, it turns out that the parallel composition of the above processes is not defined for the hybrid automaton model of Lynch, Segala and Vaandrager [28]. At least, not without a few amendments. In the formalism of [28], it is necessary to identify variables as either state variables of a system, or as external variables of the system. These two sets of variables are supposed to be disjoint. The intuition behind this partition is that the state variables model the memory of the system, while the external variables model the communication with other systems. Therefore, in a parallel composition, it is required that two hybrid automata are compatible, meaning that the state variables of the one automaton do not intersect with any of the variables of the other automaton. Now, looking at the plant $P$ of figure 2, we see that we need to choose $x$ to be a state variable, otherwise information on $x$ is lost between transitions, but it also needs to be an external variable, since we need to communicate its value with the controller $C$. This contradicts the requirement on hybrid automata that the set of state-variables and the set of external-variables are disjoint. Admittedly, the problem is not as big as it may seem, since by adding an external variable $y$, and the equation $y = x$, to the description of $P$, and changing the description of $C$ to $u = g(y)$, we can declare $x$ to be a state-variable, and find that the systems have become compatible. So, although the system in figure 2 cannot be modelled as $P \parallel C$ directly in this hybrid automaton model, we can model the slight modification depicted in figure 3 instead.

![Figure 3: Compatible continuous control system](image)

In [32] it was already noted that the variable-partition of a system, is not always uniquely determined by the equations that describe the system. Even in our simple control example, it is possible to use the equations $x = y$ and $u = g(x)$, and declare $x$ external and $y$ a state variable. Often, there is no clear physical ground to choose a specific partition. This is the one reason why we would like to avoid the partitioning of the set of variables of a system, in our semantics. Another reason, is that in basic textbooks on control theory (for example [17]), one usually starts out with developing controllers for plants
of which the state-variables are also output-variables. It therefore seems, that the intuition behind compatibility, that state-variables do not play a role in communication with other systems, does not coincide with the system-theoretic intuition. This is confirmed by the theory discussed in [32], where state-variables may also be output-variables of a system, while external-variables may be inputs or outputs.

In this report, we show that partitioning the model variables as done for hybrid automata, is in fact not necessary, if a subtly different semantical view is taken. We have to credit the authors of [28] however, for being able to do analysis, to some extend, in the light of abstraction of variables (making them internal). The hybrid process algebra we present in this report is not concerned with any form of abstraction so far, because experience with normal process algebra shows that abstraction is a difficult topic to study algebraically, and we expect it to be convenient, that the basic theory is worked out first [7]. On the other hand, HyPA is developed in close cooperation with the people who are working on the formal semantics of the hybrid $\chi$-language, which is focussed on the simulation of hybrid systems. Their operational semantics [36] uses a semantical structure similar to, and based on, the one we have developed for HyPA (discussed in section 2.2), and their language does contain and operator that allows for the hiding of model variables (although there is no axiomatization for it yet). Also the hybrid process algebra of Bergstra and Middelburg [11], that appeared as a technical report just one week before this one went to print, uses a hybrid transition system semantics, and has comparable definitions for parallel composition. Furthermore it has a form of abstraction from model variables, comparable to that of $\chi$. We expect, therefore, that it is possible to develop a similar abstraction operator for HyPA, and hopefully to find a way to reason about it algebraically. In section 4, we discuss the relation between HyPA, $\chi$ and the process algebra of [11] in more detail. Admittedly, these three languages are very similar, which calls for a more thorough comparison in the near future.

In $\phi$-calculus [35], the semantics assumes continuous behaviour to be a property of the environment, rather than of the process itself. There, (urgent) environmental actions allow the process to change the rules for continuous behaviour in an interleaving manner, which leads to the replacement of one differential equation by another. Again, there is no continuous interaction between $P$ and $C$. When we write $P \parallel C$ in $\phi$-calculus, the semantics is such that only the continuous behaviour of the plant or of the controller is executed. This, clearly, contradicts with our intuition on the parallel composition.

In hybrid action systems, the parallel composition of $P$ and $C$ leads to the desired result, if we ignore some irrelevant syntactical constructs. However, the parallel composition of two differential equations $\dot{x} = 1 \parallel \dot{z} = 2$ results in a process that acts like the differential inclusion $\dot{x} \in \{1, 2\}$. This, again, contradicts with our intuition. We would expect contradicting equations to result in deadlock. Nevertheless, both the ‘interleaving’ approaches from $\phi$-calculus and hybrid action systems, might turn out to be useful in situations where our intuition is flawed, and the theories might be considered complementary to HyPA.
In conclusion, we might state that we aim for an algebraic formalism, in which the parallel composition has a similar intuition as in [28], but without having to require compatibility of the composed systems. To do this, we have worked out the notion of hybrid transition system, as a semantical framework, in [15]. This framework unifies the discrete behaviour of computer science and the continuous behaviour of system theory in a similar way as the hybrid automata of [28] do, while avoiding the explicit use of state variables and external variables. From a system theoretic point of view, hybrid transition systems are an extension of Sontag machines [38]. Returning to figure 1, one might say that the chosen semantics of the original fields are transition systems for computer science, and Sontag machines for system theory. Our conservative extension of those is called hybrid transition system. On the framework of hybrid transition systems, it turns out to be rather easy to define an operational semantics for actions, as well as for differential equations and inclusions. Also all kinds of compositions known from process algebra, among which parallel composition, can be defined easily using the method for giving an operational semantics introduced in [31]. As far as we know, HyPA and χ and the process algebra of [11] are the only process algebras for hybrid systems so far, that use an operational semantics in which complete physical signals are taken into account rather than only the time-behaviour of a system.

1.4 Discontinuities

Regarding discontinuous behaviors, the semantics for differential equations in HyPA, differs a little from the usual interpretation taken in, for example, Henzinger’s hybrid automata. The standard approach there (and in most other hybrid formalisms), is to assume only continuous behaviour of all variables, unless they are specifically altered by assignment transitions. For some hybrid descriptions of physical behaviour, however, it is convenient that certain variables can also behave discontinuously. Take, for example, the electrical circuit depicted in figure 4, in which a switch steers the voltage over a resistor-capacity combination.

Figure 4: Electrical circuit with switch

For such a system, it is desirable to model the voltage over, and the current through the resistors \((v_{R1}, v_{R2}, i_{R1}, i_{R2})\) as discontinuous functions of time. A possible hybrid automaton model for this circuit, is depicted in figure 5. Note,
that there are arbitrary jumps modelled on the transitions, for the discontinuous variables (i.e. not for \( v_C \)). This is necessary, because, without deeper analysis of the differential equations, we do not know what kind of discontinuities may occur. In order to avoid discontinuous behaviour that violates the physical properties of the circuit, we may indicate in the hybrid automaton model, that the algebraic equations used to describe the electrical circuit are invariants. As an example of an undesired discontinuity, one should note that, when the switch closes, the current through the second resistor (\( i_{R2} \)) is determined completely by the source voltage \( v_e \) and the voltage over the capacitor \( v_C \). The invariants make sure that no other assignments can be made to \( i_{R2} \).

```
flow:
  \( \dot{v}_C = C \, i_C \)
inv:
  \( i_{R1} = -i_{R2} \)
  \( v_{R1} = i_{R1} \, R_1 \)
  \( v_{R2} = i_{R2} \, R_2 \)
  \( v_{R1} = v_{R2} + v_C \)
  \( i_{R2} = i_C \)
```

```
flow:
  \( \dot{v}_C = C \, i_C \)
inv:
  \( v_{R1} = v_e \)
  \( v_{R1} = i_{R1} \, R_1 \)
  \( v_{R2} = i_{R2} \, R_2 \)
  \( v_{R1} = v_{R2} + v_C \)
  \( i_{R2} = i_C \)
```

Figure 5: Automaton modelling the electrical circuit.

Now, in the case of higher index differential equations, the approach of using invariants to avoid undesired discontinuities breaks down. As an example, let us consider a system described by the following equations, in which \( z \) is a variable

```
flow:
  \( \dot{v}_C = C \, i_C \)
inv:
  \( i_{R1} = -i_{R2} \)
  \( v_{R1} = i_{R1} \, R_1 \)
  \( v_{R2} = i_{R2} \, R_2 \)
  \( v_{R1} = v_{R2} + v_C \)
  \( i_{R2} = i_C \)
```

that may behaviour discontinuously:

\[
\begin{align*}
\dot{x} &= z \\
\dot{y} &= -z \\
x &= y.
\end{align*}
\]

As before, it is undesirable that an assignment to \( z \) is made that violates these equations. But the approach that is usually taken in hybrid automata theory, to take all algebraic equations to be invariants, does not work here. The choice of \( z \) is independent from the choice of \( x \) and \( y \). Clearly, the system only can perform continuous behaviour, if the value of \( z \) is reset immediately to zero. This, however, is insight obtained through analysis of the equations, and should therefore not be used when modelling a system. As far as we know, there is no solution in hybrid automaton theory for this problem. This is why we take a different approach regarding discontinuous behaviour in HyPA.

In HyPA, when modelling a differential equation, we can indicate explicitly whether \( z \) is continuous or discontinuous. If it is continuous, we find deadlock for the higher index differential equations of the previous example. If it is discontinuous, only those discontinuities can occur for which a solution exists. Furthermore, assignments are modelled, not as a kind of atomic actions (as with hybrid automata), but as reinitializations of processes. As it turns out, the reinitialization of flow-clauses only occurs if the flow-clause has a solution after reinitializing, while the reinitialization of atomic actions is always executable. This will be explained in more detail in section 2.2 of this report.

1.5 Drawbacks

At first sight, there seem to be two major drawbacks to our method. The first drawback, is that we need a kind of bisimulation equivalence that takes into account the valuation of all variables, in order for it to be a congruence for parallel composition. However, this does not render the whole theory useless, because the same method of requiring compatibility of processes that was used in [28] in order to define parallel composition, can be used in HyPA to guarantee congruence of parallel composition under a weaker notion of equivalence (like the one used in [28]), and furthermore, we give an axiomatization for our notion of equivalence that allows elimination of the parallel composition from closed process terms, so that weaker notions of equivalence can be used for analysis of processes after applying this elimination. The second drawback, is that some of the axioms become rather confusing due to the discontinuities that may be possible in some of the variables of a differential equation. This can be helped, as we show in section 3, by simply requiring all variables to be continuous, as in hybrid automata. So, in conclusion, the theory is not more difficult or cumbersome, if we model processes under the usual restrictions. In fact, as we indicate in section 4.1, we expect that HyPA is a conservative extension of hybrid automata, although we do not give a formal proof of this claim. Furthermore,
we have new constructs to our disposition that are not available, yet, in other hybrid formalisms, at the cost of having to use more difficult axioms.

1.6 Structure of this report

In section 2.1 of this report, the syntax of HyPA is presented, describing how the standard process algebra ACP [8] is extended with a constant for termination, the so-called disrupt operator, known from LOTOS [13], and a simplification of the two types of clauses from [41], representing continuous and discontinuous behaviour. As we mentioned before, HyPA does not contain any operators for handling abstraction of actions or variables yet. But, even without abstraction constructs, hybrid process algebra turns out to be interesting topic of study, already. Furthermore, since abstraction is a rather complicated subject, it seems wise to develop a concrete process algebra first [7]. In section 2.2, a hybrid transition system semantics is defined in the style of [31], in which continuous behaviour is synchronizing, and discrete behaviour is interleaving. Section 3 is devoted to an axiomatization of HyPA, for the equivalence notion of bisimulation [29]. In this section, also the formal relation with ACP is discussed, and a set of basic terms is given into which closed HyPA terms can be rewritten. We conclude by giving our own views on the work presented, and by making suggestions for future research. In the appendices, we give the proofs for the soundness, conservativity and rewriting claims of section 3.

2 Hybrid Process Algebra

2.1 Syntax

In this section, the syntax of HyPA is introduced, which is an extension of the process algebra ACP [8, 21], with the disrupt operator from LOTOS [13] and with flow-clauses and reinitialization-clauses from the event-flow formalism introduced in [41]. The syntax of HyPA is defined by:

\[
P ::= \delta \mid \epsilon \mid a \mid c \mid d \triangleright P \mid P \lor P \mid P \land P \\
P \triangleright P \mid \parallel P \mid P \parallel P \mid P \parallel P \mid P \parallel \delta (P),
\]

where \( a \in A \), \( c \in C \) and \( d \in D \) are not defined formally here, but only described informally in the following explanatory text.

- There are the atomic process terms \( \delta \) (called deadlock) and \( \epsilon \) (called empty process), modelling respectively a deadlocking process and a (successfully) terminating process.

- There are atomic discrete actions, chosen from a set \( A \), used to model discrete, computational behaviour.

- There are flow-clauses, used to model continuous, never terminating, physical behaviour. Flow-clauses are chosen from a set \( C \), formed by pairs
\[ \{ V \mid \text{Pred} \} \] of predicates Pred, in which model variables \( \mathcal{V}_m \) (with \( x \in \mathcal{V}_m \) taking value in \( \mathcal{V}(x) \)) and their derived\(^1\) versions \( \hat{\mathcal{V}}_m = \{ \hat{x} \mid x \in \mathcal{V}_m \} \) (with \( \hat{x} \) also taking value in \( \mathcal{V}(x) \)) may occur as free variables, and of a subset \( V \subseteq \mathcal{V}_m \), signifying which variables are continuous, in the sense that during the evolution of time their value may not jump. We usually leave out the brackets for \( V \), and even omit it (and the ‘\( \{ \)’ delimiter) if it is empty. Typical flow-clauses are differential equations, for example \( \{ x \mid \dot{x} = f(x, y) \} \), and algebraic inequalities, for example \( \{ x \leq f(x, y) \} \).

Furthermore, the set \( C \) is closed under conjunction (\( \land \)) of clauses. In general, the domain \( \mathcal{V}(x) \) of a model variable \( x \in \mathcal{V}_m \) is specified by the modeller at the first introduction of the variables. In this paper, the specification of domains is usually left out since, most of the time, it is obvious from the context. We write \( \mathcal{V} = \bigcup_{x \in \mathcal{V}_m} \mathcal{V}(x) \) for the union of all variable domains, and \( \text{Val} = \mathcal{V}_m \to \mathcal{V} \) for the set of variable valuations.

- There are reinitialization-clauses, used to model discontinuous changes in the values of the model variables. Reinitialization-clauses are chosen from a set \( D \), formed by pairs \( \{ V \mid \text{Pred} \} \), consisting of predicates Pred, in which free variables may occur from the sets \( \mathcal{V}_m^- = \{ x^- \mid x \in \mathcal{V}_m \} \) and \( \mathcal{V}_m^+ = \{ x^+ \mid x \in \mathcal{V}_m \} \), modelling the current and future value of a model variable, respectively, and of a set \( V \subseteq \mathcal{V}_m \) modelling which variables are allowed to change. Typical reinitialization-clauses are assignments, for example \( \{ x \mid x^+ = f(x^-, y^-) \} \) which, in imperative programming, is usually denoted as \( x := f(x, y) \). But, also boolean predicates can be modelled, by choosing \( V \) empty (using the same notational conventions as with flow-clauses), and only using the current value of variables, i.e. \( \{ \text{Pred}(x^-, y^-, \ldots) \} \). Apart from containing the above described predicates, the set \( D \) is closed under conjunction (\( \land \)), disjunction (\( \lor \)), and concatenation (\( \sim \)) of reinitialization-clauses. Also, there is a satisfiability operator (\( d^2 \)) on clauses \( d \in D \), which does not reinitialize the values of a model variable, but only executes the reinitialized process, if \( d \) can be satisfied in some way, and there is a reinitialization-clause (\( \text{e}_\text{jump} \)) derived from a flow-clause \( c \in C \), which executes the same discontinuities that are allowed initially by the flow-clause. These last two operators turn out to be especially useful when calculating with process terms. Reinitializations-clauses are assumed to act upon another process, so if \( p \in P \) is a HyPA process, and \( d \in D \) is a reinitialization-clause, then \( d \gg p \) denotes the reinitialized HyPA process.

- There is the alternative composition\(^2\) \( p \odot q \), modelling a (non-deterministic)

\(^1\)We assume derivation is defined for all variables, but if we want to use a variable \( z \) for which this is not the case (for example a computational data structure), then no formal problems arise as long as we do not use the derived variable \( \hat{z} \) in our predicates.

\(^2\)We use the notation \( \odot \) and \( \gg \) for alternative and sequential composition, rather than the usual \( + \) and \( . \), to avoid confusion with the notation used in flow-clauses and reinitialization-clauses for addition and multiplication. Also, we use \( \preceq \) for recursion rather than \( \leq \). We realize that this might distract people in the field of process algebra, yet chose to adapt for convenience and consistency.
choice between the processes \( p \) and \( q \).

- There is the sequential composition \( p \circ q \), modelling a sequential execution of processes \( p \) and \( q \). The process \( q \) is executed after termination of the process \( p \).

- There is the disrupt operator \( p \triangleright q \), which models a kind of sequential composition where the process \( q \) may take over execution from process \( p \) at any moment, without waiting for its termination. This composition is invaluable when modelling two flow-clauses executing one after the other, since the behaviour of flow-clauses is ongoing and never terminates. The disrupt is originally introduced in the language LOTOS [13], where it is used to model for example exception-handling. Also, it is used, for example in [4], for the description of mode-switches.

- Related to the disrupt, there is the left-disrupt operator, denoted \( p \triangleright\triangleright q \), which first executes a part of the process \( p \) and then behaves as a normal disrupt. The left-disrupt is mainly needed for calculation and axiomatization purposes, rather than for modelling purposes. For example, it occurs often when we attempt to eliminate the parallel composition from a process term through axiomatic reasoning, as described in section 3.

- There is the parallel composition, \( p \parallel q \), which models concurrent execution of \( p \) and \( q \). The intuition behind this concurrent execution is that discrete actions are executed in an interleaving manner, with the possibility of synchronization (as in ACP, where synchronization is called communication), while flow-clauses are forced to synchronize, and can only synchronize if they accept the same solutions. The synchronization of actions takes place using a (commutative and associative) communication function \( \gamma \in (A \times A) \rightarrow A \). For example, if the actions \( a \) and \( a' \) synchronize, the resulting action is \( a'' = a\gamma a' \). Actions cannot synchronize with flow-clauses, and in a parallel composition between those, the action will execute first.

- Related to the parallel composition there are the operators \( p \parallel q \) (called left-parallel composition), which denotes that \( p \) performs a discrete action first (if possible), and then it behaves as normal parallel composition, and \( p \mid q \) (called forced-synchronization), that denotes how the first behaviour (either a discrete action or a part of a flow) of \( p \) and \( q \) is synchronized, after which it behaves as normal parallel composition. As with the left-disrupt, these operators are mainly introduced for calculation purposes.

- There is the encapsulation, \( \theta_H (p) \), which models that certain discrete actions (from the set \( H \subseteq A \)) are blocked during the execution of the process \( p \). This operator is often used in combination with the parallel

the process algebraic notation rather than the notation adopted from system theory, simply because the latter has been in use for a longer time already.
composition to model that synchronization between discrete actions is enforced.

- Finally, all the processes should be interpreted in the light of a set \( E \) of recursive definitions of the form \( X \equiv p \), where \( X \) is a recursion variable from the set \( \mathbb{V}_r \) (with \( \mathbb{V}_r \cap \mathbb{V}_m = \emptyset \)) and \( p \) is a process term in which this, and other recursion variables, may occur. Recursion is a powerful way to model repetition in a process.

The binding order of the operators of HyPA is the following: \( \oplus \), \( \triangleright \), \( \triangleright \), \( \triangleright \), \( \triangleright \), where alternative composition binds weakest, and sequential composition binds strongest. With encapsulation (\( \theta_{H} (...) \)), brackets are always used. As an example, a term \( d \triangleright a \oplus b \oplus c \) should be read as \( (d \triangleright (a \oplus b)) \oplus (c \parallel c') \).

### 2.2 Formal Semantics

In this section, we give a formal semantics to the syntax defined in the previous section, by constructing a kind of labelled transition system, for each process term and each possible valuation of the model variables. In this transition system we consider two different kinds of transitions: one associated with computational behaviour (i.e. discrete actions), and the other associated with physical behaviour (i.e. flow-clauses). This is why we call those transition systems hybrid.

**Definition 1 (Hybrid Transition System)** A hybrid transition system is a tuple \( \langle X, \Lambda, \Sigma, \rightarrow, \sim, \checkmark \rangle \), consisting of a state space \( X \), a set of actions labels \( \Lambda \), a set of signal labels \( \Sigma \), and transition relations \( \rightarrow \subseteq X \times \Lambda \times X \) and \( \sim \subseteq X \times \Sigma \times X \). Lastly, there is a termination predicate \( \checkmark \subseteq X \).

For the semantical hybrid transition systems that are associated with HyPA terms, the state space is formed by pairs of process terms and valuations of the model variables to their domain, i.e. \( X = P \times \text{Val} \). The set of action labels is formed by pairs of actions and valuations, i.e. \( \Lambda = A \times \text{Val} \), and the set of signal labels is formed by partial functions of time to valuations, i.e. \( \Sigma = T \rightarrow \text{Val} \). In this paper, we model time using the non-negative real numbers \( T = \mathbb{R}_{\geq 0} \). Furthermore, we limit ourselves to those elements \( \sigma \in \Sigma \) that have a closed interval, non-singleton domain, which includes the least element \( 0 \), so if \( \sigma \in \Sigma \) then the domain of \( \sigma \) is of the form \( \text{dom}(\sigma) = [0, t] \) for some \( t > 0 \). We use the notation \( (p, \nu) \overset{<}{\rightarrow} (p', \nu') \) for a transition \( ((p, \nu), (a, \nu'), (p', \nu')) \in \rightarrow \) with \( (p, \nu), (p', \nu') \in X \) and \( (a, \nu') \in \Lambda \). Similarly, we use \( (p, \nu) \overset{<}{\sim} (p', \nu') \) for a transition \( ((p, \nu), \sigma, (p', \nu')) \in \sim \) with \( \sigma \in \Sigma \), and for arbitrary transitions, we use \( (p, \nu) \overset{<}{\rightarrow} (p', \nu') \) instead of \( ((p, \nu), l, (p', \nu')) \in \rightarrow \cup \sim \) and \( l \in \Lambda \cup \Sigma \). Finally, termination is denoted \( (p, \nu) \checkmark \) instead of \( (p, \nu) \in \checkmark \).

Hybrid transition systems can be used to model computational behaviour through the use of action transitions, which take no time to execute, and to model physical behaviour through the use of signal transitions, which represent...
the behaviour of model variables during the passage of time. Note, that there is no variable in $V_m$ that is explicitly associated with time. Hence, if one would like to refer to time in a flow-clause, one would have to include the model of a clock, using for example a differential equation like $[t | \dot{t} = 1]$.

In Table 1, the semantics of the atomic processes and the flow-clauses is given, using deduction rules in the style of [31]. In rule number (3), (4) and (5) we use the notations $(\nu, \sigma) \models c$ and $(\nu, \nu') \models d$, for notions of solution for flow-clauses and reinitialization-clauses, that are explained further on in this section.

\begin{align*}
\text{(1)} & \quad \langle \epsilon, \nu \rangle \vdash \langle a, \nu \rangle \leadsto \langle \epsilon, \nu \rangle \quad \text{(2)} & \quad (\nu, \sigma) \models c, \ dom(\sigma) = [0...t] \\
\text{(3)} & \quad (c, \nu) \models (c, \sigma(t)) \quad \text{(4)} & \quad (\nu, \nu') \models d, \langle p, \nu' \rangle \vdash \langle p', \nu'' \rangle \quad \text{(5)} & \quad (d \gg p, \nu) \vdash \langle p', \nu'' \rangle
\end{align*}

Table 1: Operational semantics of HyPA

Rule (1) captures our intuition that $\epsilon$ is a process that only terminates. Analogously, the fact that there is no rule for $\delta$, expresses that this is indeed a deadlocking process. Rule (2) expresses that discrete actions display their own name, and the valuation of the model-variables on the transition label, but do not change this valuation. Changes in the valuation can only be caused by flow-clauses and reinitialization-clauses, as defined by rules (3) to (5).

A flow-clause changes the valuation of the model-variables according to the possible solutions of its predicate. In contrast to the flow predicates of [26], discontinuities in the flow of a variable $x$, are allowed in HyPA when $x \notin V$. Formally, we define the concept of solution of a flow-clause as follows.

**Definition 2 (Derived signal)** For a signal $\sigma \in \Sigma$, the derived signal $\dot{\sigma}$, on the same domain, is defined by $\dot{\sigma}(t)(x) = \frac{d}{dt} \sigma(t)(x)$, for all $t \in dom(\sigma)$. On the bounds of the domain, we use the left- and right-derivative, respectively.

**Definition 3 (Solution of a flow-predicate)** We define that a pair $(\nu, \nu') \in Val \times Val$ is a solution of a predicate $Pred$ on free variables $V_m \cup \bar{V}_m$, denoted $(\nu, \nu') \models Pred$, if the predicate evaluates to true, when every variable $x$ in the predicate is evaluated to $\nu(x)$, and every derived variable $\dot{x}$ in the predicate is evaluated to $\nu'(x)$.

**Definition 4 (Solution of a flow-clause)** A pair $(\nu, \sigma) \in Val \times \Sigma$, is defined to be a solution of a flow-clause $c \in C$, denoted $(\nu, \sigma) \models c$, as follows:

- $(\nu, \sigma) \models [\bar{V} | Pred]$ if for all $i \in dom(\sigma)$ we find $(\sigma(t), \sigma(t)) \models Pred$, and for all $x \in V$ we find $\nu(x) = \sigma(0)(x)$ and $\sigma(\cdot)(x)$ is a continuous function from $T$ to $\mathcal{V}(x)$.
Clearly, the clause \([\text{false}]\) has no solutions. Furthermore, for the solutions of a differential equation \([\dot{x} = f(x, y)]\), we find that \(\sigma(\cdot)(x)\) (with \(x\) the differentiated variable) is a continuous and differentiable function of time. For \([\text{true}]\), every signal (including discontinuous signals) is a solution.

Reinitialization-clauses change the valuation of the model-variables according to the possible solutions of their predicate. The set \(V\), that we use in addition to predicates, indicates that a variable is allowed to change its value. Whenever \(x \notin V\), the variable \(x\) is fixed, and we can extend the predicate with \(x^- = x^+\). Formally, we define a solution of a reinitialization-clause as follows.

**Definition 5 (Solution of a reinitialization-predicate)** We define that a pair \((\nu, \nu') \in \text{Val} \times \text{Val}\) is a solution of a predicate \(\text{Pred}\) on free variables \(V_m \cup V^+_m\), denoted \((\nu, \nu') \models \text{Pred}\), if the predicate evaluates to true, when every variable \(x^-\) in the predicate is evaluated to \(\nu(x)\), and every derived variable \(x^+\) in the predicate is evaluated to \(\nu'(x)\).

**Definition 6 (Solution of a reinitialization-clause)** A pair \((\nu, \nu') \in \text{Val} \times \text{Val}\) is defined to be a solution of a reinitialization-clause \(d \in D\), denoted \((\nu, \nu') \models d\), as follows.

- \((\nu, \nu') \models [V \mid \text{Pred}]\) if \((\nu, \nu') \models \text{Pred}\) and for all \(x \notin V\) we find \(\nu(x) = \nu'(x)\).
- \((\nu, \nu') \models d' \lor d''\) if \((\nu, \nu') \models d'\) or \((\nu, \nu') \models d''\);
- \((\nu, \nu') \models d' \land d''\) if \((\nu, \nu') \models d'\) and \((\nu, \nu') \models d''\);
- \((\nu, \nu') \models d^?\) if there exists \(v \in \text{Val}\) with \((\nu, v) \models d'\) and \((\nu', v') \models d''\);
- \((\nu, \nu') \models c_{\text{jump}}\) if there exists \(\sigma \in \Sigma\) such that \((\nu, \sigma) \models c\) and \(\sigma(0) = \nu'\).

Obviously, \([\text{false}]\) has no solutions, while \([V_m \mid \text{true}]\) has every possible reinitialization as solution. Note, that \([\text{true}]\) exactly allows all reinitializations that do not change any of the variable valuations. If we want to model a conditional execution of the form “if \(\text{Pred}\) then \(p\)”, for a predicate \(\text{Pred}\) on free variables from \(V_m\), and a process \(p \in P\), this can be done keeping \(V\) empty and by writing \([\text{Pred}^-] \Rightarrow p\). Here, \(\text{Pred}^-\) denotes that we replace every free variable \(x\) in \(\text{Pred}\) by \(x^-\). In a similar way, we sometimes write \(\text{Pred}^+\) to denote the replacement of every \(x\) with \(x^+\). Taking \(V\) empty implies that, for all variables \(x \in V_m\), we have \(x^- = x^+\). Finally, if we have a two reinitialization-clauses \(d, d' \in D\), the clause \(d \sim d'\) accepts exactly those solutions that are in some way a concatenation of the reinitializations of \(d\) and \(d'\). The clause \(d^?\) does not change the value of any of the variables, and only has a solution for those valuations for which \(d\) has a solution. The clause \(c_{\text{jump}}\) imitates the reinitializations performed initially by a flow-clause \(c\).
Now that the atomic behaviour of HyPA has been explained, let us take a closer look at the operators. Their semantics is defined in table 2. Rules (6) to (10), for alternative and sequential composition, are very similar to that of ACP. However, it is worth noting that we have chosen to model signal-transitions as having the same non-deterministic interpretation as action-transitions. This in contrast to many timed process algebras [5], where the passage of time (by itself) does not trigger a branching in the transition system. The reason for this way of modelling, is our intuition that continuous behaviour (i.e. the passing of time) influences the valuation of the model variables, and can therefore introduce choices in the system behaviour, just like discrete actions do. If, in the future, we develop operators to abstract away from the variables that trigger these choices, we do not want the choices themselves to disappear, through some time-determinism mechanism. The argument for introducing time-determinism, that time is an external phenomenon, does in our opinion not hold for hybrid systems. Also, the hybrid automata of Henzinger [26], and most other hybrid automata approaches that we know of, are time-non-deterministic, supposedly for the same reasons.

Interestingly, in [11] a time-deterministic approach to hybrid systems is chosen (clearly they disagree with the above arguments), while in \( \chi \) [36] an operator is introduced for both. Models in the \( \chi \) languages, therefore, might show the difference between the approaches. And, as far as we can tell, the time-deterministic operator is used most often when, for example, a controller makes a choice after some delay. This is modelled as a time-deterministic choice between delaying actions. When modelling physical modes of a system, the non-deterministic choice operator is used. The physical behaviour of a system can only be in one mode, even if a particular evolution is permitted in both modes.

Rules (11) to (14) define the semantics of the disrupt operator, and the left-disrupt operator. If we compare these rules to the rules for sequential composition, we see that the main difference, is the way in which termination is handled. Firstly, in a composition \( p \triangleright q \), the process \( q \) may start execution without \( p \) terminating. And secondly, if the process \( p \) terminates, the process \( p \triangleright q \) may also terminate regardless of the behaviour of \( q \).

Rules (15) to (19) define the semantics of the parallel composition, and in these rules the difference between action and signal transitions is most prominent. For actions, the interpretation of the parallel composition is the same as in ACP [8, 21]. Discrete actions that are placed in parallel are interleaved, but can also synchronize using a (partial, commutative and associative) communication function \( \gamma \in A \times A \rightarrow A \). If a discrete action \( \alpha \) communicates with an action \( \alpha' \), the valuation of the model variables has to be the same for both, and the result is an action \( \alpha'' = \alpha \gamma \alpha' \). If flow-clauses are placed in parallel, they always synchronize their behaviour such that, intuitively, the signals that are possible in a parallel composition are a solution of both clauses.

The encapsulation, as defined by rules (20) to (22), only influences action transitions. This is not surprising, since the \( \partial_H (.) \) operator is originally intended to model enforced synchronization in a parallel composition. Signal
Table 2: Operational semantics of HyPA, continued
transitions are already synchronized.

Rules (23) and (24) model recursion in the same way as it was done in [8, 21]. For a recursive definition $X \approx p$, a transition for the variable $X$ is possible, if it can be deduced from the semantical rules for the process term $p$.

2.3 Example: Steam Boiler

This section is intended to illustrate the use of HyPA for modelling hybrid systems. The process below, is a model of the celebrated benchmark problem of the steam boiler [1]. For reasons of brevity, the problem is simplified considerably. It is not our intention to give a comparison with other models of the steam boiler here. We only want to give a feeling for the syntax and semantics of the language. The text below, explains shortly what the given model consists of.

![Figure 6: The steam boiler](image)

The boiler process, as depicted in figure 6 consists of a water level $w$, an in-flow $v$ and a steam production $s$. This steam production is determined by the Heater process, which limits it between $s_{\text{min}}$ and $s_{\text{max}}$. The in-flow is determined by a Valve process, which can be opened or closed using the signals $ro$ and $rc$ respectively. If the valve is open, the in-flow to the boiler is $v_{\text{in}}$. If it is closed, the in-flow is $0$. Furthermore, there is a Controller, that every $T$ seconds interferes with the valve, by telling it to open or close using the signals $so$ and $sc$. The goal of this controller, is to keep the water level between $w_{\text{min}}$ and $w_{\text{max}}$. To do this safely, it takes a margin of $w_{\text{safe}}$ into account. The total system is the parallel composition of the Water process, the Heater, the two modes of the Valve, and the Controller, over which communication is enforced through the definitions $op = ro \gamma so, cl = rc \gamma sc$, and $H = \{so, sc, ro, rc\}$. In the next section, we will discuss an axiomatization of HyPA that allows us to rewrite this
example into a form in which all parallel compositions are eliminated.

\[
\begin{align*}
\text{Water} & \approx [w | \dot{w} = v - s] \\
\text{Heater} & \approx [s_{\text{min}} \leq s \leq s_{\text{max}}] \\
\text{ValveOpen} & \approx [v = v_{\text{in}}] \triangleright m \odot \text{ValveClose} \\
\text{ValveClose} & \approx [v = 0] \triangleright m \odot \text{ValveOpen} \\
\text{Controller} & \approx [t | t^+ = 0] \gg [t | \frac{\dot{t}}{1} = T] \triangleright [t^- = T] \gg \\
& \left( [w^- \geq w_{\text{max}} - w_{\text{safe}}] \gg s_c \odot \text{Controller} \odot \\
& [w_{\text{min}} + w_{\text{safe}} \leq w^- \leq w_{\text{max}} - w_{\text{safe}}] \gg \text{Controller} \odot \\
& [w^- \leq w_{\text{min}} + w_{\text{safe}}] \gg s_0 \odot \text{Controller} \right) \\
\text{Boiler} & \approx \partial_H (\text{Water} || \text{Heater} || (\text{ValveOpen} \odot \text{ValveClosed}) || \text{Controller})
\end{align*}
\]

3 Algebraic Reasoning in HyPA

The strength of the field of process algebra, lies in its ability to use equational reasoning for the analysis of transition systems, or, more precisely, for the analysis of equivalence classes of transition systems, called processes.

In this section, we show that this equational reasoning is also possible in HyPA. A notion of equivalence is defined on process terms, reflecting equivalence of the underlying semantical transition systems. Consequently, equivalent process terms represent the same process. We study properties of this equivalence, and capture those properties in a set of derivation rules and a set of axioms on the algebra of process terms. Together, this forms a proof system in which every derived equality on process terms represents equality of the underlying hybrid transition systems. In other words, process terms that are derivably equal, describe transition systems in the same equivalence class, and hence describe the same process.

This section is split up in three parts. In the first part, we define the well known notion of bisimulation equivalence on hybrid transition systems, we give a formal axiomatization, and prove soundness of this axiomatization. In the second part, we will treat the intuition behind the axioms, and insights they provide us with. In the third part, we show a few useful properties of our axiomatization, like a conservativity theorem with respect to the process algebra ACP and a rewrite system for rewriting closed HyPA terms into a normal form.

3.1 Axiomatization

The equivalence we assume on hybrid transition systems, is the well known notion of bisimulation [29].

**Definition 7 (Bisimulation)** A relation \( R \subseteq P \times P \) on process terms, is a bisimulation relation if for all \( p, q \in P \) such that \( p R q \), and for all valuations \( \nu, \nu' \in \text{Val} \) and labels \( l \in \text{L} \cup \Sigma \), we find
• \( (p, \nu) \models q \) implies \( (q, \nu) \models p \);

• \( (q, \nu) \models q \) implies \( (p, \nu) \models p \);

• \( (p, \nu) \xrightarrow{\nu} (p', \nu') \) implies there exists \( q' \) s.t. \( (q, \nu) \xrightarrow{\nu} (q', \nu') \) and \( p' \mathcal{R} q' \);

• \( (q, \nu) \xrightarrow{\nu} (q', \nu') \) implies there exists \( p' \) s.t. \( (p, \nu) \xrightarrow{\nu} (p', \nu') \) and \( p' \mathcal{R} q' \).

Two process terms \( x \) and \( y \) are bisimilar, denoted \( x \equiv y \), if there exists a bisimulation relation that relates them.

If two process terms are bisimilar, then they describe equivalent transition systems, hence they describe the same process. In table 3 we give a set of derivation rules, and throughout the next subsection we give a set of axioms that, to a large extend, capture this notion of bisimulation. We write \( \text{HyPA} \vdash p \approx q \), if we can derive equivalence of \( p \) and \( q \) using those axioms.

**Definition 8 (Derivation)** We write \( \text{HyPA} \vdash p \approx q \) to indicate that equivalence of open terms \( p \) and \( q \) can be derived from our axiom system. We define that equivalence can be derived according to the rules given in table 3.

\[
\begin{align*}
\text{HyPA} \vdash p \equiv p & \quad \text{(1)} \\
\text{HyPA} \vdash p \equiv q & \quad \text{(2)} \\
\text{HyPA} \vdash q \equiv p & \quad \text{(3)} \\
\text{HyPA} \vdash q \equiv r & \quad \text{(4)} \\
\text{HyPA} \vdash p \equiv q, \; S \text{ a variable substitution} & \\
\text{HyPA} \vdash S(p) \approx S(q) & \\
\text{HyPA} \vdash \mathcal{O}(p_1 \ldots p_n) \approx \mathcal{O}(q_1 \ldots q_n) & \quad \text{(5)} \\
\forall_{\nu, \nu'} (\nu, \nu') \models d \iff (\nu, \nu') \models d' & \quad \text{(6)} \\
\forall_{\nu, \sigma} (\nu, \sigma) \models c \iff (\nu, \sigma) \models c' & \quad \text{(7)} \\
P \equiv q \text{ is an axiom} & \quad \text{(8)} \\
\text{HyPA} \vdash p \equiv q & \\
\forall_{\nu, \nu', \sigma} (\nu, \nu') \models d \text{ and } (\nu', \sigma) \models c \implies (\nu', \sigma) \models c' & \quad \text{(9)} \\
\text{HyPA} \vdash d \Rightarrow c \Rightarrow d' \Rightarrow c & \\
\forall_{\nu, \sigma} (\nu, \sigma) \models c \iff (\nu, \sigma) \models c' \text{ or } (\nu, \sigma) \models c'' & \quad \text{(10)} \\
\text{HyPA} \vdash c \Rightarrow (c' \oplus c'') \Rightarrow c & 
\end{align*}
\]

Table 3: Derivation rules of HyPA

In the remainder of this subsection, the axioms of HyPA, and the insight they provide regarding the operators of the language, are presented. Also, the
intuitions behind the 9th and 10th derivation rule, are discussed. In each of the axioms, \(x, y, z\) denote arbitrary open HyPA terms. The letters \(a, a'\) denote actions, while \(c, c'\) denote flow-clauses and \(d, d'\) denote reinitialization clauses. Unlike what is usual for ACP, one may not choose \(\delta\) when \(a\) is written in an axiom. The set of axioms is divided into seven groups.

- The first group consists of two axioms that give the definition of parallel composition and the disrupt operator in terms of other HyPA operators.

\[
x \parallel y \approx x \parallel (y \oplus z) \parallel x \mid y
\]

\[
x \triangleright y \approx x \triangleright y \oplus y
\]

These axioms can also be found in [8] and [4], respectively.

- The second group expresses associativity, commutativity and distribution properties of the various operators. All of these axioms occur also in [8] or [4]. Their intuition is the same as with standard process algebra.

\[
(x \oplus y) \oplus z \approx x \oplus (y \oplus z)
\]

\[
(x \triangleright y) \triangleright z \approx x \triangleright (y \triangleright z)
\]

\[
(x | y) | z \approx x | (y | z)
\]

\[
(x \oplus y) \parallel z \approx x \parallel (y \oplus z)
\]

\[
(x | y) \parallel (y | z)
\]

Notice, that these axioms may be used to prove the equalities \((x \triangleright y) \triangleright z \approx x \triangleright (y | z)\) and \((x | y) | z \approx x | (y | z)\).

- The third group is concerned with unit and zero elements for the various operators, and with axioms that express similar properties.

\[
x \odot e \approx x
\]

\[
e \triangleright x \approx e
\]

\[
e \parallel x \approx e
\]

\[
\lfloor \text{false} \rfloor \approx \delta
\]

\[
\lfloor \text{true} \rfloor \approx \delta
\]

\[
c_{\text{jmp}} \Rightarrow c \approx c
\]

Special attention should be paid to the axiom \(c_{\text{jmp}} \Rightarrow c \approx c\), which expresses the intuition that every flow-clause may spontaneously reinitialize according the derived reinitialization-clause \(c_{\text{jmp}}\). Furthermore, according to the axiom \(d \Rightarrow (d' \Rightarrow x) \approx (d \sim d') \Rightarrow x\) found further on, we derive \(c \approx c_{\text{jmp}} \Rightarrow c \approx c_{\text{jmp}} \Rightarrow c_{\text{jmp}} \Rightarrow c \approx (c_{\text{jmp}} \sim c_{\text{jmp}}) \Rightarrow c\), which expresses that multiple of those reinitializations may occur after each other.
The fourth group of axioms focuses on the left-parallel composition and the left-disrupt operator.

\[(a \oplus x) \parallel y \approx a \oplus (x \parallel y)\]
\[(a \circ x) \triangleright y \approx a \circ (x \triangleright y)\]
\[(c \triangleright x) \parallel y \approx \delta\]
\[(d \triangleright (c \triangleright x)) \circ y \approx d \triangleright c \triangleright (x \circ y)\]

The left-parallel composition operator is used to axiomatize the interleaving behaviour of the parallel composition. The axioms describe that only actions are allowed by left-parallel composition. The left process cannot perform signal transitions, since these should be synchronized. The left-disrupt operator is used to axiomatize the behaviour of a disrupt composition, when the left process is not disrupted immediately. Both actions and signals can be performed by the left-disrupt. However, the axiom expressing execution of a signal, i.e. \((d \triangleright c \triangleright x) \circ y \approx d \triangleright c \triangleright (x \circ y)\), is a little complicated because of the interaction between reinitialization-clauses and flow-clauses. Using the unit element \([true]\) for reinitialization we may clarify things a bit by obtaining the equality \((c \triangleright x) \circ y \approx c \triangleright (x \circ y)\). This equality is in itself not enough, because reinitialization does not distribute over sequential composition in a simple way, as we will see further on.

The fifth group of axioms focuses on distribution properties of reinitializations.

\[d \triangleright x \oplus d' \triangleright x \approx (d \triangleright d') \triangleright x\]
\[(d \triangleright a) \circ x \approx d \triangleright a \circ x\]
\[(d \triangleright (x \circ y)) \approx d \triangleright x \circ d \triangleright y\]
\[(d \triangleright (d' \triangleright x)) \approx (d \triangleright d') \triangleright x\]
\[(d \triangleright x) \triangleright y \approx d \triangleright (x \parallel y)\]

A trivial consequence (using logical equivalence of \([true]\) and \([true]\)) of these axioms is for example the equality \(x \oplus x \approx x\), which expresses that the choice between equals is not an actual choice. Note, that reinitialization does not simply distribute over sequential composition! The reader should pay attention to the axiom \((d \triangleright c) \circ x \approx d \triangleright c \circ x\), which expresses that a reinitialization of the empty process only leads to termination if the reinitialization clause is satisfiable, i.e. only if there is a reinitialization possible that satisfies the clause. Note, that this reinitialization does not actually take place, therefore after termination the valuation of the variables is the same as before. Clearly, we can use the logical equivalence between \([true]\) and \([true]\)\(^7\) to obtain the equality \(c \circ x \approx x\), known as an axiom from [8]. The last axiom in this group, expresses that a concatenation of reinitializations leads to a reinitialization with the concatenation of the clauses.

The sixth group expresses the rather complicated rules for the synchronization operator. Since reinitialization does not distribute over synchro-
nization, we have to take it into account in every of the axioms.

\[
d \gg \epsilon | d' \gg \epsilon \approx (d'' \land d''') \gg \epsilon
\]

\[
d \gg \epsilon | d' \gg (a \circ x) \approx \delta
\]

\[
d \gg a \circ x | d' \gg a' \circ y \approx (d \land d') \gg (a \land a') \circ (x \parallel y) \text{ if } (a \land a') \text{ defined}
\]

\[
d \gg a \circ x | d' \gg a' \circ y \approx \delta \text{ if } (a \land a') \text{ undefined}
\]

\[
d \gg \epsilon | d' \gg c \gg y \approx (d \sim d') \gg (c \gg x)
\]

\[
d \gg c \gg x | d' \gg a \gg y \approx
\]

\[
((d \sim c_{jwp}) \land (d' \sim c'_{jwp})) \gg (c \land c') \gg
\]

\[
\left(\begin{array}{c}
x | c' \gg y \oplus \\
y | c \gg x \oplus \\
x | c' \gg y \oplus \\
y | c \gg x
\end{array}\right)
\]

The first axiom expresses that a synchronization terminates if both the left and the right process terminate. Similar to the sequential composition, this termination only takes place if (both) the reinitializations are satisfiable. The second axiom expresses that termination cannot synchronize with actions, and therefore leads to deadlock. The third and fourth axiom express that actions \(a\) and \(a'\) may synchronize by producing an action \(a \land a'\) if this action is defined, and otherwise the synchronization results in deadlock. If the synchronizing actions are reinitialized, both reinitializations should be satisfied, i.e., both processes should agree on the change of valuation. In particular, if \(a \land a' = a''\), and \(a\) is reinitialized by an assignment \(x^+ = x^- + 1\), we find \([x | x^+ = x^- + 1] \gg a | a' \approx [x | x^+ = x^- + 1] \gg a | [true] \gg a' \approx ([x | x^+ = x^- + 1] \land [true]) \gg (a \land a') \approx [false] \gg (a \land a') \approx \delta\). Since \(a'\) does not agree on the assignment, a deadlock results. The fifth axiom expresses that termination may occur before signal behaviour executes. The terminating process disappears from the equation but, again, only if the corresponding reinitialization is satisfiable. That termination occurs before and not at the same time as the signal behaviour is expressed by the fact that we find a concatenation of reinitializations, rather than a conjunction. The sixth rule expresses that actions and signals cannot synchronize. Finally, the seventh axiom expresses the way in which signals can synchronize. This axiom is quite complicated due to our decision to make it possible for flow-clauses to perform reinitializations. When synchronizing, these flow-clause reinitializations should be taken into account. If we restrict ourselves to flow-clauses in which all variables are continuous (as is done in hybrid automata for example), i.e., clauses of the form \([\forall u | \text{Pred}]\), we find the equality \(d \gg c \gg x | d' \gg c' \gg y \approx (d \land d') \gg (c \land c') \gg (x \parallel y)\), which is more in line with our intuition that both reinitialization-clauses and flow-clauses are synchronized. The proof of equality relies on the observation that, in
case of continuity, $c_{jap} = c'_{jap}$ (no jumps, hence only satisfiability) and

$$(d_0 \sim d_1^1) \land (d_0^0 \sim d_1^{1'}) = (d_0 \land d_0^0) \sim (d_1^1 \land d_1^{1'})$$.

- The seventh group expresses the (usual) distribution properties of the
  encapsulation.

$$\begin{align*}
\partial_H (x \oplus y) &\approx \partial_H (x) \oplus \partial_H (y) \\
\partial_H (x \oplus y) &\approx \partial_H (x) \oplus \partial_H (y) \\
\partial_H (x \lambda y) &\approx \partial_H (x) \lambda \partial_H (y) \\
\partial_H (d \lambda x) &\approx d \lambda \partial_H (x) \\
\partial_H (x \lambda y) &\approx \partial_H (x) \lambda c \\
\partial_H (a) &\approx a \text{ if } a \not\in H \\
\partial_H (a) &\approx \delta \text{ if } a \in H
\end{align*}$$

The 9th derivation rule in table 3, expresses how a reinitialization can restrict the choice for the first transition of a flow-clause. A useful application of this rule is in recognizing a solution of a differential equation given a certain initial condition. For example, consider the flow clause $[x, t | \dot{x} = x \land i = 1]$. Clearly, $x = e^t$ is a solution of the differential equation $\dot{x} = x$, if initially $t = 0$ and $x = 1$. Using the 9th derivation rule, we now find the following equivalence.

$$[x, t | \dot{x} = 1 \land t = 0] \gg [x, t | \dot{x} = x \land i = 1]$$

$$[x, t | \dot{x} = 1 \land t = 0] \gg [x, t | \dot{x} = e^t \land i = 1] \gg [x, t | \dot{x} = x \land i = 1]$$.

Note, that $t$ and $x$ are both taken to be continuous. Otherwise, the flow-clauses in this example might execute undesired reinitializations. The 9th derivation rule also expresses the repetitive character of flow-clauses. This is illustrated using $d = [\text{true}]$ and $c' = c$. We then find the equivalence $c \approx c \land c$.

The 10th derivation rule, also expresses this repetitive character. This is illustrated by taking $c = e^t = e'^t$, we then find again $c \approx c \land c$. Furthermore, the 10th derivation rule expresses that if we can divide a flow-clause $c$ into two (possibly overlapping) clauses $c'$ and $c''$, then the first transition taken by $c$ can be mimicked by either $c'$ or $c''$. An application of this rule, is that a solution of a flow-clause can be split off even if there is no reinitialization. For example, the clause $[\dot{x} = 3x^{2/3} \land i = 1]$ contains a set of differential equations with solutions $x = 0$ and $x = t^3$ if initially $x = 0$ and $t = 0$. However, for other initial conditions, other solutions are possible. Using the 10th derivation rule, we find the following equality, which describes exactly that $x = 0$ and $x = t^3$ are two
possible trajectories of this clause.

\[
\begin{align*}
[x = 0] & \triangleright [x = 3x^{2/3}] \\
& \triangleright \cdots \\
& \triangleright [x = x^{2/3}] \\
\end{align*}
\]

Note that, in contrast to the example for derivation rule 9, we do not need continuity of \(x\) and \(t\) in this case.

### 3.2 Soundness

Rests us to show, that all the derivations that can be made about process terms, indeed lead to sound statements about the bisimulation equivalence of these terms. In other words, we need to prove the following theorem.

**Theorem 1 (Soundness)** If, for two closed terms \(p\) and \(q\), we find \(HyPA \vdash p \approx q\) then \(p \equiv q\).

**Proof** Most of the techniques used in this proof are also explained in detail in [7]. The main observation is that a derivation is sound, if all of the rules that are used in it are sound. Now, if we use \((p, \nu) \xrightarrow{\nu} (p', \nu')\) as alternative notation for a transition \((p, \nu) \xrightarrow{L} (p, \nu')\), then the definition of bisimulation becomes that of strong-bisimulation as defined in [7]. In other words, we use the obvious isomorphism, mapping \((P \times \text{Val}) \times (\Delta \cup \Sigma) \times (P \times \text{Val})\) to \(P \times (\text{Val} \times (\Delta \cup \Sigma) \times \text{Val}) \times P\), to transform our notion of bisimulation into strong-bisimulation. Hence, the derivation rules 1, 2 and 3 are sound, since strong-bisimulation is an equivalence (see [29, 7, 43]).

The proof that rule 4 and 5 are sound, is based on the observation that, using the same isomorphism, all the semantical rules of \(HyPA\) turn out to be in the so-called path-format [6]. That is, formally they are in path-format only, if
we read for example the rule \( (\nu, \nu') \models d \rightarrow \{ p, \nu' \} \checkmark \) as a rule \( (d \triangleright p, \nu') \checkmark \rightarrow (d \triangleright p, \nu) \checkmark \) that is only valid under the condition that \( (\nu, \nu') \models d \). It is a standard result \([7, 6]\), that strong-bisimulation is a congruence for operators that are defined using only rules in path-format. Hence, in any context, variables may be replaced by terms, and terms may be replaced by equivalent terms, which is exactly what rule 4 and 5 express.

Rules 6 and 7 are sound, because the transition systems generated for logically equivalent clauses are isomorphic (hence bisimilar). This is straightforward to verify. That rule 8 is sound for each of the axioms of HyPA, and that the rules 9 and 9 are sound, is proven in appendix A.

### 3.3 Conservativity and Rewriting

One of the things that can be concluded about HyPA, using the given axiomatization, is that it is a conservative extension of the process algebra ACP \([8]\). This illustrates that HyPA does not violate the general ideas behind this process algebra.

**Theorem 2 (Conservativity)** HyPA is a conservative extension of ACP (except for notational differences \( \sqcup \) and \( \sqcap \)), meaning that for every two closed ACP terms \( p \) and \( q \), we find that ACP \( \vdash p \approx q \) if and only if HyPA \( \vdash p \approx q \).

**Proof** See appendix B.

Furthermore, like in ACP, it is possible to define a set of basic terms into which every HyPA process can be rewritten using the axioms. These basic terms clearly show that the parallel compositions can be eliminated from all HyPA processes.

**Definition 9 (Basic terms)** A basic term, is a process term of the following form. \( N ::= d \triangleright e \mid d \triangleright a \sqcup N \mid d \triangleright c \sqcap N \mid N \triangleright N \).

**Theorem 3 (Rewriting)** Every closed HyPA term can be rewritten into a basic term.

**Proof** In appendix C, we give a strongly normalizing rewrite system that does this, based (in principle) on reading all the axioms as rewrite rules from left to right (adding a few extra rules for handling unit elements).

We conjecture that this rewriting result can be extended to a linearization result, meaning that we expect to be able to rewrite every guarded recursive specification of a HyPA process into a linear form in which we only use recursion over basic terms.
The usefulness of elimination of the parallel composition, was already noted in the introduction. It was pointed out there, that the notion of bisimulation we use is very strong, because all possible valuations of the variables are taken into account at every point in time. Many weaker notions of equivalence, while still preserving interesting analysis properties, are not sensitive to the valuation of variables. Those equivalences, often, are not congruent for the parallel composition operator. Therefore, algebraic reasoning about those notions in the context of parallel composition becomes difficult.

This is already a known phenomenon in process theory, and it is caused by the possibility of interference in the value of shared variables (see for example [30]). Many different solutions have been proposed, also in the field of hybrid systems. For example, in the hybrid automaton theory of [28], the authors propose a restriction (called compatibility of automata) on the systems that may be placed in parallel, to ensure that no interference occurs. This is a perfectly reasonable way of handling the problem, but it has the disadvantage that we have to add extra variables, if we want to model processes that intentionally interfere, like the control system shown in the introduction.

HyPA is, in principle, focussed on being general. We start out by using a very general parallel composition, that is defined for all possible processes, and necessarily end up with an equivalence that is very strong, but is at least a congruence for this composition. Now, the elimination result allows us to eliminate the parallel composition from the process description. And, after elimination, we can start to use algebraic reasoning on a weaker notion of equivalence to analyse the specific properties we are interested in. Admittedly, this method may turn out to be less practical than the road followed by [28], because the elimination of parallel compositions can become quite cumbersome. On the other hand, it may also be possible to formulate derivation rules for reasoning about weaker notions of equivalence, that express a kind of conditional congruence 'under compatibility'. In this way, other methods can be imported into HyPA.

As an example of rewriting into basic terms, we can rewrite the steam boiler system of the previous section into the following description, in which parallel composition and encapsulation are eliminated. Notice that this rewriting is done here over a recursive definition, hence is an example of linearization of such process descriptions. Looking at the axiomatization, one might expect that \(d_0, \ldots, d_3\) would contain clauses of the form \(c_{\text{jump}}\), but those are eliminated using calculation on reinitialization clauses. Admittedly, performing the actual elimination by hand is very cumbersome, and leads to a very long calculation, which we left out of this report for reasons of space. Finding theorems to make these calculations shorter, is a topic for future research.

\[
\begin{align*}
\text{Boiler} & \approx \text{Open} \oplus \text{Closed} \\
\text{Open} & \approx d_0 \Rightarrow c_0 \Rightarrow (d_1 \Rightarrow cl \oplus \text{Closed} \oplus d_2 \Rightarrow \text{Open} \oplus d_3 \Rightarrow op \oplus \text{Open}) \\
\text{Closed} & \approx d_0 \Rightarrow c_1 \Rightarrow (d_1 \Rightarrow cl \oplus \text{Closed} \oplus d_2 \Rightarrow \text{Closed} \oplus d_3 \Rightarrow op \oplus \text{Open})
\end{align*}
\]
with

\[
\begin{align*}
d_0 & \equiv \left[ t \mid t^+ = 0 \right], \\
d_1 & \equiv \left[ t^- = T \right] \land \left[ w^- \geq w_{\text{max}} - w_{\text{safety}} \right], \\
d_2 & \equiv \left[ t^- = T \right] \land \left[ w_{\text{min}} + w_{\text{safety}} \leq w^- \leq w_{\text{max}} - w_{\text{safety}} \right], \\
d_3 & \equiv \left[ t^- = T \right] \land \left[ w^- \leq w_{\text{min}} + w_{\text{safety}} \right]
\end{align*}
\]

\[
\begin{align*}
c_6 & \equiv t, w \mid \dot{w} = v - s \\
& \quad \quad s_{\text{min}} \leq s \leq s_{\text{max}}, \\
& \quad \quad v = v_m
\end{align*}
\]

and

\[
\begin{align*}
c_6 & \equiv t, w \mid \dot{v} = v - s \\
& \quad \quad s_{\text{min}} \leq s \leq s_{\text{max}}, \\
& \quad \quad v = 0
\end{align*}
\]

One result that is missing, so far, is a proof that the given axiomatization is complete for bisimulation of HyPA terms. I.e. a proof that for closed terms \( p \) and \( q \), if \( p = q \) then also HyPA \( \vdash p \approx q \). We do not exclude the possibility yet, modulo completeness of the logical equivalence of flow-clauses and reinitialization-clauses, but the fact that the number of signals that is a solution of a flow-clause, and the number of valuation jumps that is a solution of a reinitialization-clause may be infinite, complicates matters seriously.

4 Related Work

In this section, we will compare HyPA, in an informal way, to hybrid formalisms that were previously developed.

4.1 Hybrid Automata

One of the most influential of all hybrid formalisms, is the hybrid automaton formalism described by Henzinger [26]. These automata consist of nodes in which certain differential equations are active under an invariant, and of guarded transitions between those nodes that model discrete actions. For example, the steam-boiler example (after rewriting it into a basic term) could be modelled as the hybrid automaton depicted in figure 7.

A general hybrid automaton is depicted in figure 8. Such an automaton is easily translated into a hybrid process algebraic term, using the following observations.

- The flow predicate \( P_{P_{\text{f}}} \) in a node of an automaton, describes flows in a similar way as in HyPA. Only, in hybrid automata, all signals are continuous. Hence, we take \( V = V_m \) and find the clause \( \forall v_m \mid P_{P_{\text{f}}} \). Note, that hybrid automata only allow differentiable solutions of flow predicates, while
HyPA may allow non-differentiable solutions if a variable is not subject to differentiation. These additional solutions are considered to be unimportant for the moment. In a future, formal discussion of this translation, theory may be developed to handle them.

- The invariant $P_2$ is a predicate that can be used in a flow-clause, but can also be transformed to be used in a reinitialization clause, since only variables from the set $\mathbb{V}_m$ are used in it. The semantics of hybrid automata contain a kind of look-ahead such that after a transition, an invariant $P_{iy}$ or $P_{iz}$ must hold respectively, otherwise the transition cannot be taken. Translating this to HyPA, that means that in reinitializations, the predicate $P_{iy}^+$ or $P_{iz}^+$ should hold, respectively. Recall that we have defined $P^+$ in section 2.2, as a transformation of a predicate $P$ on $\mathbb{V}_m$ in which every variable $x$ is replaced by $x^+$.

- The transitions of hybrid automata contain actions $a_y$ and $a_z$. In translation, those actions disrupt the flow-clauses. Furthermore, the jump conditions $P_{iy}$ and $P_{iz}$ on the transitions are translated into reinitializations.
that act on these actions. Again, we take $V = V_m$, and assume that it is specified in the jump condition which variables may change, and which remain constant.

Figure 8: General Example of a Hybrid Automaton

Using these observations, the more general automaton in figure 8 is translated into:

$$X \approx \left[ \forall_m \left[ P_{fz} \land P_{iz} \right] \rightarrow \left( \left[ \forall_m \left[ P_{gy} \land P_{iy}^+ \right] \Rightarrow a_y \odot Y \right] \odot \left[ \forall_m \left[ P_{jz} \land P_{iz}^+ \right] \Rightarrow a_z \odot Z \right] \right) \right].$$

Of course, this is not a formal translation. The semantics of hybrid automata as given in [26] is one of timed transition systems, while the hybrid transition systems we use here are subtly different. We conjecture that it is possible to transform the signal-transitions of the hybrid transition system into timed transitions, and the action-transitions of the hybrid transition system into action-transitions of a timed transition system, by abstracting away from all valuations. However, this is left as a subject for future research. The comparison with hybrid automata is merely intended to give an intuition on how the existing hybrid theories fit into our hybrid process algebraic structure.

4.2 Other Process Algebras

With respect to process algebras for hybrid systems, there are two previous works that we must consider. One, hybrid CSP, was already introduced in 1994 by Jifeng [27]. The other, $\phi$-calculus, was very recently introduced by Rounds and Song in [35].
Hybrid CSP has a semantics in which each process represents a set of hybrid traces. Such a hybrid trace, then consists of a function of a continuous closed time domain to valuations, a function of that same domain to sequences (that gives the empty sequence except for on a finite set of time-points), and a few predicates (like termination). A system is then modelled in hybrid CSP, by giving a predicate that defines which traces are in the system. Comparable to the way that HyPA has atomic processes and operators, hybrid CSP has atomic predicates, and predicate operators. Apart from the fact that a trace semantics does not respect branching properties of a system, hybrid CSP also has the drawback that in parallel composition the continuous variables of the composed systems are assumed to be disjoint, and that assignments can only be made to programming variables, and not to continuous variables. We suspect, however, that these problems can be solved by defining new predicate operators, and that the author of [27] did not see the need for them at the time. Interestingly, there are operators defined in [27] whose function is not easily translated into HyPA.

The main reason for this, is that clocks need to be modelled explicitly in HyPA, while they are often a functional part of the operators of hybrid CSP. Again, we conjecture, that HyPA can be extended with operators that mimic those of hybrid CSP, should the need arise.

The $\phi$-calculus has a semantics based on timed transition systems, and given this, has a very interesting way of dealing with parallelism. As we already mentioned in the introduction, $\phi$-calculus regards continuous behaviour to be a property of the environment, rather than a property of the $\phi$-calculus program. Execution starts with an empty environment and, while running the program, differential equations (or rather their vector-field equivalents) and invariants, are added and replaced, by (interleavingly) executing so-called environmental actions. The upshot of this, is that it is not necessary to require that parallel programs have distinct continuous variables, but still, the semantics of the parallel composition of $\phi$-calculus does not coincide with our intuition that continuous behaviour should simply satisfy both processes. Furthermore, because a vector-field is used as a representation of differential equations in the environment, $\phi$-calculus can only handle differential equations with unique solutions (hence, not for example the equation $x = 3x^2$). Also, the notion of equivalence that arises from using bisimulation in combination with environmental actions, makes that only syntactically equal differential equations are actually considered equal. This is a drawback that might be solved by some kind of abstraction, but it still has an artificial feel to it. Comparing $\phi$-calculus to HyPA, we may conclude that, due to (amongst others) the environmental action approach, not all HyPA processes can be translated into $\phi$-calculus. Conversely, the fact that the environmental actions of $\phi$-calculus have a maximal progress semantics, $\phi$-calculus programs cannot be translated into HyPA. This, however, can be solved by extending HyPA with an urgency operator, as was done for hybrid $\chi$ in [12, 36]

As we mentioned already in the introduction, HyPA is developed in close cooperation with the researchers developing hybrid $\chi$. Research on the language $\chi$, as a modelling and simulation language for process control, started in 1982
and has since been through many stages of development, including an extension with hybrid description constructs. In 2002 [12], a formal operational semantics, based on CSP rather than ACP, was defined for the discrete-time part of the language, and recently, a formal semantics has been given for the hybrid part as well [36]. It is interesting to see that many of the theoretical aspects of HyPA (like the use of hybrid transition systems), have been applied in the formal semantics of $\chi$, while on the other hand, the future extensions of HyPA are very likely to be inspired by the modelling strengths of $\chi$, including their abstraction operators and possible the maximal progress operator. As research progressed, both languages seem to have evolved more and more towards each other, and it is not unthinkable that these paths will ultimately converge.

Another hybrid process algebra, was published as a technical report only one week before this one. In [11] a combination of the process algebra with continuous relative timing of [3] and the process algebra with propositional signals of [3]', lead to a (only subtly) different algebra, that is also suited for the description of hybrid systems. The development of this algebra and of HyPA has been largely independent, and it is surprising to see how many similarities exist between the two. Nevertheless, due to different starting points and intuitions, also some differences can be found.

The process algebra of [11] was intended to be a conservative extension of timed ACP, while HyPA was intended to be an extension of normal ACP. This gave rise to the most important difference, in our opinion, between the two languages, which is that [11] choice time-determinism (as it was discussed in section 2.2), while we chose time-non-determinism (which is more in line with the hybrid automaton approach [26]). As a matter of fact, in $\chi$, two choice operators exists, one for each view on time. Another difference is that [11] intended to give an algebraic theory of hybrid automata, which leads to the modelling choice that switching between continuous behaviors can only take place through the use of discrete actions, while in HyPA switching can be arbitrary. This is illustrated, by the fact that the passing of time during which physical behaviour takes place, is modelled explicitly in [11], while, for HyPA, time passing is implicit when writing down a flow-clause.

4.3 Control Theory Formalisms

The formalisms used in control theory to describe hybrid systems can, from a HyPA point of view, be classified into two kinds. The first kind, are formalism regarding continuous time behaviour, while the second kind, regards time to evolve discretely. Roughly speaking, continuous time models can be translated into HyPA using flow-clauses, while the discrete models can be translated into reinitialization clauses, acting on a "time-step" process. Computational actions and sequential compositions of processes, seldomly play a role in control theory. Mode-switching, on the other hand, is a central aspect. In this paragraph, we sketch the general translation of several control theory formalisms into HyPA. We do not intend to be complete, but rather want to give a feel for the relation between HyPA and control theory. Furthermore, one has to keep in mind that
control theory usually reasons about trace equivalence of systems, while HyPA is primarily concerned with bisimulation.

With respect to the continuous time models, we conjecture that most of them can be translated into either one single flow-clause $c$ or, in more complicated cases, into one single recursive term of the form:

$$\mathbf{CT} \approx (c_0 \oplus \ldots \oplus c_n) \triangleright \mathbf{CT},$$

where $c_0, \ldots, c_n$, denote clauses representing the different continuous modes a system can be in. If (and only if) a system can be modelled using only three continuous variables, namely the state variable $x \in \mathbb{R}^i$, the output variable $y \in \mathbb{R}^m$ and the input variable $u \in \mathbb{R}^n$, and using only clauses of the form

$$c_i = \begin{bmatrix} \dot{x} = A_i x + B_i u + f_i \\ y = C_i x + D_i u + g_i \\ (x, u) \in H_i \end{bmatrix},$$

with $A_i, B_i, C_i$ and $D_i$ matrices of appropriate dimensions, and $H_i$ a convex polyhedron (i.e. constructed from a finite set of inequalities), for every $i$, then we say that $\mathbf{CT}$ is a continuous time piecewise affine system [18]. If (and only if) a system can be modelled as one single continuous flow-clause, using the variables $v, w \in \mathbb{R}^r$ in addition to $x, y$ and $u$, and if this flow clause is of the form

$$c = \begin{bmatrix} \dot{x} = Ax + B_1 u + B_2 w \\ y = C x + D_1 u + D_2 w \\ v = E_1 x + E_2 u + E_3 w + e_4 \\ 0 \leq v \perp w \geq 0 \end{bmatrix},$$

then we say that the system is a continuous time linear complementarity system [40]. Here, $A, B_1, B_2, C, D_1, D_2, E_1, E_2$ and $E_3$ are matrices of appropriate dimensions, $e_4$ is a constant vector and $0 \leq v \perp w \geq 0$ denotes that the vectors $v$ and $w$ are orthogonal (i.e. $0 \leq v$, $0 \leq w$ and $v^T w = 0$).

A class of continuous control systems that does not fit directly into HyPA, is described by Filippov in [20]. The way in which he defines the solutions of differential inclusions, by using integration rather than derivation, is not captured by the notion of solution of a flow-clause in HyPA. Some differential inclusions do have solutions in Filippov's formalism, while they do not in HyPA. Filippov developed these kind of solutions, because the control community was struggling with a problem called “sliding modes” [41]. A particular example of this problem, is illustrated by the observation that in piece-wise affine systems, the system $\mathbf{CT}$ might get into deadlock on the borders of the polyhedra $H_i$, if the derivatives on both sides of the border “point” towards it. This deadlock is unintended, because the physical intuition of control scientists is usually that a system will start evolving along this border, rather than deadlocking. Filippov’s method makes sure that these evolutions are included in the solutions of the differential inclusion describing the system. In HyPA, sliding modes will have to be modelled explicitly, by adding a separate clause $c_s$, for every polyhedron
Discrete time models can be translated into the following HyPA term:

$$DT \equiv (d_0 \vee \ldots \vee d_n) \supseteq \text{Timestep} \circ DT,$$

with

$$\text{Timestep} \equiv \left\{ t \mid t^+ = 0 \right\} \supseteq \left\{ \{ t \} \cup \{ x_j \mid j \in J \} \mid \begin{array}{c}
i = 1 \\
t \leq T_s \\
\bigwedge_{j \in J} x_j = 0 \end{array} \right\} \supseteq \left\{ t^- = T_s \right\} \supseteq \epsilon.$$

Here, the set $$V = \{ x_j \mid j \in J \}$$ denotes the set of all variables that are used in the reinitialization-clauses $$d_0 \ldots d_n$$, describing the discontinuous changes over time. Timestep denotes the progress of time with one sample time $$T_s > 0$$, during which the variables $$x_j$$ are supposed to remain constant. Similar to the continuous case, if (and only if) $$V = \{ x, y, u \}$$, and for all reinitializations (with $$i \in [0 \ldots n]$$) we find

$$d_i = \begin{bmatrix}
x^+ = A_i x^- + B_i u^- + f_i \\
y^+ = C_i x^+ + D_i u^+ + g_i \\
y^- = C_i x^- + D_i u^- + g_i \\
(x^+, y^+) \in H_i \\
(x^-, y^-) \in H_i
\end{bmatrix},$$

with $$A_i, B_i, C_i$$ and $$D_i$$ matrices of appropriate dimensions, and $$H_i$$ a convex polyhedron, we say that $$DT$$ is a discrete time piecewise affine system [18]. Analogously, if (and only if) a system can be written in the form

$$DT = \begin{bmatrix}
x, y, u \\
v, w
\end{bmatrix} \supseteq \text{Timestep} \circ DT,$$

with

$$\begin{align*}
x^+ &= A x^- + B_1 y^- + B_2 w^- \\
y^+ &= C x^+ + D_1 y^+ + D_2 y^+ \\
y^- &= C x^- + D_1 y^- + D_2 y^- \\
v^+ &= E_1 x^+ + E_2 y^+ + E_3 w^+ + e_4 \\
v^- &= E_1 x^- + E_2 y^- + E_3 w^- + e_4 \\
0 &\leq v^+ \perp w^+ \geq 0 \\
0 &\leq v^- \perp w^- \geq 0
\end{align*}$$

we say that it is a discrete time linear complementarity system [40].

A third type of discrete control formalism is discrete time mixed logical dynamical systems [10]. Similarly to linear complementarity systems, these systems can be described using only one reinitialization-clause. This time, however, the clause also reasons about variables that take value in the domain $$\{0, 1\}$$. A mixed logical dynamical system may use variables $$x \in \mathbb{R}^l$$, $$y \in \mathbb{R}^m$$ and $$u \in \mathbb{R}^n$$, and in addition, the variables $$z \in \mathbb{R}^r$$ and $$w \in \{0, 1\}^s$$, and can be written in the
The relation between the discrete control formalisms described above is further worked out, and it turns out that most of them are equivalent under certain, from a physical point of view very reasonable, assumptions.

As we mentioned in the beginning of this paragraphs, HyPA is primarily concerned with the notion of bisimulation equivalence. However, suppose we would adopt language equivalence, or even some weaker appropriate notion of equivalence. This would mean that we probably lose congruence of parallel composition, but it would also mean that we might be able to abstract away from a lot of computational behavior and rewrite certain HyPA processes into one of the above forms. Since a lot of control theory is developed for those forms, this might greatly improve the analysis possibilities of HyPA.

5 Conclusions and Future Work

In this report, the syntax, semantics and axiomatization were presented, of a hybrid process algebraic theory called HyPA. This theory is aimed at the description and analysis of hybrid systems. HyPA is a conservative extension of the process algebra ACP [8], with a constant representing termination, a disrupt operator in the style of LOTOS [13], and clauses [41] for the description of continuous and discontinuous behaviour of model variables. Using the axiomatization of HyPA, closed process terms can be rewritten into basic terms, in which all parallel compositions are eliminated.

HyPA turns out to be different from most existing hybrid formalisms, in two major ways. It has a hybrid transition system semantics, for which it is not necessary to distinguish between state variables and external variables in differential equations. This allows for a general definition of parallel composition in the style of ACP, that also allows continuous interaction between all model variables. Furthermore, discontinuities in the variables of differential equations do not need to be explicitly modelled by assignment actions. Alternatively, in HyPA it is explicitly written down when a variable is continuous. Apparent drawbacks of HyPA are its strong notion of equivalence, and the sometimes complex axiomatization. However, we have sketched, how by assuming the same properties that are common on hybrid automata (compatibility of parallel composed systems, and continuity of all model variables), both the equivalence may be weakened, and the axiomatization becomes simpler. Admittedly, HyPA is very similar to the languages hybrid X [36] and the hybrid process algebra of [11]. The differences are mainly found in the way time-determinism is treated, and in the way in which the passing of time is modelled implicitly or explicitly.
Future work on HyPA can be divided into five categories, given in arbitrary order.

• The first category, is a formalization of section 4, comparing HyPA to other (hybrid) formalisms. Clearly, since \( \chi \) and the works of [11] are very similar, a formal comparison is indispensable. Also, formal comparisons with hybrid automata, \( \phi \)-calculus, and hybrid Petri-nets, are important. Translations to and from those formalisms are useful, in order to be able to use analysis techniques from one, in the other formalism. This, of course, is also the case for various control formalisms and techniques.

• The second category, is the application of HyPA to a number of (larger) case studies. Only this will reveal whether the way of modelling we have chosen is indeed as convenient as expected, and whether practical theorems can be formulated to support the analysis of hybrid systems.

• The third category encompasses work on showing that the axiomatization of HyPA, modulo calculation on clauses, is complete (or can be made complete) for the notion of bisimulation. Also, extending the result for rewriting closed terms into basic terms, to rewriting of recursive specifications into a linear form, is essential for the analysis of systems.

• The fourth category of future work, is the extension of the theory with abstraction. Also, extension with system theoretic concepts like, for example, a metric or topology on the state-space [14], or other notions of limit behaviour [46], may then come into play. One of the classical problems in the hybrid systems field, namely the analysis of Zeno-behaviour, where infinite sequences of actions converge to a certain point, arises from such a metric, and we feel that a truly hybrid semantical model should include it. It is important to note, that without abstraction, our current notion of equivalence is strong enough to capture Zeno-behaviour, simply because process terms need to be equivalent for all valuations of variables, including Zeno-points. After abstraction of certain variables, however, Zeno-behaviour of those variables cannot be distinguished anymore, and therefore a new notion of equivalence might be needed. Other types of abstraction, like abstraction from actions [8, 21], would also greatly improve the analytic powers of HyPA. Also for these, new notions of bisimulation, known in classical process algebra for example, branching bisimulation, or observational equivalence, are needed.

• The fifth category, is tool support. Calculations on a simple example such as the steam-boiler, quickly become very cumbersome and tedious. This is a serious problem when applying the theory to any system of interesting size. Using the result that processes can be rewritten into basic terms using a strongly terminating rewriting system, makes that developing a very basic tool for partially automating these calculations should not be difficult.
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A Soundness

In this appendix, we prove soundness of derivation rules 9 and 10, and of all the axioms of HyPA. All proofs will be of the following form: (1) Every proof will have one subsection dedicated to it. (2) Every subsection starts out by giving a relation that is obviously a witness of the axiom or derivation rule under study. (3) The remainder of that section is devoted to proving that the given relation is a bisimulation relation, by verifying the truth of the four cases in the definition of bisimulation for every related pair.

A.1 Derivation Rule 9

Under the assumption that for all \( \sigma \) we find that \( (\nu, \sigma) \models c' \) implies \( (\nu, \sigma) \models c \) and the assumption that for all \( \nu, \nu' \) we find that \( (\nu, \nu') \models d \) and \( (\nu', \sigma) \models c \) implies \( (\nu', \sigma) \models c' \), we study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that:

\[
\begin{align*}
&d \Rightarrow c \mathcal{R} d' \Rightarrow c' \Rightarrow c \land c \mathcal{R} c' \Rightarrow c \land x \mathcal{R} x.
\end{align*}
\]

as a witness candidate for derivation rule 9.

For \( x \mathcal{R} x \) the proof is trivial. For \( d \Rightarrow c \mathcal{R} d' \Rightarrow c' \Rightarrow c \), it is easy to see that none of the related terms can terminate, hence we only need to check the following cases:

1. \( \langle d \Rightarrow c, \nu \rangle \xrightarrow{\nu} \langle p, \nu'' \rangle \), for which we need the hypothesis

   (a) \( \exists_{\nu'} (\nu, \nu') \models d \) and \( \langle c, \nu' \rangle \xrightarrow{\nu} \langle p, \nu'' \rangle \), for which we need the hypothesis

   i. \( \exists_{\nu'} \exists_{\nu''} : p = c \land l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land (\nu', \sigma) \models c \land \nu'' = \sigma(t) \).

   Now, using the assumptions stated in the beginning of this section, we conclude that \( (\nu', \sigma) \models c' \), hence \( \langle d \Rightarrow c' \Rightarrow c, \nu \rangle \xrightarrow{\nu} \langle c' \Rightarrow c, \nu'' \rangle \) with \( p = c \mathcal{R} c' \Rightarrow c \).

2. \( \langle d \Rightarrow c' \Rightarrow c, \nu \rangle \xrightarrow{\nu} \langle p, \nu'' \rangle \), for which we need the hypothesis

   (a) \( \exists_{\nu'} (\nu, \nu') \models d \) and \( \langle c' \Rightarrow c, \nu' \rangle \xrightarrow{\nu} \langle p, \nu'' \rangle \), for which we need the hypothesis

   i. \( \exists_{\nu'} \exists_{\nu''} : p = r \Rightarrow c \land \langle c', \nu' \rangle \xrightarrow{\nu''} \langle r, \nu'' \rangle \), for which we need the hypothesis

   A. \( \exists_{\nu'} \exists_{\nu''} : r = c' \land l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land (\nu', \sigma) \models c' \land \sigma(t) = \nu'' \).

   Using the assumptions stated in the beginning of this section we conclude \( (\nu', \sigma) \models c \) and hence \( \langle d \Rightarrow c, \nu \rangle \xrightarrow{\nu} \langle c, \nu'' \rangle \) with \( c \mathcal{R} c' \Rightarrow c = p \).

For \( c \mathcal{R} c' \Rightarrow c \), the proof is similar to that in derivation rule 10. Note, that this proof relies on the assumption that for all \( \nu \) and \( \sigma \) such that \( (\nu, \sigma) \models c' \) we find also \( (\nu, \sigma) \models c \).
A.2 Derivation Rule 10

Under the assumption that \((\nu, \sigma) \models c\), if and only if \((\nu, \sigma) \models c'\) or \((\nu, \sigma) \models c''\), we study the smallest relation \(R \subseteq P \times P\) such that:

\[ cR(c' \oplus c'') \triangleright c \land cRc' \triangleright c' \land cRc'' \triangleright c'' \land xR\overline{x} \]

as a witness candidate for derivation rule 10.

For \(xR\overline{x}\) the proof is trivial. For \(cR(c' \oplus c'') \triangleright c\), and the other cases, it is easy to see that none of the related terms can terminate, hence we only need to check the following cases:

1. \(\langle c, \nu \rangle \downarrow \langle p, \nu' \rangle\), from which we directly conclude \(\langle c' \triangleright c, \nu \rangle \downarrow \langle p, \nu' \rangle\) and \(\langle c'' \triangleright c, \nu \rangle \downarrow \langle p, \nu' \rangle\) with \(pR p\), and furthermore need the hypothesis

   \(\exists_{x, l} l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land p = c \land \nu' = \sigma(l) \land \sigma \models c\) for which we need one of the hypotheses

   i. \(\sigma \models c'\)
   
   For which we conclude \(\langle c', \nu \rangle \downarrow \langle c', \nu' \rangle\) and hence \(\langle (c \oplus c') \triangleright c, \nu \rangle \downarrow \langle c', \nu \rangle\), with \(pR c' \triangleright c\).

   ii. \(\sigma \models c''\)
   
   Which is similar to the previous case.

2. \(\langle c' \oplus c'' \rangle \triangleright c, \nu \rangle \downarrow \langle p, \nu' \rangle\), for which we need the hypothesis

   \(\exists_{x, l} l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land r = c' \land \sigma \models c'\)

   From which we conclude that \(\sigma \models c\) hence \(\langle c, \nu \rangle \downarrow \langle c, \nu' \rangle\)

   with \(cR c' \triangleright c\).

   i. \(\langle c', \nu \rangle \downarrow \langle r, \nu' \rangle\), for which we need the hypothesis

   ii. \(\langle c'', \nu \rangle \downarrow \langle r, \nu' \rangle\), which is similar to the previous case.

3. \(\langle c' \triangleright c, \nu \rangle \downarrow \langle p, \nu' \rangle\), for which we need one of the hypotheses

   \(\exists_{x, l} l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land r = c' \land \sigma \models c'\)

   From which we conclude \(p = c' \triangleright c\) hence \(cR p\).

   i. \(r = c'\), from which we conclude \(p = c' \triangleright c\) hence \(cR p\).

   ii. \(\langle c, \nu \rangle \downarrow \langle p, \nu' \rangle\), for which we conclude \(pR p\).

4. \(\langle c'' \triangleright c, \nu \rangle \downarrow \langle p, \nu' \rangle\), which is similar to the previous case.
A.3 The axiom: $[false] \approx \delta$
We study the smallest relation $R \subseteq P \times P$ such that:

$$[false] R \delta.$$  

Clearly, since for no pair $(\nu, \sigma) \in Val \times Val$ we find $(\nu, \sigma) \models [false]$, neither $[false]$ nor $\delta$ terminate, or perform any transition. Hence, $R$ is a bisimulation relation.

A.4 The axiom: $[false] \gg x \approx \delta$
We study the smallest relation $R \subseteq P \times P$ such that for all $x \in P$:

$$[false] \gg x \gg \delta.$$  

Clearly, since for no pair $(\nu, \nu') \in Val \times Val$ we find $(\nu, \nu') \models [false]$, neither $[false] x \gg$ nor $\delta$ terminate, or perform any transition. Hence, $R$ is a bisimulation relation.

A.5 The axiom: $d \gg d' \gg x \approx (d \sim d') \gg x$
We study the smallest relation $R \subseteq P \times P$ such that for all $x \in P$:

$$d \gg d' \gg x \gg \mathcal{R} (d \sim d') \gg x \land x \mathcal{R} x.$$  

For $x \mathcal{R} x$ the proof is trivial. For $d \gg d' \gg x \mathcal{R} (d \sim d') \gg x$, we find the following cases:

1. $\langle d \gg d' \gg x, \nu \rangle \checkmark$, for which we need the hypothesis
   
   (a) $\exists \nu. (\nu, \nu') \models d \land (d' \gg x, \nu') \checkmark$, for which we need the hypothesis
      
      i. $\exists \nu. (\nu', \nu'') \models d' \land (x, \nu'') \checkmark$
         
         From which we conclude $(\nu, \nu'') \models d \sim d'$ and $(d \sim d') \gg x, \nu) \checkmark.$

2. $\langle (d \sim d') \gg x, \nu \rangle \checkmark$, for which we need the hypothesis
   
   (a) $\exists \nu. (\nu, \nu'') \models d \sim d' \land (x, \nu''') \checkmark$, for which we need the hypothesis
      
      i. $\exists \nu. (\nu', \nu'') \models d \land (\nu', \nu''') \models d'$
         
         From which we conclude $(d' \gg x, \nu') \checkmark$ and hence $(d \gg d' \gg x \gg \mathcal{R}) \checkmark.$

3. $\langle d \gg d' \gg x, \nu \rangle \not\models \langle p, \nu'' \rangle$, for which we need the hypothesis
   
   (a) $\exists \nu. (\nu, \nu') \models d \land (d' \gg x, \nu') \not\models \langle p, \nu'' \rangle$, for which we need the hypothesis
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From which we conclude \((\nu, \nu'') \models d \sim d', \) hence \((d \sim d') \rightarrow (p, \nu'')\) with \(p \mathcal{R} p\)

4. \((d \sim d') \rightarrow (p, \nu''),\) for which we need the hypothesis

(a) \(\exists \nu'. (\nu, \nu'') \models d \sim d' \land (x, \nu'') \rightarrow (p, \nu''')\), for which we need the hypothesis

i. \(\exists \nu. (\nu, \nu') \models d \land (\nu', \nu'') \models d'\)

From which we conclude \((d' \Rightarrow x, \nu') \rightarrow (p, \nu''')\), and hence \((d \Rightarrow d' \Rightarrow x, \nu) \rightarrow (p, \nu''')\), with \(p \mathcal{R} p\)

A.6 The axiom: \(d \mathcal{R} \delta \approx \delta\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that:

\(d \mathcal{R} \delta \mathcal{R} \delta\).

Trivially, both \(d \mathcal{R} \delta\) and \(\delta \mathcal{R} \delta\) cannot perform any transitions, nor terminate. Hence \(\mathcal{R}\) is a bisimulation relation.

A.7 The axiom: \([\text{true}] \mathcal{R} x \approx x\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x \in P:\)

\([\text{true}] \mathcal{R} x \land x \mathcal{R} x\).

For \(x \mathcal{R} x\), the proof is trivial. For \([\text{true}] \mathcal{R} x\) we find the following cases.

1. \([\text{true}] \mathcal{R} x,\), for which we need the hypothesis

(a) \(\exists \nu. (\nu, \nu') = [\text{true}] \land (x, \nu') \checkmark\), for which we need the hypothesis

i. \(\exists \nu. (\nu, \nu') = [\text{true}] \land \nu = \nu'\)

From which we directly conclude \((x, \nu) \checkmark\)

2. \((x, \nu) \checkmark\)

And clearly \((\nu, \nu) = [\text{true}]\) hence \([\text{true}] \mathcal{R} x,\) \(x \mathcal{R} x\).

3. \([\text{true}] \mathcal{R} x,\) \(\rightarrow (p, \nu'')\), for which we need the hypothesis

(a) \(\exists \nu. (\nu, \nu') = [\text{true}] \land (x, \nu') \rightarrow (p, \nu'')\), for which we need the hypothesis
i. \( \exists v \ (v, v) \models [\text{true}] \land v = v' \)

From which we conclude \((x, v) \xrightarrow{p} (p, v'')\) with \(pRp\).

4. \((x, v) \xrightarrow{p} (p', v'')\)
For which we may immediately conclude that \((v, v) \models [\text{true}]\), hence
\(( [\text{true}] \Rightarrow x, v) \xrightarrow{p} (p, v'')\) with \(pRp\).

A.8 The axiom: \(c_{\text{jmp}} \Rightarrow c \approx c\)

We study the smallest relation \(R \subseteq P \times P\) such that for all \(x \in P\):
\[c_{\text{jmp}} \Rightarrow c \sim c \wedge xRx.\]

For \(xRx\), the proof is trivial, but for the proof of \(c_{\text{jmp}} \Rightarrow c \sim c\) we first need the following lemmas on solutions of flow clauses.

Lemma 1 If \((v, \sigma') \models c\) and \((\sigma'(0), \sigma) \models c\) then \((v, \sigma) \models c\).

Proof With induction to the structure of flow-clauses, we find two cases.

- If \((v, \sigma') \models [V \mid \text{Pred}]\) and \((\sigma'(0), \sigma) \models [V \mid \text{Pred}]\) then we find for all \(t \in \text{dom}(\sigma)\) that \((\sigma(t), \hat{\sigma}(t)) \models \text{Pred}\) and furthermore for all \(x \in V\) we find \(\nu(x) = \sigma'(0)(x) = \sigma(0)(x)\), hence \((v, \sigma) \models [V \mid \text{Pred}]\).

- If \((v, \sigma') \models c \land \sigma'\) and \((\sigma'(0), \sigma) \models c \land \sigma'\) then \((v, \sigma') \models c\) and \((\sigma'(0), \sigma) \models c\), and \((v, \sigma') \models c\) and \((\sigma'(0), \sigma) \models c\). Hence, with induction to the structure of \(c\) and \(\sigma'\), we find \((v, \sigma) \models c\) and \((v, \sigma) \models c\), and finally \((v, \sigma) \models c \land c'\).

\(\Box\)

Lemma 2 If \((v, \sigma) \models c\) then \((\sigma(0), \sigma) \models c\).

Proof With induction to the structure of flow-clauses, we find two cases.

- If \((v, \sigma) \models [V \mid \text{Pred}]\) then we find for all \(t \in \text{dom}(\sigma)\) that \((\sigma(t), \hat{\sigma}(t)) \models \text{Pred}\) and furthermore, trivially, for all \(x \in V\) we find \(\sigma(0)(x) = \sigma(0)(x)\), hence \((\sigma(0), \sigma) \models [V \mid \text{Pred}]\).

- If \((v, \sigma) \models c \land \sigma'\) then \((v, \sigma) \models c\) and \((v, \sigma) \models c\). Hence, with induction to the structure of \(c\) and \(\sigma'\), we find \((\sigma(0), \sigma) \models c\) and \((\sigma(0), \sigma) \models c\), and finally \((\sigma(0), \sigma) \models c \land c'\).

\(\Box\)

Now, we proceed with the proof that \(R\) is a bisimulation relation. Since both \(c_{\text{jmp}} \Rightarrow c\) and \(c\) cannot terminate, we only have the following two cases.
1. \( \{ c_{\text{jmp}} \gg c, \nu \} \xrightarrow{\downarrow} \{ p, \nu'' \} \), for which we need the hypothesis

\( (\exists \nu. (\nu, \nu') \models c_{\text{jmp}} \land (c, \nu') \xrightarrow{\downarrow} \{ p, \nu'' \} \) , for which we need the hypothesis

\( i. \exists_{x,l,\sigma} l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land p = c \land (\nu', \sigma) \models c \land \nu'' = 
\sigma(t) \land (\nu, \sigma') \models c \land \nu' = \sigma'(0) \)

Using the first lemma, we conclude \((\nu, \sigma) \models c\) and hence \( \{ c, \nu \} \xrightarrow{\downarrow} \{ p, \nu'' \} \) with \( p \mathcal{R} p \)

2. \( \{ c, \nu \} \xrightarrow{\downarrow} \{ p, \nu' \} \), for which we need the hypothesis

\( (\exists \nu. l = \sigma \land \text{dom}(\sigma) = [0 \ldots t] \land (\nu, \sigma) \models c \land \nu' = \sigma(t) \land p = c \)

Using the second lemma, we directly conclude that \((\sigma(0), \sigma) \models c\) and hence \((\nu, \sigma(0)) \models c_{\text{jmp}}\). Finally, this leads to \( \{ c_{\text{jmp}} \gg c, \nu \} \xrightarrow{\downarrow} \{ c, \sigma(t) \} \), i.e. \( \{ c, \nu \} \xrightarrow{\downarrow} \{ p, \nu' \} \) with \( p \mathcal{R} p \).

A.9 The axiom: \((x \oplus y) \oplus z \approx x \oplus (y \oplus z)\)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y, z \in P \):

\[(x \oplus y) \oplus z \mathcal{R} x \oplus (y \oplus z) \land x \mathcal{R} x.
\]

For \( x \mathcal{R} x \), the proof is trivial. For \( (x \oplus y) \oplus z \mathcal{R} x \oplus (y \oplus z) \) we find the following cases.

1. \( \langle x \oplus y \rangle \oplus z, \nu \rangle \rightarrow \), for which we need one of the hypotheses

\( a. \langle x \oplus y, \nu \rangle \rightarrow \), for which we need one of the hypotheses

\( i. \langle x, \nu \rangle \rightarrow \)

From which we directly conclude \( \langle x \oplus (y \oplus z), \nu \rangle \rightarrow \).

\( ii. \langle y, \nu \rangle \rightarrow \)

From which we directly conclude \( \langle y \oplus z, \nu \rangle \rightarrow \) and \( \langle x \oplus (y \oplus z), \nu \rangle \rightarrow \).

\( b. \langle z, \nu \rangle \rightarrow \)

From which we directly conclude \( \langle y \oplus z, \nu \rangle \rightarrow \) and \( \langle x \oplus (y \oplus z), \nu \rangle \rightarrow \).

2. \( \langle x \oplus (y \oplus z), \nu \rangle \rightarrow \), similar to the previous case.

3. \( \langle x \oplus y \rangle \oplus z, \nu \rangle \rightarrow \langle p, \nu' \rangle \), for which we need one of the hypotheses

\( a. \langle x \oplus y, \nu \rangle \rightarrow \langle p, \nu' \rangle \), for which we need one of the hypotheses

\( i. \langle x, \nu \rangle \rightarrow \langle p, \nu' \rangle \)

From which we directly conclude \( \langle x \oplus (y \oplus z), \nu \rangle \rightarrow \langle p, \nu' \rangle \) with \( p \mathcal{R} p \)
ii. \( \langle y, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \)

From which we conclude \( \langle y \oplus z, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \), hence \( \langle x \oplus (y \oplus z), \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \) with \( p \mathbin{R} p \)

(b) \( \langle z, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \)

From which we conclude \( \langle y \oplus z, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \), hence \( \langle x \oplus (y \oplus z), \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \) with \( p \mathbin{R} p \)

4. \( \langle x \oplus (y \oplus z), \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \), similar to the previous case.

A.10 The axiom: \( x \oplus y \approx y \oplus x \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):

\[
x \oplus y \mathbin{R} y \oplus x \land x \mathbin{R} x.
\]

For \( x \mathbin{R} x \), the proof is trivial. For \( x \oplus y \mathbin{R} y \oplus x \) we find the following cases.

1. \( \langle x \oplus y, \nu \rangle \checkmark \), for which we need one of the hypotheses

   (a) \( \langle x, \nu \rangle \checkmark \)
   
   From which we directly conclude \( \langle y \oplus x, \nu \rangle \checkmark \)

   (b) \( \langle y, \nu \rangle \checkmark \)
   
   From which we directly conclude \( \langle y \oplus x, \nu \rangle \checkmark \)

2. \( \langle y \oplus x, \nu \rangle \checkmark \), symmetrical to the previous case.

3. \( \langle x \oplus y, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \), for which we need one of the hypotheses

   (a) \( \langle x, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \)
   
   From which we directly conclude \( \langle y \oplus x, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \) with \( p \mathbin{R} p \).

   (b) \( \langle y, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \) From which we directly conclude \( \langle y \oplus x, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \) with \( p \mathbin{R} p \).

4. \( \langle y \oplus x, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle \), symmetrical to the previous case.

A.11 The axiom: \( d \gg x \oplus d' \gg x \approx (d \lor d') \gg x \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x \in P \):

\[
d \gg x \oplus d' \gg x \mathbin{R} (d \lor d') \gg x \land x \mathbin{R} x.
\]

For \( x \mathbin{R} x \), the proof is trivial. For \( d \gg x \oplus d' \gg x \mathbin{R} (d \lor d') \gg x \), we find the following cases.
1. \( \{d \gg x \oplus d' \gg x, \nu\} \checkmark \), for which we need one of the hypotheses
   (a) \( \{d \gg x, \nu\} \checkmark \), for which we need the hypothesis
   i. \( \exists \nu, \nu' : (d \lor x, \nu') \checkmark \)
      From which we conclude \( (d \lor x') \models (d \lor d') \), hence \( \models (d \lor d') \gg x, \nu' \).
   (b) \( \{d' \gg x, \nu\} \checkmark \), similar to the previous case.

2. \( \{(d \lor d') \gg x, \nu\} \checkmark \), for which we need the hypothesis
   (a) \( \exists \nu, \nu' : (d \lor d') \land (x, \nu') \checkmark \), for which we need one of the hypotheses
      i. \( (\nu, \nu') \models d \)
         From which we directly conclude \( \models (d \gg x, \nu) \) and hence \( \models (d \gg x \oplus d' \gg x, \nu) \).
      ii. \( (\nu, \nu') \models d' \), similar to the previous case.

3. \( \{d \gg x \oplus d' \gg x, \nu\} \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \), for which we need one of the hypotheses
   (a) \( \{d \gg x, \nu\} \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \), for which we need the hypothesis
      i. \( \exists \nu, \nu' : (d \lor x', \nu') \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \)
         From which we conclude \( (\nu, \nu') \models (d \lor d') \) hence \( \models (d \lor d') \gg x, \nu' \) \( \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \) with \( p \mathcal{R} p \).
   (b) \( \{d' \gg x, \nu\} \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \), similar to the previous case.

4. \( \{(d \lor d') \gg x, \nu\} \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \), for which we need the hypothesis.
   (a) \( \exists \nu, \nu' : (d \lor d') \land (x, \nu') \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \), for which we need one of the hypotheses
      i. \( (\nu, \nu') \models d \)
         From which we directly conclude \( \models (d \gg x, \nu) \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \) and hence \( \models (d \gg x \oplus d' \gg x, \nu) \overset{\varepsilon}{\rightarrow} \{p, \nu''\} \) with \( p \mathcal{R} p \).
      ii. \( (\nu, \nu') \models d' \), similar to the previous case.

A.12 The axiom: \( d \gg (x \oplus y) \approx d \gg x \oplus d \gg y \)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y \in P \):
\[
d \gg (x \oplus y) \mathcal{R} d \gg x \oplus d \gg y \land x \mathcal{R} x.
\]

For \( x \mathcal{R} x \), the proof is trivial. For \( d \gg (x \oplus y) \mathcal{R} d \gg x \oplus d \gg y \), we find the following cases.

1. \( \{d \gg (x \oplus y), \nu\} \checkmark \), for which we need the hypothesis
(a) $\exists \nu (\nu, \nu') \models d \land (x \oplus y, \nu') \checkmark$, for which we need one of the hypotheses
   
   i. $(x, \nu') \checkmark$
      From which we conclude $(d \Rightarrow x, \nu) \checkmark$ hence $(d \Rightarrow x \oplus d \Rightarrow y, \nu) \checkmark$.
   
   ii. $(y, \nu') \checkmark$
      Which is similar to the previous case.

2. $(d \Rightarrow x \oplus d \Rightarrow y, \nu) \checkmark$, for which we need one of the hypotheses
   
   (a) $(d \Rightarrow x, \nu) \checkmark$, for which we need the hypothesis
      
      i. $\exists \nu (\nu, \nu') \models d \land (x, \nu') \checkmark$
         From which we conclude $(x \oplus y, \nu') \checkmark$, and hence $(d \Rightarrow (x \oplus y), \nu) \checkmark$.
      
     (b) $(d \Rightarrow y, \nu) \checkmark$
        Which is similar to the previous case.

3. $(d \Rightarrow (x \oplus y), \nu) \models (p, \nu'')$, for which we need the hypothesis
   
   (a) $\exists \nu (\nu, \nu') \models d \land (x \oplus y, \nu') \models (p, \nu'')$, for which we need one of the hypotheses
      
      i. $(x, \nu') \models (p, \nu'')$
         From which we conclude $(d \Rightarrow x, \nu) \models (p, \nu'')$ hence $(d \Rightarrow x \oplus d \Rightarrow y, \nu) \models (p, \nu'')$.
      
      ii. $(y, \nu') \models (p, \nu'')$
         Which is similar to the previous case.

4. $(d \Rightarrow x \oplus d \Rightarrow y, \nu) \models (p, \nu'')$, for which we need one of the hypotheses
   
   (a) $(d \Rightarrow x, \nu) \models (p, \nu'')$, for which we need the hypothesis
      
      i. $\exists \nu (\nu, \nu') \models d \land (x, \nu') \models (p, \nu'')$
         From which we conclude $(x \oplus y, \nu') \models (p, \nu'')$, and hence $(d \Rightarrow (x \oplus y), \nu) \models (p, \nu'')$.
      
     (b) $(d \Rightarrow y, \nu) \models (p, \nu'')$
        Which is similar to the previous case.

A.13 The axiom: $(x \oplus y) \odot z \asymp x \odot z \oplus y \odot z$

We study the smallest relation $R \subseteq P \times P$ such that for all $x, y, z \in P$:

$$(x \oplus y) \odot z \asymp R x \odot z \oplus y \odot z \land x R x.$$  

For $x R x$, the proof is trivial. For $(x \oplus y) \odot z R x \odot z \oplus y \odot z$, we find the following cases.
1. \((x \odot y) \odot z, \nu) \checkmark\), for which we need the hypothesis
   
   (a) \((x \odot y, \nu) \checkmark \land (z, \nu) \checkmark\), for which we need one of the hypotheses

   i. \((x, \nu) \checkmark\)
   
   From which we conclude \((x \odot z, \nu) \checkmark\) and hence \((x \odot z \odot y \odot z) \checkmark\).

   ii. \((y, \nu) \checkmark\), which is similar to the previous case.

2. \((x \odot z \odot y, \nu) \checkmark\), which follows the reverse reasoning of the previous case.

3. \((x \odot y) \odot z, \nu) \checkmark\), for which we need one of the hypotheses

   (a) \((x \odot y, \nu) \checkmark \land (z, \nu) \checkmark\) \downarrow \((p, \nu')\), for which we need one of the hypotheses

   i. \((x, \nu) \checkmark\)
   
   From which we conclude \((x \odot z, \nu) \downarrow (p, \nu')\) and hence \((x \odot z \odot y \odot z, \nu) \downarrow (p, \nu')\), with \(p \mathcal{R} p\).

   ii. \((y, \nu) \checkmark\)
   
   Which is similar to the previous case.

(b) \(\exists p \in x \odot z \land (x \odot y, \nu) \downarrow (r, \nu')\), for which we need one of the following hypotheses

   i. \((x, \nu) \downarrow (r, \nu')\)
   
   From which we conclude \((x \odot z, \nu) \downarrow (p, \nu')\) and hence \((x \odot z \odot y \odot z, \nu) \downarrow (p, \nu')\), with \(p \mathcal{R} p\).

   ii. \((y, \nu) \downarrow (r, \nu')\)
   
   Which is similar to the previous case.

4. \((x \odot z \odot y, \nu) \checkmark\), which follows the reverse reasoning of the previous case.

A.14 The axiom: \((x \odot y) \odot z \approx x \odot (y \odot z)\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x, y, z \in P:\)

\[(x \odot y) \odot z \mathcal{R} x \odot (y \odot z) \land x \mathcal{R} x.\]

For \(x \mathcal{R} x\), the proof is trivial. For \((x \odot y) \odot z \mathcal{R} x \odot (y \odot z)\), we find the following cases.

1. \((x \odot y) \odot z, \nu) \checkmark\), for which we need the hypothesis

   (a) \((x \odot y, \nu) \checkmark \land (z, \nu) \checkmark\), for which we need the hypothesis
1. \( (x, \nu) \checkmark \land (y, \nu) \checkmark \)
   From which we readily conclude \( (y \circ z, \nu) \checkmark \) and \( (x \circ (y \circ z), \nu) \checkmark \).

2. \( (x \circ (y \circ z), \nu) \checkmark \), similar to the previous case.

3. \( (x \circ y) \circ z, \nu) \overset{1}{\rightarrow} (p, \nu') \), for which we need one of the hypotheses
   (a) \( (x \circ y, \nu) \checkmark \land (z, \nu) \overset{1}{\rightarrow} (p, \nu') \), for which we need the hypothesis
   i. \( (x, \nu) \checkmark \land (y, \nu) \checkmark \)
   From which we readily conclude \( (y \circ z, \nu) \overset{1}{\rightarrow} (p, \nu') \) and \( (x \circ (y \circ z), \nu) \overset{1}{\rightarrow} (p, \nu') \) with \( p \mathcal{R} p \).
   (b) \( \exists_r p = r \circ z \land (x \circ y, \nu) \overset{1}{\rightarrow} (r, \nu') \), for which we need one of the hypotheses
   i. \( (x, \nu) \checkmark \land (y, \nu) \overset{1}{\rightarrow} (r, \nu') \)
   From which we readily conclude that \( (y \circ z, \nu) \overset{1}{\rightarrow} (p, \nu') \), and hence \( (x \circ (y \circ z), \nu) \overset{1}{\rightarrow} (p, \nu') \), with \( p \mathcal{R} p \).
   ii. \( \exists_r r = s \circ y \land (x, \nu) \overset{1}{\rightarrow} (s, \nu') \)
   From which we readily conclude that \( p = (s \circ y) \circ z \) and \( (x \circ (y \circ z), \nu) \overset{1}{\rightarrow} (s \circ (y \circ z), \nu') \) with \( p \mathcal{R} s \circ (y \circ z) \).

4. \( (x \circ (y \circ z), \nu) \overset{1}{\rightarrow} (p, \nu') \), similar to the previous case.

A.15 The axiom: \( x \circ e \approx x \)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x \in P \):

\[ x \circ e \mathcal{R} x. \]

We only need to verify the following cases.

1. \( (x \circ e, \nu) \checkmark \), for which we need the hypothesis
   (a) \( (x, \nu) \checkmark \)

2. \( (x, \nu) \checkmark \)
   Using the rule for \( (e, \nu) \checkmark \), we immediately conclude \( (x \circ e, \nu) \checkmark \).

3. \( (x \circ e, \nu) \overset{1}{\rightarrow} (p, \nu') \), for which we need the hypothesis
   (a) \( \exists_{p'} p = p' \circ e \land (x, \nu) \overset{1}{\rightarrow} (p', \nu') \)
   And by construction \( p' \mathcal{R} p \).

4. \( (x, \nu) \overset{1}{\rightarrow} (p, \nu') \)
   From which we conclude \( (x \circ e, \nu) \overset{1}{\rightarrow} (p \circ e, \nu') \)
A.16 The axiom: \((d \gg a) \odot x \approx d \gg a \odot x\)

We study the smallest relation \(R \subseteq P \times P\) such that for all \(x \in P\):

\[(d \gg a) \odot x \approx d \gg a \odot x \land x R x .\]

For \(x R x\), the proof is trivial. For \((d \gg a) \odot x \ R \ d \gg a \odot x\), we find there is no termination, since actions do not terminate immediately. This leaves us with the following cases.

1. \(\langle (d \gg a) \odot x, \nu \rangle \not\rightarrow \langle p, \nu'' \rangle\), for which we need one of the hypotheses

   (a) \((d \gg a, \nu) \not\rightarrow \langle p, \nu'' \rangle\)
   Which cannot occur, since there is no termination rule for \(a\).

   (b) \(\exists p = r \odot x \land \langle d \gg a, \nu \rangle \not\rightarrow \langle r, \nu'' \rangle\)
   for which we need the hypothesis
   
   i. \(\exists v (\nu, \nu') \models d \land \langle x, \nu \rangle \not\rightarrow \langle r, \nu'' \rangle\)
   From which we conclude \(\langle a \odot x, \nu' \rangle \not\rightarrow \langle p, \nu'' \rangle\) hence \((d \gg a \odot x, \nu) \not\rightarrow \langle p, \nu'' \rangle\) with \(p \not\in R p\).

2. \((d \gg a \odot x, \nu) \not\rightarrow \langle (p', \nu') \rangle\)
   with reverse reasoning to the previous case.

A.17 The axiom: \((d \gg \epsilon) \odot x \approx d^2 \gg x\)

We study the smallest relation \(R \subseteq P \times P\) such that for all \(x \in P\):

\[(d \gg \epsilon) \odot x \ R \ d^2 \gg x \land x R x .\]

For \(x R x\), the proof is trivial. For \((d \gg \epsilon) \odot x \ R \ d^2 \gg x\), we find the following cases.

1. \(\langle (d \gg \epsilon) \odot x, \nu \rangle \not\rightarrow \langle \epsilon, \nu'' \rangle\), for which we need the hypothesis

   (a) \((d \gg \epsilon, \nu) \not\rightarrow \langle \epsilon, \nu'' \rangle\)
   \(\land \langle x, \nu \rangle \not\rightarrow \langle \epsilon, \nu'' \rangle\)
   for which we need the hypothesis
   
   i. \(\exists v (\nu, \nu') \models d \land \langle \epsilon, \nu \rangle \not\rightarrow \langle x, \nu' \rangle\)
   From which we conclude that \((\nu, \nu') \models d^2\) and hence \((d^2 \gg \epsilon, \nu') \not\rightarrow \langle x, \nu' \rangle\)

2. \((d^2 \gg x, \nu) \not\rightarrow \langle \epsilon', \nu'' \rangle\)
   for which we need the hypothesis

   (a) \(\exists v (\nu, \nu') \models d^2 \land \langle x, \nu' \rangle \not\rightarrow \langle \epsilon', \nu'' \rangle\)
   \(\land \langle x, \nu' \rangle \not\rightarrow \langle \epsilon', \nu'' \rangle\)
   for which we need the hypothesis
   
   i. \(\exists v (\nu, \nu') \models d \land \nu = \nu'\)
   Hence, using \((\epsilon, \nu) \not\rightarrow \langle \epsilon, \nu'' \rangle\) we may derive \((d \gg \epsilon, \nu) \not\rightarrow \langle \epsilon, \nu'' \rangle\) and finally, using \(\nu = \nu'\) we find \((d \gg \epsilon) \odot x, \nu) \not\rightarrow \langle p, \nu'' \rangle\).

3. \((d \gg \epsilon) \odot x, \nu) \not\rightarrow \langle \epsilon, \nu'' \rangle\)
   for which we need one of the hypotheses
(a) \( \langle d \gg \epsilon, \nu \rangle \checkmark \land \langle x, \nu \rangle \xrightarrow{d} \langle p, \nu'' \rangle \), for which we need the hypothesis
   i. \( \exists \nu (\nu, \nu) = d \)
       From which we conclude \( (\nu, \nu) = d \) and hence \( \langle d' \gg x, \nu \rangle \xrightarrow{d} \langle p, \nu'' \rangle \) with \( p \mathcal{R} p \).
   (b) \( \exists \nu (d \gg \epsilon, \nu) \xrightarrow{d} \langle r, \nu'' \rangle \)
       Which cannot be fulfilled since \( \epsilon \) does not generate any transitions.

4. \( \langle d' \gg x, \nu \rangle \xrightarrow{d} \langle p, \nu'' \rangle \), for which we need the hypothesis
   (a) \( \exists \nu (\nu, \nu') = d' \land \langle x, \nu' \rangle \xrightarrow{d} \langle p, \nu'' \rangle \), for which we need the hypothesis
       i. \( \exists \nu (\nu, \nu') = d' \land \nu = \nu' \)
           Hence, using \( (\epsilon, \nu) \checkmark \) we may derive \( (d \gg \epsilon, \nu) \checkmark \), and finally,
           using \( \nu = \nu' \), we find \( \langle (d \gg \epsilon) \ominus x, \nu \rangle \xrightarrow{d} \langle p, \nu'' \rangle \) with \( p \mathcal{R} p \).

A.18 The axiom: \( x \gg y \approx x \gg y \oplus y \)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y \in P \):

\[
x \gg y \mathcal{R} x \gg y \oplus y \gg x \mathcal{R} x.
\]

For \( x \mathcal{R} x \), the proof is trivial. For \( x \gg y \mathcal{R} x \gg y \oplus y \), we find the following cases.

1. \( \langle x \gg y, \nu \rangle \checkmark \), for which we need one of the hypotheses
   (a) \( \langle x, \nu \rangle \checkmark \)
       From which we conclude \( \langle x \gg y, \nu \rangle \checkmark \) hence \( \langle x \gg y \oplus y, \nu \rangle \checkmark \).
   (b) \( \langle y, \nu \rangle \checkmark \)
       From which we directly conclude \( \langle x \gg y \oplus y, \nu \rangle \checkmark \).

2. \( \langle x \gg y \oplus y, \nu \rangle \checkmark \), for which we need one of the hypotheses
   (a) \( \langle x \gg y, \nu \rangle \checkmark \), for which we need the hypothesis
       i. \( \langle x, \nu \rangle \checkmark \)
           From which we directly conclude \( \langle x \gg y, \nu \rangle \checkmark \).
   (b) \( \langle y, \nu \rangle \checkmark \)
       From which we directly conclude \( \langle x \gg y, \nu \rangle \checkmark \).

3. \( \langle x \gg y, \nu \rangle \xrightarrow{d} \langle p, \nu' \rangle \), for which we need one of the hypotheses
   (a) \( \langle y, \nu \rangle \xrightarrow{d} \langle p, \nu' \rangle \)
       From which we directly conclude \( \langle x \gg y \oplus y, \nu \rangle \xrightarrow{d} \langle p, \nu' \rangle \), with \( p \mathcal{R} p \).
(b) \( \exists r \ni p = r \rightarrow y \wedge \langle x, \nu \rangle \rightarrow \langle r, \nu' \rangle \)  
  From which we conclude \( \langle x \rightarrow y, \nu \rangle \rightarrow \langle r \rightarrow y, \nu' \rangle \) and hence  
  \( \langle x \rightarrow y \oplus y, \nu \rangle \rightarrow \langle p, \nu' \rangle \), with \( p R p \).

4. \( \langle x \rightarrow y \oplus y, \nu \rangle \rightarrow \langle p, \nu' \rangle \), with reverse reasoning from the previous case.

**A.19 The axiom:** \( (x \oplus y) \ni z \approx x \rightarrow z \oplus y \rightarrow z \) 

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y, z \in P \):  
\( (x \oplus y) \ni z R x \rightarrow z \oplus y \rightarrow z \wedge x R x \).

For \( xR x \), the proof is trivial. For \( (x \oplus y) \ni z R x \rightarrow z \oplus y \rightarrow z \), we find the following cases.

1. \( \langle (x \oplus y) \rightarrow z, \nu \rangle \checkmark \), for which we need the hypothesis  
   (a) \( \langle x \oplus y, \nu \rangle \checkmark \), for which we need one of the hypotheses  
      i. \( \langle x, \nu \rangle \checkmark \)  
         From which we directly conclude \( \langle x \rightarrow z, \nu \rangle \checkmark \) hence \( \langle x \rightarrow z \oplus y \rightarrow z, \nu \rangle \checkmark \).  
      ii. \( \langle y, \nu \rangle \checkmark \)  
         Similar to the previous case.

2. \( \langle x \rightarrow z \oplus y \rightarrow z, \nu \rangle \checkmark \), with reverse reasoning from the previous case.

3. \( \langle (x \oplus y) \rightarrow z, \nu \rangle \rightarrow \langle p, \nu' \rangle \), for which we need the hypotheses  
   (a) \( \exists r \ni p = r \rightarrow z \wedge \langle x \oplus y, \nu \rangle \rightarrow \langle r, \nu' \rangle \), for which we need one of the hypotheses  
      i. \( \langle x, \nu \rangle \rightarrow \langle r, \nu' \rangle \)  
         From which we conclude \( \langle x \rightarrow z, \nu \rangle \rightarrow \langle r \rightarrow z, \nu' \rangle \) hence  
         \( \langle x \rightarrow z \oplus y \rightarrow z, \nu \rangle \rightarrow \langle p, \nu' \rangle \), with \( p R p \).
      ii. \( \langle y, \nu \rangle \rightarrow \langle r, \nu' \rangle \)  
         Similar to the previous case.

4. \( \langle x \rightarrow z \oplus y \rightarrow z, \nu \rangle \rightarrow \langle p, \nu' \rangle \), with reverse reasoning from the previous case.

**A.20 The axiom:** \( (x \rightarrow y) \ni z \approx x \rightarrow (y \rightarrow z) \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y, z \in P \):  
\( (x \rightarrow y) \ni z R x \rightarrow (y \rightarrow z) \wedge (x \rightarrow y) \rightarrow z R x \rightarrow (y \rightarrow z) \wedge x R x \).

For \( x R x \), the proof is trivial. For \( (x \rightarrow y) \ni z R x \rightarrow (y \rightarrow z) \), we find the following cases.
1. \( \{ x \Rightarrow y \Rightarrow z, \nu \} \), for which we need the hypothesis
   
   (a) \( \{ x \Rightarrow y, \nu \} \), for which we need the hypothesis
      
      i. \( \{ x, \nu \} \)
      
      From which we directly conclude \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \).

2. \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \), with reverse reasoning from the previous case.

3. \( \{ x \Rightarrow y \Rightarrow z, \nu \} \rightarrow \{ p, \nu' \} \), for which we need the hypothesis
   
   (a) \( \exists p = r \Rightarrow z \land \{ x \Rightarrow y, \nu \} \rightarrow \{ r, \nu' \} \), for which we need the hypothesis
      
      i. \( \exists r = s \Rightarrow y \land \{ x, \nu \} \rightarrow \{ s, \nu' \} \)
      
      From which we conclude \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \rightarrow \{ s \Rightarrow (y \Rightarrow z), \nu' \} \) and \( \{ s \Rightarrow y \} \Rightarrow \{ y \Rightarrow z, \nu \} \).

4. \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \rightarrow \{ p, \nu' \} \), similar to the previous case.

For \( \{ x \Rightarrow y \} \Rightarrow \{ y \Rightarrow z \}, \nu \), we find the following cases.

1. \( \{ x \Rightarrow y \} \Rightarrow \{ y \Rightarrow z, \nu \} \), for which we need one of the hypotheses
   
   (a) \( \{ x \Rightarrow y, \nu \} \), for which we need one of the hypotheses
      
      i. \( \{ x, \nu \} \)
      
      From which we conclude directly \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \).
      
      ii. \( \{ y, \nu \} \) From which we conclude \( \{ y \Rightarrow z, \nu \} \) and hence \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \).

(b) \( \{ z, \nu \} \)
   
   From which we conclude \( \{ y \Rightarrow z, \nu \} \) and hence \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \).

2. \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \), similar to the previous case.

3. \( \{ x \Rightarrow y \} \Rightarrow \{ z, \nu \} \rightarrow \{ p, \nu' \} \), for which we need one of the hypotheses
   
   (a) \( \{ z, \nu \} \rightarrow \{ p, \nu' \} \)
      
      From which we conclude \( \{ y \Rightarrow z, \nu \} \rightarrow \{ p, \nu' \} \) and hence \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \rightarrow \{ p, \nu' \} \) with \( p \Rightarrow p \).

(b) \( \exists p = r \Rightarrow z \land \{ x \Rightarrow y, \nu \} \rightarrow \{ r, \nu' \} \), for which we need one of the hypotheses
      
      i. \( \{ y, \nu \} \rightarrow \{ r, \nu' \} \)
      
      From which we conclude \( \{ y \Rightarrow z, \nu \} \rightarrow \{ p, \nu' \} \) and hence \( \{ x \Rightarrow (y \Rightarrow z), \nu \} \rightarrow \{ p, \nu' \} \) with \( p \Rightarrow p \).
ii. \( \exists \, x = s \triangleright y \land \langle x, \nu \rangle \Downarrow \langle s, \nu' \rangle \)

From which we conclude \( p = (s \triangleright y) \triangleright z \) and \( \langle x \triangleright (y \triangleright z), \nu \rangle \Downarrow \langle s \triangleright (y \triangleright z), \nu' \rangle \) with \( (s \triangleright y) \triangleright zR \triangleright (y \triangleright z) \).

4. \( \langle x \triangleright (y \triangleright z), \nu \rangle \Downarrow \langle p, \nu' \rangle \), similar to the previous case.

### A.21 The axiom: \( \langle x \parallel y \parallel z \parallel z \parallel x \parallel (y \parallel z) \rangle \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y, z \in P \):

\[
(x \parallel y) \parallel z R x \parallel (y \parallel z) \land (x \parallel y) \parallel z R x \parallel (y \parallel z) \land x R x .
\]

For \( x R x \), the proof is trivial. For \( (x \parallel y) \parallel z R x \parallel (y \parallel z) \), we find the following cases.

1. \( (x \parallel y) \parallel z, \nu \rangle \checkmark \), which cannot be derived.

2. \( x \parallel (y \parallel z), \nu \rangle \checkmark \), which cannot be derived.

3. \( (x \parallel y) \parallel z, \nu \rangle \Downarrow \langle p, \nu' \rangle \), for which we need the hypothesis that \( l \in A \)

and furthermore

(a) \( \exists \, r = r \parallel z \land (x \parallel y, \nu) \Downarrow \langle r, \nu' \rangle \), for which we need the hypothesis

i. \( \exists \, r = s \parallel y \land (x, \nu) \Downarrow \langle s, \nu' \rangle \)

From which we conclude \( (x \parallel (y \parallel z), \nu) \Downarrow \langle s \parallel (y \parallel z), \nu' \rangle \), with

\( p = (s \parallel y) \parallel z R \parallel s \parallel (y \parallel z) \).

4. \( (x \parallel (y \parallel z), \nu) \Downarrow \langle p', \nu' \rangle \), similar to the previous case.

For \( (x \parallel y) \parallel z R x \parallel (y \parallel z) \), we find the following cases.

1. \( (x \parallel y) \parallel z, \nu \rangle \checkmark \), for which we need the hypothesis.

(a) \( (x \parallel y, \nu) \checkmark \land (z, \nu) \checkmark \), for which we need the hypothesis

i. \( (x, \nu) \checkmark \land (y, \nu) \checkmark \)

From which we conclude directly \( (x \parallel (y \parallel z), \nu) \checkmark \).

2. \( (x \parallel (y \parallel z), \nu) \checkmark \), similar to the previous case.

3. \( (x \parallel y) \parallel z, \nu \rangle \Downarrow \langle p, \nu' \rangle \), for which we need one of the hypotheses

(a) \( \exists \, r = (x \parallel y) \parallel r \land l \in A \land (z, \nu) \Downarrow \langle r, \nu' \rangle \)

From which we conclude \( (x \parallel (y \parallel z), \nu) \Downarrow \langle r \parallel r, \nu' \rangle \) with

\( (x \parallel y) \parallel r R x \parallel (y \parallel r) \).

(b) \( \exists \, p = r \parallel z \land l \in A \land (x \parallel y, \nu) \Downarrow \langle r, \nu' \rangle \), for which we find one of the hypotheses
i. \( \exists r = s \parallel y \land (x, \nu) \xrightarrow{\sim} (s, \nu') \) From which we conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (s \parallel (y \parallel z), \nu') \) with \( (s \parallel y) \parallel z \mathcal{R} s \parallel (y \parallel z) \).

ii. \( \exists r = x \parallel s \land (y, \nu) \xrightarrow{\sim} (s, \nu') \) From which we conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (s \parallel (y \parallel z), \nu') \) with \( (x \parallel s) \parallel z \mathcal{R} x \parallel (s \parallel z) \).

iii. \( \exists r, s, a, \alpha, \nu, \nu' r = s \parallel s' \land a = a'' \gamma \alpha'' \land (x, \nu) \xrightarrow{\sim} (s, \nu') \land (y, \nu) \xrightarrow{\sim} (s', \nu') \). Using associativity of \( \gamma \), we conclude that 
\( (a'' \gamma \alpha'') \gamma \alpha = (a'' \gamma \alpha'') \), from which we conclude in turn that 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (s \parallel (s' \parallel z), \nu') \) with \( (s \parallel s') \parallel z \mathcal{R} s \parallel (s' \parallel z) \).

(c) \( \exists r, a, a', \nu p = r \parallel r' \land l = (a \gamma a', \nu) \land (x \parallel y, \nu) \xrightarrow{\sim} (r, \nu') \land (z, \nu) \xrightarrow{\sim} (r', \nu') \), for which we find one of the hypotheses

i. \( \exists r = s \parallel y \land (x, \nu) \xrightarrow{\sim} (s, \nu') \) From which we conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (s \parallel (y \parallel z), \nu') \) with \( (s \parallel y) \parallel z \mathcal{R} s \parallel (y \parallel z) \).

ii. \( \exists r = x \parallel s \land (y, \nu) \xrightarrow{\sim} (s, \nu') \) From which we conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (s \parallel (y \parallel z), \nu') \) with \( (x \parallel s) \parallel z \mathcal{R} x \parallel (s \parallel z) \).

iii. \( \exists r, s, a, \alpha, \nu, \nu' \) for which we need the hypothesis

\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (p, \nu') \), for which we need the hypothesis

- \( (x, \nu) \lor (y, \nu) \lor \lor (z, \nu) \lor (p, \nu') \)

From which we directly conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (p, \nu') \) with \( p \mathcal{R} p \).

(e) \( (x, \nu) \lor \lor (x \parallel y, \nu) \lor (p, \nu') \), for which we need one of the hypotheses

- \( (x, \nu) \lor (y, \nu) \lor \lor (p, \nu') \)

From which we immediately conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (p, \nu') \) with \( p \mathcal{R} p \).

- \( (y, \nu) \lor (x, \nu) \lor \lor (p, \nu') \)

From which we immediately conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (p, \nu') \) with \( p \mathcal{R} p \).

- \( \exists r, p = r \parallel r' \lor (x, \nu) \lor (r, \nu') \lor (y, \nu) \lor \lor (r', \nu') \)

From which we immediately conclude 
\( (x \parallel (y \parallel z), \nu) \xrightarrow{\sim} (p, \nu') \) with \( p \mathcal{R} p \).

(f) \( \exists r, p = r \parallel s \lor l \in \Sigma \lor (x \parallel y, \nu) \lor (r, \nu') \lor (z, \nu) \lor \lor (s, \nu') \), for which we need one of the hypotheses.
• \((x, \nu) \not\rightarrow \land (y, \nu) \overset{\alpha}{\rightarrow} (r, \nu')\)

From which we immediately conclude \(x \parallel (y \parallel z), \nu) \overset{\alpha}{\rightarrow} (p, \nu')\)
with \(p \mathcal{R} p\).

• \((y, \nu) \not\rightarrow \land (x, \nu) \overset{\alpha}{\rightarrow} (r, \nu')\)

From which we immediately conclude \(x \parallel (y \parallel z), \nu) \overset{\alpha}{\rightarrow} (p, \nu')\)
with \(p \mathcal{R} p\).

• \(\exists_{\nu', \nu''} r = r' \parallel r'' \land (x, \nu) \overset{\alpha}{\rightarrow} (r', \nu') \land (y, \nu) \overset{\alpha}{\rightarrow} (r'', \nu')\)

From which we immediately conclude \(x \parallel (y \parallel z), \nu) \overset{\alpha}{\rightarrow} (p' \parallel (r' \parallel s), \nu')\)
with \(p = (r' \parallel r'') \parallel s \mathcal{R} r' \parallel (r'' \parallel s)\).

4. \(\langle x \parallel (y \parallel z), \nu \rangle \overset{\alpha}{\rightarrow} (p', \nu')\), similar to the previous case.

A.22 The axiom: \(\langle x \parallel y \rangle \parallel z \approx x \parallel (y \parallel z)\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x, y, z \in P:\)

\(\langle x \parallel y \rangle \parallel z \mathcal{R} x \parallel (y \parallel z) \land \langle x \parallel y \rangle \parallel z \mathcal{R} x \parallel (y \parallel z) \land \mathcal{R} x\).

For \(x \mathcal{R} x\), the proof is trivial. For \(\langle x \parallel y \rangle \parallel z \mathcal{R} x \parallel (y \parallel z)\), we find the following cases.

1. \(\langle x \parallel y \rangle \parallel z, \nu \rangle \not\rightarrow \), for which we need the hypothesis
   • \((x, \nu) \not\rightarrow \land (y, \nu) \not\rightarrow \), for which we need the hypothesis
     - \((x, \nu) \not\rightarrow \land (y, \nu) \not\rightarrow \)
     From which we immediately conclude \(\langle x \parallel (y \parallel z), \nu \rangle \not\rightarrow \).

2. \(\langle x \parallel (y \parallel z), \nu \rangle \not\rightarrow \), similar to the previous case.

3. \(\langle x \parallel y \rangle \parallel z, \nu \rangle \overset{\alpha}{\rightarrow} (p, \nu')\), for which we need one of the hypotheses

   (a) \(\exists_{\nu', \nu''} p = r \parallel s \land l = (\alpha \gamma a', \nu) \land (x \parallel y, \nu) \overset{\alpha}{\rightarrow} (r, \nu') \land (z, \nu) \overset{\alpha}{\rightarrow} (s, \nu')\), for which we need the hypothesis

   i. \(\exists_{\nu', \nu''} r = r' \parallel r'' \land a = a'' \gamma a''' \land (x, \nu) \overset{\alpha}{\rightarrow} (r', \nu') \land (y, \nu) \overset{\alpha}{\rightarrow} (r'', \nu')\)

   Using associativity of \(\gamma\) we then conclude \(l = a'' \gamma (a''' \gamma a)\) and hence \(\langle x \parallel (y \parallel z), \nu \rangle \overset{\alpha}{\rightarrow} (p, \nu')\) with \(p \mathcal{R} p\).

   (b) \(\exists_{\nu, \nu'} p = r \parallel s \land l \in \Sigma \land (x \parallel y, \nu) \overset{\alpha}{\rightarrow} (r, \nu') \land (z, \nu) \overset{\alpha}{\rightarrow} (s, \nu')\),

   for which we need one of the hypotheses

   i. \(\exists_{\nu', \nu''} r = r' \parallel r'' \land (x, \nu) \overset{\alpha}{\rightarrow} (r', \nu') \land (y, \nu) \overset{\alpha}{\rightarrow} (r'', \nu')\)

   From which we immediately conclude \(\langle x \parallel (y \parallel z), \nu \rangle \overset{\alpha}{\rightarrow} (r' \parallel (r'' \parallel s), \nu')\)
with \(p = (r' \parallel r'') \parallel s \mathcal{R} r' \parallel (r'' \parallel s)\).
ii. \( (x, \nu) \xrightarrow{I} (r, \nu') \land (y, \nu) \checkmark \)

From which we immediately conclude \( (x \parallel (y \parallel z), \nu) \xrightarrow{I} (p, \nu') \)
with \( p \mathcal{R} p \).

iii. \( (y, \nu) \xrightarrow{I} (r, \nu') \land (x, \nu) \checkmark \), similar to the previous case.

\((c)\) \( l \in \Sigma \land (x \parallel y, \nu) \xrightarrow{I} (p, \nu') \land (z, \nu) \checkmark \), for which we need one of the hypotheses

i. \( \exists_{r', p} p = r \parallel r' \land (x, \nu) \xrightarrow{I} (r, \nu') \land (y, \nu) \xrightarrow{I} (r', \nu') \)

From which we immediately conclude \( (x \parallel (y \parallel z), \nu) \xrightarrow{I} (p, \nu') \)
with \( p \mathcal{R} p \).

ii. \( (x, \nu) \xrightarrow{I} (p, \nu') \land (y, \nu) \checkmark \)

From which we immediately conclude \( (x \parallel (y \parallel z), \nu) \xrightarrow{I} (p, \nu') \)
with \( p \mathcal{R} p \).

iii. \( (y, \nu) \xrightarrow{I} (r, \nu') \land (x, \nu) \checkmark \), similar to the previous case.

\((d)\) \( l \in \Sigma \land (z, \nu) \xrightarrow{I} (p, \nu') \land (x \parallel y, \nu) \checkmark \), for which we need the hypothesis

i. \( (x, \nu) \checkmark \land (y, \nu) \checkmark \)

From which we immediately conclude \( (x \parallel (y \parallel z), \nu) \xrightarrow{I} (p, \nu') \)
with \( p \mathcal{R} p \).

4. \( (x \parallel (y \parallel z), \nu) \xrightarrow{I} (p', \nu') \), similar to the previous case.

For \( (x \parallel y) \parallel z \mathcal{R} (y \parallel z) \), the proof is similar to that of the axiom \( (x \parallel y) \parallel z \approx x \parallel (y \parallel z) \).

\section*{A.23 The axiom: \( (x \parallel y) \parallel z \approx x \parallel (y \parallel z) \)}

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y, z \in P \):

\( (x \parallel y) \parallel z \mathcal{R} x \parallel (y \parallel z) \land (x \parallel y) \parallel z \mathcal{R} x \parallel (y \parallel z) \land x \mathcal{R} x \).

For \( x \mathcal{R} x \), the proof is trivial.

For \( (x \parallel y) \parallel z \mathcal{R} x \parallel (y \parallel z) \), we find the following cases.

1. \( (x \parallel y) \parallel z \mathcal{R} x \parallel (y \parallel z) \), which cannot be satisfied.

2. \( (x \parallel (y \parallel z), \nu) \checkmark \), for which we need the hypothesis
   - \( (y \parallel z, \nu) \checkmark \), which cannot be satisfied.

3. \( (x \parallel y) \parallel z, \nu) \xrightarrow{I} (p, \nu') \), for which we need the hypothesis that \( l \in \Lambda \) and furthermore
   - \( \exists_{p} p = r \parallel z \land (x \parallel y, \nu) \xrightarrow{I} (r, \nu') \), for which we need the hypothesis
i. $\exists s', r = s \parallel s' \land t = (a \gamma a', \nu) \land \langle x, \nu \rangle \xrightarrow{a,a'} \langle s, \nu' \rangle \land \langle y, \nu \rangle \xrightarrow{a,a'} \langle s', \nu' \rangle$

From which we conclude $\langle x \parallel (y \parallel z), \nu \rangle \xrightarrow{t} \langle s \parallel (s' \parallel z), \nu' \rangle$ with $p = (s \parallel s') \parallel z \mathcal{R} s \parallel (s' \parallel z)$.

4. $\langle x \parallel (y \parallel z), \nu \rangle \xrightarrow{t} \langle p, \nu' \rangle$, for which we need one of the hypotheses

(a) $\exists s, r \equiv (a \gamma a', \nu) \land \langle x, \nu \rangle \xrightarrow{a,a'} \langle r, \nu' \rangle \land \langle y \parallel z, \nu \rangle \xrightarrow{a,a'} \langle s, \nu' \rangle$, for which we need the hypothesis

i. $\exists s = s' \parallel z \land \langle y, \nu \rangle \xrightarrow{a,a'} \langle r', \nu' \rangle$. From which we conclude $\langle (x \parallel y) \parallel z, \nu \rangle \xrightarrow{t} \langle (r \parallel s') \parallel z, \nu' \rangle$ with $(r \parallel s') \parallel z \mathcal{R} r \parallel (s' \parallel z) = p$.

(b) $\exists t \in \Sigma \land \langle y \parallel z, \nu \rangle \xrightarrow{t} \langle s, \nu' \rangle$, which cannot be satisfied.

(c) $\exists t \in \Sigma \land \langle y \parallel z, \nu \rangle \xrightarrow{t}$, which cannot be satisfied.

For $(x \parallel y) \parallel z \mathcal{R} x \parallel (y \parallel z)$, the proof is similar to that of the axiom $(x \parallel y) \parallel z \approx x \parallel (y \parallel z)$.

A.24 The axiom: $(a \odot x) \Rightarrow y \approx a \odot (x \Rightarrow y)$

We study the smallest relation $\mathcal{R} \subseteq P \times P$ such that for all $x, y \in P$:

$(a \odot x) \Rightarrow y \mathcal{R} a \odot (x \Rightarrow y) \land (a \odot x) \Rightarrow y \mathcal{R} (a \odot (x \Rightarrow y) \land x \mathcal{R} x$.

The proof for $x \mathcal{R} x$, is trivial. Furthermore, since actions cannot terminate, we find the following cases for $(a \odot x) \Rightarrow y \mathcal{R} a \odot (x \Rightarrow y)$.

1. $(a \odot x) \Rightarrow y, \nu \xrightarrow{t} \langle p, \nu' \rangle$, for which we need the hypothesis

(a) $\exists p = r \Rightarrow y \land \langle a \odot x, \nu \rangle \xrightarrow{t} \langle r, \nu' \rangle$, for which we need the hypothesis

i. $\exists r = s \parallel x \land \langle a \odot x, \nu \rangle \xrightarrow{t} \langle s, \nu' \rangle$, for which we need the hypothesis

A. $s = e$

From which we conclude $p = (e \odot x) \Rightarrow y$ and $\langle a \odot (x \Rightarrow y), \nu \rangle \xrightarrow{t} (e \odot (x \Rightarrow y), \nu')$ with $(e \odot x) \Rightarrow y \mathcal{R} e \odot (x \Rightarrow y)$.

2. $(a \odot (x \Rightarrow y), \nu \rangle \xrightarrow{t} \langle p, \nu' \rangle$, similar to the previous case.

For $(e \odot x) \Rightarrow y \mathcal{R} e \odot (x \Rightarrow y)$, the proof is similar to that of the axiom $e \odot x \approx x$. 
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A.25 The axiom: \((d \gg c \gg x) \odot y \cong d \gg c \gg x \odot y\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x, y \in P:\)

\[(d \gg c \gg x) \odot y \mathcal{R} d \gg c \gg x \odot y \land (c \gg x) \odot y \mathcal{R} c \gg x \odot y \land x \mathcal{R} x.\]

The proof for \(x \mathcal{R} x\), is trivial. We find the following cases for \((d \gg c \gg x) \odot y \mathcal{R} d \gg c \gg x \odot y\).

1. \(\{(d \gg (c \gg x)) \odot y, \nu)\} \mathcal{R} \{(p, \nu')\}\), for which we need the hypothesis

   (a) \(\exists (d \gg (c \gg x), \nu) \mathcal{R} \{y, \nu\} \mathcal{R} \{p, \nu'\}\), for which we need the hypothesis

      i. \(\exists (c, \nu) \mathcal{R} \{x, \nu\} \mathcal{R} \{s, \nu\}\), for which we need the hypothesis

         A. \(\{c, \nu\}\) \(\mathcal{R}\)

      Which cannot be derived using the semantical rules of HyPA.

2. \(d \gg c \gg (x \odot y)\) turns out not to terminate, similarly to the previous case.

3. \(\{(d \gg c \gg x) \odot y, \nu\} \downarrow \{(p, \nu')\}\), for which we need the hypothesis

   (a) \(\exists \{r = r \odot y \land (d \gg c \gg x, \nu) \downarrow \{r, \nu'\}\}\), for which we need the hypothesis

      i. \(\exists (c, \nu) \mathcal{R} \{x, \nu\} \mathcal{R} \{s, \nu\}\), for which we need the hypothesis

         A. \(\{c, \nu\}\) \(\mathcal{R}\)

      From which we conclude \(p = (c \gg x) \odot y\) and \(\{c \gg x \odot y, \nu\} \downarrow \{(c \gg x \odot y, \nu')\}\) with \((c \gg x) \odot y \mathcal{R} c \gg x \odot y\).

   (b) \(\{(d \gg c \gg x) \odot y, \nu\} \downarrow \{(p', \nu'')\}\), which cannot occur since \(d \gg c \gg x\) does not terminate.

4. \(\{(c \gg x) \odot y, \nu\} \downarrow \{(p', \nu'')\}\), similar to the previous case.

We find the following cases for \((c \gg x) \odot y \mathcal{R} c \gg x \odot y\).

1. \(\{(c \gg x) \odot y, \nu\}\) \(\mathcal{R}\), for which we need the hypothesis

   (a) \(\exists (c, \nu) \mathcal{R} \{x, \nu\} \mathcal{R} \{y, \nu\}\), for which we need one of the hypotheses

      i. \(\{c, \nu\}\) \(\mathcal{R}\)

      Which cannot be derived.

      ii. \(\{x, \nu\}\) \(\mathcal{R}\)

      From which we conclude \(\{x \odot y, \nu\}\) \(\mathcal{R}\) and hence \(\{c \gg x \odot y, \nu\}\) \(\mathcal{R}\).
2. \( \langle c \triangleright x \odot y, \nu \rangle \triangleright \), similar to the previous case.

3. \( \langle c \triangleright x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu \rangle \), for which we need one of the hypotheses
   
   (a) \( \langle x \odot y, \nu \rangle \triangleright \wedge \langle y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu \rangle \), for which we need one of the hypotheses
       
       i. \( \langle c, \nu \rangle \triangleright \)
       
       Which cannot be derived.
   
   ii. \( \langle x, \nu \rangle \triangleright \)
       
       From which we conclude \( \langle x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu \rangle \) hence \( \langle c \triangleright x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu \rangle \) with \( p \mathcal{R} p \).
   
   (b) \( \exists_r p = r \odot y \land \langle c \triangleright x, \nu \rangle \xmapsto{\downarrow} \langle r, \nu' \rangle \), for which we one of the hypotheses
       
       i. \( \langle x, \nu \rangle \xmapsto{\downarrow} \langle r, \nu' \rangle \)
       
       From which we conclude \( \langle x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu' \rangle \) hence \( \langle c \triangleright x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p, \nu' \rangle \) with \( p \mathcal{R} p \).
       
       ii. \( \exists_r r = s \triangleright x \land \langle c, \nu \rangle \xmapsto{\downarrow} \langle s, \nu' \rangle \)
       
       From which we conclude \( p = (s \triangleright x) \odot y \) and \( \langle c \triangleright x \odot y, \nu \rangle \xmapsto{\downarrow} \langle s \triangleright x \odot y, \nu' \rangle \) with \( s \triangleright x \odot y \mathcal{R} s \triangleright x \odot y \).

4. \( \langle c \triangleright x \odot y, \nu \rangle \xmapsto{\downarrow} \langle p', \nu' \rangle \), similar to the previous case.

A.26 The axiom: \( \triangleright x \triangleright \delta \approx x \)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x \in P \):

\[ \triangleright x \triangleright \delta \mathcal{R} x \wedge x \triangleright \delta \mathcal{R} x . \]

There are only two non-trivial cases:

1. \( \langle x \triangleright \delta, \nu \rangle \xmapsto{\downarrow} \langle p, \nu' \rangle \), for which we need the hypothesis
   
   (a) \( \exists_{p'} p = p' \triangleright \delta \wedge \langle x, \nu \rangle \xmapsto{\downarrow} \langle p', \nu' \rangle \)
       
       For which we conclude \( p' \triangleright \delta \mathcal{R} p' \).

2. \( \langle x \triangleright \delta, \nu \rangle \xmapsto{\downarrow} \langle p, \nu' \rangle \), for which we need the hypothesis
   
   (a) \( \exists_{p'} p = p' \triangleright \delta \wedge \langle x, \nu \rangle \xmapsto{\downarrow} \langle p', \nu' \rangle \)
       
       For which we conclude \( p' \triangleright \delta \mathcal{R} p' \).

A.27 The axiom: \( \epsilon \triangleright x \approx \epsilon \)

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x \in P \):

\[ \epsilon \triangleright x \mathcal{R} \epsilon . \]

It is trivial to see that \( \langle \epsilon \triangleright x, \nu \rangle \triangleright \nRightarrow \langle \epsilon, \nu \rangle \triangleright \), and that both terms do not generate any transitions. Hence \( \mathcal{R} \) is a bisimulation relation.
A.28 The axiom: \((d \gg x) \gg y \approx d \gg x \gg y\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x \in P\):

\[(d \gg x) \gg y \mathcal{R} d \gg x \gg y \land x \mathcal{R} x\,.

For \(x \mathcal{R} x\), the proof is trivial. For \((d \gg x) \gg y \mathcal{R} d \gg x \gg y\), we find the following cases.

1. \((d \gg x) \gg y, v)\,\checkmark\), for which we need the hypothesis
   (a) \((d \gg x, v)\,\checkmark\), for which we need the hypothesis
      i. \(\exists v' (v, v') = d \land (x, v')\,\checkmark\)
         From which we conclude \((x \gg y, v')\,\checkmark\) hence \((d \gg x \gg y, v)\,\checkmark\).

2. \((d \gg x \gg y, v)\,\checkmark\), similar to the previous case.

3. \((d \gg x \gg y, v)\,\checkmark\), for which we need the hypothesis
   (a) \(\exists v' (v, v') = d \land (x, v')\,\checkmark\)
      i. \(\exists v' (v, v') = d \land (x, v')\,\checkmark\)
         From which we conclude \((x \gg y, v')\,\checkmark\) and hence
         \((d \gg x \gg y, v'')\,\checkmark\) with \(p \mathcal{R} p\).

4. \((d \gg x \gg y, v)\,\checkmark\), similar to the previous case.

A.29 The axiom: \(x \parallel y \approx x \parallel y \parallel x \parallel x \parallel y\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x, y \in P\):

\[x \parallel y \mathcal{R} x \parallel y \parallel x \parallel x \parallel y \land x \mathcal{R} x\,.

For \(x \mathcal{R} x\), the proof is trivial. For \(x \parallel y \mathcal{R} x \parallel y \parallel x \parallel x \parallel y\), we find the following cases.

1. \((x \parallel y, v)\,\checkmark\) which leads to:
   (a) \((x, v)\,\checkmark\) \land \((y, v)\,\checkmark\)
      From which we find \((x \parallel y, v)\,\checkmark\) and hence \((x \parallel y \parallel x \parallel x \parallel y, v)\,\checkmark\).

2. \((x \parallel y \parallel x \parallel x \parallel y, v)\,\checkmark\) which leads to the cases:
   (a) \((x \parallel y, v)\,\checkmark\)
      For which there is no deduction rule.
   (b) \((y \parallel x, v)\,\checkmark\)
      For which there is no deduction rule.
(c) \( \langle x \mid y, \nu \rangle \checkmark \) which leads to:

i. \( \langle x, \nu \rangle \checkmark \land \langle y, \nu \rangle \checkmark \)
From this we find, directly, \( \langle x \| y, \nu \rangle \checkmark \).

3. \( \langle x \| y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) which leads to the cases:

(a) \( l = (a, \nu) \land \langle x \| y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \) which leads to the cases:

i. \( \exists \nu \langle x, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p', \nu' \rangle \land p = p' \mid y \)
From which we conclude that \( \langle x \| y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \), and hence
\( \langle x \| y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) and \( \langle x \| y \| x \| x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) with \( p \mathcal{R} p \).

ii. \( \exists \nu \langle y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p', \nu' \rangle \land p = x \mid p' \)
Similar to the previous case.

iii. \( \exists \nu, \rho, \alpha, \alpha', \alpha'' \rho = p' \mid p'' \land \alpha = \alpha'' \gamma \alpha' \land \langle x, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p', \nu' \rangle \land \langle y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p'', \nu'' \rangle \)
From which we conclude that \( \langle x \mid y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p' \mid p'', \nu' \rangle \), and hence
\( \langle x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) and \( \langle x \| y \| y \| x \| x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) with \( p \mathcal{R} p \).

(b) \( l = \sigma \land \langle x \| y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \) which leads to the cases:

i. \( \langle x, \nu \rangle \checkmark \land \langle y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \)
From which we conclude that \( \langle x \mid y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \) and hence
\( \langle x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) and \( \langle x \| y \| x \| x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) with \( p \mathcal{R} p \).

ii. \( \langle y, \nu \rangle \checkmark \land \langle x, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p, \nu' \rangle \)
Similar to the previous case.

iii. \( \exists \nu, \rho, \rho = p' \mid p'' \land \langle x, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p', \nu' \rangle \land \langle y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p'', \nu'' \rangle \)
From which we conclude that \( \langle x \mid y, \nu \rangle \overset{\checkmark}{\rightarrow} \langle p' \mid p'', \nu' \rangle \) and hence
\( \langle x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) and \( \langle x \| y \| y \| x \| x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu' \rangle \) with \( p \mathcal{R} p \).

4. \( \langle x \| y \| x \| x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu \rangle \) which leads to the cases:

(a) \( \langle x \| y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu \rangle \)
Trivial, since every deduction rule for \( \| \) is also a rule for \( \| \).

(b) \( \langle y \| x, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu \rangle \)
Trivial, since every deduction rule for \( \| \) is also a rule for \( \| \).

(c) \( \langle x \mid y, \nu \rangle \overset{\triangleleft}{\rightarrow} \langle p, \nu \rangle \)
Trivial, since every deduction rule for \( \mid \) is also a rule for \( \| \).
A.30 The axiom: \((x \oplus y) \parallel z \approx x \parallel z \oplus y \parallel z\)

We study the smallest relation \(R \subseteq P \times P\) such that for all \(x, y, z \in P\):

\[(x \oplus y) \parallel z R x \parallel z \oplus y \parallel z \wedge x \mathcal{R} x .\]

For \(x \mathcal{R} x\), the proof is trivial. For \((x \oplus y) \parallel z R x \parallel z \oplus y \parallel z\), we find the following cases.

1. \((x \oplus y) \parallel z, \nu \vee\), which cannot occur.

2. \((x \parallel z \oplus y \parallel z, \nu \vee\), for which we need one of the hypotheses:
   (a) \((x \parallel z, \nu \vee\), which cannot occur.
   (b) \((y \parallel z, \nu \vee\), which cannot occur.

3. \((x \oplus y) \parallel z, \nu \rightarrow (p, \nu')\), for which we need the hypothesis:
   (a) \(\exists p = r \parallel z \wedge (x \parallel y, \nu \rightarrow (r, \nu'))\), for which we need the hypothesis:
      i. \(\nu \rightarrow (r, \nu')\)
      From which we may conclude \((x \parallel z, \nu \rightarrow (p, \nu')\), hence \(\nu \rightarrow (x \parallel z, \nu \vee\)\) with \(p \mathcal{R} p\).
   ii. \((y \parallel z, \nu \vee\)\)
      Which is similar to the previous case.

4. \((x \parallel z \oplus y \parallel z, \nu \rightarrow (p, \nu')\), for which we need one of the hypotheses:
   (a) \((x \parallel z, \nu \rightarrow (p, \nu')\), for which we need the hypothesis:
      i. \(\exists p = r \parallel z \wedge (x, \nu \rightarrow (r, \nu')\)
      From which we readily conclude \((x \parallel y, \nu \rightarrow (p, \nu')\) and hence \((x \parallel z, \nu \rightarrow (p, \nu')\) with \(p \mathcal{R} p\).
   (b) \((y \parallel z, \nu \rightarrow (p, \nu')\)
      Which is similar to the previous case.

A.31 The axiom: \(d \triangleright x \parallel y \approx d \triangleright (x \parallel y)\)

We study the smallest relation \(R \subseteq P \times P\) such that for all \(x, y \in P\):

\[d \triangleright x \parallel y \mathcal{R} \triangleright d \triangleright (x \parallel y) \wedge x \mathcal{R} x .\]

For \(x \mathcal{R} x\), the proof is trivial. For \(d \triangleright x \parallel y \mathcal{R} \triangleright (x \parallel y)\), we find the following cases.

1. \((d \triangleright x \parallel y, \nu \vee\), which cannot occur.
2. \( \langle d \Rightarrow (x \parallel y), \nu \rangle \checkmark \), for which we need the hypothesis:

(a) \( \exists \nu \ (\nu, \nu') \models d \land \langle x \parallel y, \nu' \rangle \checkmark \), which cannot occur.

3. \( \langle d \Rightarrow x \parallel y, \nu \rangle \vdash \langle p, \nu'' \rangle \), for which we need the hypothesis:

(a) \( \exists \nu \ p = r \parallel y \land \langle d \Rightarrow x, \nu \rangle \vdash \langle r, \nu'' \rangle \), for which we need the hypothesis:

i. \( \exists \nu \ (\nu, \nu') \models d \land \langle x, \nu' \rangle \vdash \langle r, \nu'' \rangle \)

From which we may conclude \( \langle x \parallel y, \nu' \rangle \vdash \langle p, \nu'' \rangle \) and finally

\( \langle d \Rightarrow (x \parallel y), \nu \rangle \vdash \langle p, \nu'' \rangle \) with \( p \mathrel{R} p \).

4. \( \langle d \Rightarrow (x \parallel y), \nu \rangle \vdash \langle p, \nu'' \rangle \), for which we need the hypothesis:

(a) \( \exists \nu \ (\nu, \nu') \models d \land \langle x \parallel y, \nu' \rangle \vdash \langle p, \nu'' \rangle \), for which we need the hypothesis:

i. \( \exists \nu \ p = r \parallel y \land \langle x, \nu' \rangle \vdash \langle r, \nu'' \rangle \)

From which we may conclude \( \langle d \Rightarrow x, \nu \rangle \vdash \langle r, \nu'' \rangle \) and hence

\( \langle d \Rightarrow x \parallel y, \nu \rangle \vdash \langle p, \nu'' \rangle \) with \( p \mathrel{R} p \).

A.32 The axiom: \( (a \odot x) \parallel y \approx a \odot (x \parallel y) \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):

\( (a \odot x) \parallel y R a \odot (x \parallel y) \land (\varepsilon \odot x \parallel y) R e \odot (x \parallel y) \land x R x \).

For \( x R x \), the proof is trivial. For \( (a \odot x) \parallel y R a \odot (x \parallel y) \), we find the following cases.

1. Termination does not occur.
2. \( \langle (a \odot x) \parallel y, \nu \rangle \vdash \langle p, \nu' \rangle \), for which we need the hypothesis:

(a) \( \exists \nu \ p = r \parallel y \land \langle a \odot x, \nu \rangle \vdash \langle r, \nu' \rangle \), and since actions do not terminate, we need the hypothesis:

i. \( \exists \nu \ r = s \odot x \land \langle a, \nu \rangle \vdash \langle s, \nu' \rangle \).

Clearly, \( s = \varepsilon \), hence \( p = (\varepsilon \odot x) \parallel y \) and \( (a \odot (x \parallel y), \nu) \vdash \langle \varepsilon \odot (x \parallel y), \nu' \rangle \) with \( \varepsilon \odot (x \parallel y) \mathrel{R} (\varepsilon \odot x) \parallel y \).

3. \( (a \odot (x \parallel y), \nu) \vdash \langle p, \nu' \rangle \), which is similar to the previous case.

For \( (\varepsilon \odot x) \parallel y R e \odot x \parallel y \), we find the following cases.

1. \( (\varepsilon \odot x) \parallel y, \nu \checkmark \), for which we need the hypothesis:

(a) \( (\varepsilon \odot x, \nu) \checkmark \land \langle y, \nu \rangle \checkmark \), for which we need the hypothesis:
1. \( \langle x, \nu \rangle \not\in \prec \)
   From which we readily conclude \( \langle x \parallel y, \nu \rangle \not\in \prec \), hence \( \langle \epsilon \circ (x \parallel y), \nu \rangle \not\in \prec \).

2. \( \langle \epsilon \circ (x \parallel y), \nu \rangle \not\in \prec \), which is similar to the previous case.

3. \( \langle \epsilon \circ x \parallel y, \nu \rangle \not\in \prec \), for which we need one of the hypotheses:
   
   i. \( \langle x, \nu \rangle \not\in \prec \ (p', \nu') \)
   From which we readily conclude \( \langle x \parallel y, \nu \rangle \not\in \prec \ (p', \nu') \) and hence \( \langle \epsilon \parallel (x \parallel y), \nu \rangle \not\in \prec \ (p', \nu') \) with \( p \not\in R p \).

   (b) \( \exists \sigma l = \sigma \land \langle \epsilon \circ x, \nu \rangle \not\in \prec \ (p, \nu) \land \langle y, \nu \rangle \not\in \prec \), which is similar to the first case.

   (c) \( \exists \nu l = \sigma \land \langle \epsilon \circ x, \nu \rangle \not\in \prec \ (p, \nu) \land \langle y, \nu \rangle \not\in \prec \), which is similar to the first case.

   (d) \( \exists a \gamma l = \sigma \land \langle \epsilon \circ x, \nu \rangle \not\prec \ (p', \nu') \land \langle y, \nu \rangle \not\prec \ (p', \nu') \), which is similar to the first case.

   (e) \( \exists a \gamma l = \sigma \land \langle \epsilon \circ x, \nu \rangle \not\prec \ (p', \nu') \), which is similar to the first case.

   (f) \( \exists a \gamma l = \sigma \land \langle \epsilon \circ x, \nu \rangle \not\prec \ (p', \nu') \), which is similar to the first case.

4. \( \langle \epsilon \circ (x \parallel y), \nu \rangle \not\in \prec \ (p, \nu') \), which uses the reverse reasoning of the previous case.

In fact, this last case could also have been concluded from the axiom \( \epsilon \circ x \approx x \).

A.33 The axiom: \( (c \not\in \prec \ x) \parallel y \approx \delta \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):

\( (c \not\in \prec \ x) \parallel y \not\in R \delta \).

Clearly, both related processes in \( (c \not\in \prec \ x) \parallel y \not\in R \delta \) cannot terminate. Furthermore, for \( \langle (c \not\in \prec \ x) \parallel y, \nu \rangle \not\in \prec \ (p, \nu') \) we ultimately need the hypothesis that \( \exists a \gamma l = \sigma \land p = (r \not\in \prec \ x) \parallel y \land \langle c, \nu \rangle \not\in \prec \ (r, \nu') \), which clearly cannot occur. Hence both processes do not perform any transitions.

A.34 The axiom: \( x \parallel y \approx y \parallel x \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):

\( x \parallel y \not\in R x \land x \parallel y \not\in R y x \).

For \( x \not\in R x \), the proof is trivial. For \( x \parallel y \not\in R x \) and \( x \parallel y \not\in R y || x \) the proofs are straightforward by symmetry of the rules for \( \parallel \) and \( || \).
A.35 **The axiom:** \((x \oplus y) \mid z \approx x \mid z \oplus y \mid z\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x, y \in P:\)

\[(x \oplus y) \mid z \mathcal{R} x \mid z \oplus y \mid z \wedge x \mathcal{R} x.

For \(x \mathcal{R} x\), the proof is trivial. For \((x \oplus y) \mid z \mathcal{R} x \mid z \oplus y \mid z\), we find the following cases.

1. \(\langle x \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\), which needs the hypothesis:
   - \(\langle x \oplus y, \nu \rangle \not\in \mathcal{R}\) \(\wedge \langle z, \nu \rangle \not\in \mathcal{R}\), which needs one of the hypotheses:
     - i. \(\langle x, \nu \rangle \not\in \mathcal{R}\)
       - From which we readily conclude \(\langle x \mid z, \nu \rangle \not\in \mathcal{R}\), and hence \(\langle x \mid z \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\).
     - ii. \(\langle y, \nu \rangle \not\in \mathcal{R}\), which is similar to the previous case.

2. \(\langle x \mid z \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\), which follows the reverse reasoning from the previous case.

3. \(\langle x \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\), which needs one of the hypotheses:
   - a. \(\mathcal{E}_{x \oplus y} \mid \rho \mid (x \oplus y, \nu) \leq \langle (x \oplus y, \nu) \wedge \langle z, \nu \rangle \lessdot \langle p', \nu' \rangle \wedge \langle z, \nu \rangle \lessdot \langle p', \nu' \rangle\), which needs one of the hypotheses:
     - i. \(\langle x', \nu \rangle \leq \langle p', \nu' \rangle\)
       - From which we may conclude that \(\langle x \mid z, \nu \rangle \lessdot \langle p', \nu' \rangle\) and hence \(\langle x \mid z \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\) with \(p \mathcal{R} p\).
     - ii. \(\langle y, \nu \rangle \lessdot \langle p', \nu' \rangle\),
       - similar to the previous case.
   - b. \(\mathcal{E}_{x \oplus y} \mid \rho \mid (x \oplus y, \nu) \leq \langle (x \oplus y, \nu) \wedge \langle z, \nu \rangle \lessdot \langle p', \nu' \rangle \wedge \langle z, \nu \rangle \lessdot \langle p', \nu' \rangle\),
     - which is similar to the previous case.

4. \(\langle x \mid z \oplus y \mid z, \nu \rangle \not\in \mathcal{R}\), which follows the reverse reasoning of the previous case.

A.36 **The axiom:** \(\delta \mid x \approx \delta\)

We study the smallest relation \(\mathcal{R} \subseteq P \times P\) such that for all \(x \in P:\)

\(\delta \mid x \mathcal{R} \delta\).

It is straightforward to verify that both terms \(\delta \mid x \) and \(\delta \) do not terminate, nor can perform any transitions.
A.37 The axiom: $\epsilon \parallel x \approx x$

We study the smallest relation $R \subseteq P \times P$ such that for all $x \in P$:

$$\epsilon \parallel x R x \land x R x.$$  

For $x R x$, the proof is trivial. For $\epsilon \parallel x R x$, termination is trivial. Furthermore, we have the following cases.

1. $\langle \epsilon \parallel x, \nu \rangle \xrightarrow{1} \langle p, \nu \rangle$, which needs one of the hypotheses:

   (a) $\exists_{\sigma} \ i = \sigma \land \langle x, \nu \rangle \xrightarrow{\sigma} \langle p, \nu' \rangle$

      From which we easily conclude $\langle x, \nu \rangle \xrightarrow{1} \langle p, \nu' \rangle$ and $p R p$.

   (b) $\exists_{p, p} \ p = \epsilon \parallel p' \land \langle x, \nu \rangle \xrightarrow{p} \langle p', \nu' \rangle$

      From which we conclude $\langle x, \nu \rangle \xrightarrow{1} \langle p', \nu' \rangle$ and $p \parallel p' R p'$.

2. $\langle x, \nu \rangle \xrightarrow{1} \langle p, \nu \rangle$, which follows the reverse reasoning of the previous case.

A.38 The axiom: $\epsilon \parallel x \approx \delta$

We study the smallest relation $R \subseteq P \times P$ such that for all $x \in P$:

$$\epsilon \parallel x R \delta.$$  

Clearly, $\parallel$ has no rules for termination, and since $\epsilon$ cannot perform any transitions, $\epsilon \parallel x$ cannot either. This covers the cases of $\epsilon \parallel x R \delta$.

A.39 The axiom: $d \gg \epsilon \parallel d' \gg \epsilon \approx (d' \land d'^{\tau}) \gg \epsilon$

We study the smallest relation $R \subseteq P \times P$ such that:

$$d \gg \epsilon \parallel d' \gg \epsilon R (d' \land d'^{\tau}) \gg \epsilon.$$  

Clearly, we only need to verify the cases of $d \gg \epsilon \parallel d' \gg \epsilon R (d' \land d'^{\tau}) \gg \epsilon$ for termination.

1. $\langle d \gg \epsilon \parallel d' \gg \epsilon, \nu \rangle \check{\top}$, for which we need the hypothesis

   (a) $\exists_{\nu'} (\nu, \nu') \models d \land \exists_{\nu''} (\nu, \nu''') \models d'$

      From which we conclude that $(\nu, \nu) \models d'$ and $(\nu, \nu) \models \nu \models d''$, hence

      $\langle (d' \land d'^{\tau}) \gg \epsilon, \nu \rangle \check{\top}.$

2. $\langle (d' \land d'^{\tau}) \gg \epsilon, \nu \rangle \check{\top},$ for which we need the hypothesis

   (a) $\exists_{\nu'} (\nu, \nu') \models (d' \land d'^{\tau})$, which comes down to the hypothesis

      i. $\nu = \nu' \land \exists_{\nu} (\nu, \nu) \models d \land \exists_{\nu} (\nu, \nu) \models d'$

      From which we easily conclude $\langle d \gg \epsilon, \nu \rangle \check{\top}$ and $\langle d' \gg \epsilon, \nu \rangle \check{\top}$, hence $\langle d \gg \epsilon \parallel d' \gg \epsilon, \nu \rangle \check{\top}$.
The axiom: \( d \Rightarrow e | d' \Rightarrow a \otimes x \approx \delta \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x \in P \):
\[
d \Rightarrow e | d' \Rightarrow a \otimes x R \delta.\]

Clearly, \( d' \Rightarrow a \otimes x \) does not terminate directly, hence \( d \Rightarrow e | d' \Rightarrow a \otimes x \), does not. Also \( d \Rightarrow e \) does not execute any transitions, and \( d' \Rightarrow a \otimes x \) does not execute any signal transitions, hence \( d' \Rightarrow e | d' \Rightarrow a \otimes x \) does not execute any transitions.

The axiom: \( d \Rightarrow a \otimes x | d' \Rightarrow a' \otimes y \approx (d \land d') \Rightarrow (a \gamma a') \otimes (x \| y) \) if \( (a \gamma a') \) defined

For a given \( a \) and \( a' \) such that \( a \gamma a' \) is defined, we study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):
\[
d \Rightarrow a \otimes x | d' \Rightarrow a' \otimes y R (d \land d') \Rightarrow (a \gamma a') \otimes (x \| y) \land e \otimes x R e \otimes (x \| y) \land x R x.\]

For \( x R x \), the proof is trivial. For \( d \Rightarrow a \otimes x | d' \Rightarrow a' \otimes y R (d \land d') \Rightarrow (a \gamma a') \otimes (x \| y) \), there is clearly no termination. Hence we find only the following cases.

1. \( d \Rightarrow a \otimes x | d' \Rightarrow a' \otimes y, \nu \xrightarrow{\downarrow} \langle p, \nu'' \rangle \), for which we need one of the hypotheses:
   \( a \gamma a' \) or \( \nu'' \), for which the hypotheses can clearly not be fulfilled.
   \( \exists_{\nu, \nu', \nu''} \nu' = \nu \land \langle d \Rightarrow a \otimes x, \nu \rangle \xrightarrow{\nu'} \langle p', \nu'' \rangle \land \langle d' \Rightarrow a' \otimes y, \nu \rangle \xrightarrow{\nu'} \langle p', \nu'' \rangle \), for which we need the hypothesis:
   i. \( \exists_{\nu, \nu'} \nu = \nu' \land \langle a \otimes x, \nu' \rangle \xrightarrow{a \gamma a'} \langle p', \nu'' \rangle \land \exists_{\nu, \nu'} \nu = \nu' \land \langle a' \otimes y, \nu' \rangle \xrightarrow{a \gamma a'} \langle p', \nu'' \rangle \), for which we need the hypothesis:
   A. \( \exists_{\nu, \nu'} \nu = \nu' \land \langle a \otimes x, \nu' \rangle \xrightarrow{a \gamma a'} \langle p', \nu'' \rangle \land \exists_{\nu, \nu'} \nu = \nu' \land \langle a' \otimes y, \nu' \rangle \xrightarrow{a \gamma a'} \langle p', \nu'' \rangle \), which can only be concluded if:
   - \( a = a', a' = a'' \), \( v = \nu = \nu' = \nu'' = r = r' = e \),
   from which we conclude that \( l = (a \gamma a', \nu'') \), \( p = e \otimes x \| \epsilon \otimes y \) and \( (u, \nu''') = (d \land d') \). Finally, we then obtain:
   \( \langle (d \land d') \Rightarrow (a \gamma a') \otimes (x \| y), \nu \xrightarrow{\downarrow} \langle p, \nu''' \rangle \), for which we need the hypothesis
   (a) \( \exists_{\nu, \nu'} \nu = (d \land d') \land \langle (a \gamma a') \otimes (x \| y), \nu' \rangle \xrightarrow{\downarrow} \langle p, \nu''' \rangle \), for which we need the hypothesis:
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A.42 The axiom: \( \delta \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y \approx \delta \) if \( (a \gamma a') \) undefined

For a given \( a \) and \( a' \) such that \( a \gamma a' \) is undefined, we study the smallest relation \( R \subseteq P \times P \) such that for all \( x, y \in P \):

\[
\delta \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y \mathrel{\circ} R \delta.
\]

For \( \delta \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y \) there is clearly no termination. Furthermore, there are no signal transitions. Hence the only case to be studied is: \( \langle d \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y, \nu \rangle \mathrel{\circ} \langle p, \nu' \rangle \), for which we ultimately need the hypothesis that \( \lambda = a \gamma a' \), which is contradictory to the assumption that \( a \gamma a' \) is undefined.

A.43 The axiom: \( \delta \Rightarrow \epsilon \mid d' \Rightarrow c \Rightarrow x \approx (d' \sim d') \Rightarrow c \Rightarrow x \)

We study the smallest relation \( R \subseteq P \times P \) such that for all \( x \in P \):

\[
\delta \Rightarrow \epsilon \mid d' \Rightarrow c \Rightarrow x \mathrel{\circ} R (d' \sim d') \Rightarrow c \Rightarrow x \mathrel{\circ} x R x.
\]

For \( x R x \), the proof is trivial. Also, since \( c \Rightarrow x \) cannot terminate, the cases for termination are also trivial (both terms cannot). Hence, we only study the following cases for \( \delta \Rightarrow \epsilon \mid d' \Rightarrow c \Rightarrow x \mathrel{\circ} R (d' \sim d') \Rightarrow c \Rightarrow x \).

1. \( \langle d \Rightarrow \epsilon \mid d' \Rightarrow c \Rightarrow x, \nu \rangle \mathrel{\circ} \langle p, \nu'' \rangle \), for which we need one of the hypotheses

   (a) \( \exists p, l \in \Delta \land p = d \Rightarrow \epsilon \mid p' \land \langle d' \Rightarrow c \Rightarrow x, \nu' \rangle \mathrel{\circ} \langle p', \nu'' \rangle \), which would need

   i. \( \exists \nu, \nu' \mid \vdash d \land \langle c \Rightarrow x, \nu' \rangle \mathrel{\circ} \langle p, \nu'' \rangle \), and hence would need

A. \( \exists \nu, \nu' \mid \vdash d \land \langle c \Rightarrow x, \nu' \rangle \mathrel{\circ} \langle p, \nu'' \rangle \), which can clearly not be satisfied.

(b) \( \exists l \in \Sigma \land \langle d \Rightarrow \epsilon, \nu \rangle \not\vdash \land \langle d' \Rightarrow c \Rightarrow x, \nu \rangle \mathrel{\circ} \langle p, \nu'' \rangle \), for which we need the hypothesis

i. \( \exists \nu, \nu' \mid \vdash d \land \exists \nu, \nu' \mid \vdash d' \land \langle c \Rightarrow x, \nu' \rangle \mathrel{\circ} \langle p, \nu'' \rangle \),

but then we may conclude \( \langle \nu, \nu' \rangle \vdash d' \), hence \( \langle \nu, \nu' \rangle \vdash d' \sim d' \) and finally \( \langle d' \Rightarrow d' \rangle \Rightarrow c \Rightarrow x, \nu \rangle \mathrel{\circ} \langle p, \nu'' \rangle \) with \( p R p \).
2. \( (d' \land d') \gg c \gg x, \nu \) \( \Downarrow \) \( \langle p, \nu'' \rangle \), for which we need the hypothesis

\[(a) \exists \nu, (\nu, \nu'') \models (d' \land \Diamond) \land (c \gg x, \nu'', \nu') \Downarrow (p, \nu''), \]
which leads to the hypothesis

\[i. \exists \nu, (\nu, \nu') \models d' \land (\nu, \nu') \models d', \]
for which we need

\[A. \exists \nu, (\nu, \nu') \models d \land \nu = \nu'. \]

Finally, we may conclude that \( (d' \gg \nu, \nu) \Downarrow (p, \nu'') \), hence \( (d \gg \nu, \nu) \Downarrow (p, \nu'') \) with \( p \mathcal{R} p \).

\[A.44 \text{ The axiom: } d \gg c \gg x \mid d' \gg a \circ y \approx \delta \]

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y \in P \):

\[d \gg c \gg x \mid d' \gg a \circ y \approx \delta.\]

Clearly, \( c \gg x \) cannot terminate, nor perform any action transitions, while \( a \circ y \) cannot terminate and cannot perform any signal transitions. None of the hypothesis of the forced-synchronization operator can therefore be fulfilled.

\[A.45 \text{ The axiom: } d \gg c \gg x \mid d' \gg c' \gg y \approx (d' \sim \text{cmp}) \land (d' \sim \text{cmp}), \]

\[ ((d' \sim \text{cmp}) \land (d' \sim \text{cmp})) \gg (c \land c') \gg (x \parallel c' \gg y \parallel y \parallel c \gg x) \]

In this section, we will use the abbreviations \( M = \)

\[
\begin{pmatrix}
  x | c' \gg y \oplus \\
  y | c \gg x \oplus \\
  x | c' \gg y \oplus \\
  y | c \gg x \\
\end{pmatrix}
\]

and

\[
N = ((d' \sim \text{cmp}) \land (d' \sim \text{cmp})).
\]

We study the smallest relation \( \mathcal{R} \subseteq P \times P \) such that for all \( x, y \in P \):

- \( d \gg c \gg x \mid d' \gg c' \gg y \mathcal{R} N \gg c \land c' \gg M \)
- \( c \gg x \parallel c' \gg y \mathcal{R} c \land c' \gg M \)
- \( x \parallel y \mathcal{R} y \parallel x \)
- \( x \mathcal{R} x \)

For \( x \mathcal{R} x \), the proof is trivial.

For \( x \parallel y \mathcal{R} y \parallel x \), the proof follows according to the same lines as in the proof of axiom \( x \parallel y \mathcal{R} y \parallel x \).

For \( d \gg c \gg x \mid d' \gg c' \gg y \mathcal{R} N \gg c \land c' \gg M \), we find the following cases.

1. \( (d \gg c \gg x \mid d' \gg c' \gg y, \nu) \land (p, \nu'') \), for which we need the hypothesis
(a) $(d \Rightarrow c \Rightarrow x, \nu) \lor (d' \Rightarrow c' \Rightarrow y, \nu) \lor$, which leads to the hypothesis

1. \( \exists \nu, (\nu, \nu') \models d \land (c \Rightarrow x, \nu') \lor \), for which we need the hypothesis

A. \( (c, \nu') \land \), which cannot be satisfied.

2. \( \langle N \Rightarrow c \land c' \Rightarrow M, \nu \rangle \lor \), cannot be satisfied for similar reasons as in the previous case.

3. \( \langle d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow y, \nu \rangle \downarrow \langle p, \nu'' \rangle \), leading to one of the hypotheses

(a) \( \exists \nu, \forall \nu ', d \land (c \Rightarrow x, \nu') \Rightarrow \langle p', \nu'' \rangle \), which can clearly not be satisfied since flow-clauses cannot execute action transitions.

(b) \( \exists \nu, \forall \nu ', d \land \land \neg \exists \nu, (\nu, \nu'') = \forall \nu, p'' = p' \land (d \Rightarrow c \Rightarrow x, \nu) \Rightarrow \langle p', \nu'' \rangle \land (d' \Rightarrow c' \Rightarrow y, \nu) \Rightarrow \langle p', \nu'' \rangle \), for which we need the hypothesis

1. \( \exists \nu, (\nu, \nu') \models d \land (c \Rightarrow x, \nu') \Rightarrow \langle p', \nu'' \rangle \land \exists \nu, (\nu, \nu') \models d' \land (c' \Rightarrow y, \nu'') \Rightarrow \langle p', \nu'' \rangle \lor \), leading to the hypothesis

A. \( \exists \nu, p' = \nu' \Rightarrow (c, \nu', \nu'') \Rightarrow (r', \nu'', \nu''') \lor \exists \nu, p'' = \nu'' \Rightarrow (c, \nu', \nu''', \nu''') \lor \), for which we need the hypothesis

* (\nu', \sigma) \models c \land r' = c \land (\nu'', \sigma) \models c' \land r'' = c' \land \nu''' = \sigma(t).

Using the second lemma on the solutions of clauses, found in the proof of axiom \( c_{\text{jump}} \Rightarrow c \Rightarrow c \), we know that \( (\sigma(0), \sigma) \models (c \land c') \). Furthermore, we may conclude that \( (\nu, \sigma(0)) \models N \) and \( p = c \Rightarrow x \mid c' \Rightarrow y \), to finally find \( \langle N \Rightarrow c \land c' \Rightarrow M, \nu \rangle \downarrow \langle (c \land c') \Rightarrow M, \nu'' \rangle \) and \( p \Rightarrow c \land c' \Rightarrow M \).

4. \( \langle N \Rightarrow (c \land c') \Rightarrow M, \nu \rangle \downarrow \langle p, \nu'' \rangle \), leading to the hypothesis

(a) \( \exists \nu, (\nu, \nu') \models N \land (c \land c') \Rightarrow M, \nu' \downarrow \langle p, \nu'' \rangle \), for which we need the hypothesis

1. \( \exists \nu, p = r \Rightarrow M \land (c \land c'), \nu' \downarrow \langle r, \nu'' \rangle \land \exists \nu, \nu_1, \nu_2 \models d \land (\nu_1, \sigma_1) \models c \land \exists \nu, \nu_2 \models d' \land (\nu_2, \sigma_2) \models c' \land \nu' = \sigma_1(0) = \sigma_2(0) \), and finally we need the hypothesis

A. \( l = \sigma \land r = (c \land c') \land (\nu', \sigma) \models (c \land c') \land \nu'' = \sigma(t) \).

From this we may conclude that \( p = (c \land c') \Rightarrow M \), but furthermore we can use the first lemma on solutions of flow clauses, found in the proof of axiom \( c_{\text{jump}} \Rightarrow c \Rightarrow c \), together with the facts that \( (\nu_1, \sigma_1) \models c \) and \( (\nu', \sigma) \models c \) and \( \nu' = \sigma_1(0) \) to find \( (\nu_1, \sigma) \models c \) and similarly \( (\nu_2, \sigma) \models c' \). This leads to the observations that \( \langle d \Rightarrow c \Rightarrow x \rangle \Rightarrow \langle c \Rightarrow x, \nu'' \rangle \) and \( \langle d' \Rightarrow c' \Rightarrow y \rangle \Rightarrow \langle c' \Rightarrow y, \nu'' \rangle \), and finally \( \langle d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow y, \nu \rangle \downarrow \langle c \Rightarrow x \mid c \Rightarrow y, \nu'' \rangle \) and \( c \Rightarrow x \mid c \Rightarrow y, \nu'' \rangle \).
For \( c \vdash x \parallel c' \rightarrow y \mathcal{R} c \land c' \rightarrow M \), we find the following cases.

1. \( \{ c \vdash x \parallel c' \rightarrow y, \nu \} \), for which we need the hypothesis
   \( (a) \{ c \vdash x, \nu \} \land (e \rightarrow y, \nu) \), for which we need the hypothesis
   i. \( (x, \nu) \land (y, \nu) \)
   From which we may conclude \( \{ x \parallel y, \nu \} \) hence \( \{ M, \nu \} \) and hence \( \{ c \vdash x \parallel c' \rightarrow y, \nu \} \).

2. \( \{ c \land c' \rightarrow M, \nu \} \), for which we need the hypothesis \( \{ M, \nu \} \) and hence one of the following hypotheses
   \( (a) \{ x \parallel c' \rightarrow y, \nu \} \), which cannot occur.
   \( (b) \{ y \parallel c \rightarrow x, \nu \} \), which cannot occur.
   \( (c) \{ x \parallel c' \rightarrow y, \nu \} \), for which we need the hypothesis
   i. \( (x) \land (c') \rightarrow (y, \nu) \). From this we may conclude that \( (c \vdash x, \nu) \land (c' \rightarrow y, \nu) \).
   (d) \( \{ y \parallel c \rightarrow x, \nu \} \), is similar to the previous case.

3. \( \{ c \vdash x \parallel c' \rightarrow y, \nu \} \), for which we need one of the following hypotheses:
   \( (a) \exists_{o, o', o''} t = a \land \sigma \land \delta = [0 \ldots t] \land p = p' \parallel p'' \land \{ c \vdash x, \nu \} \rightarrow \{ p', \nu' \} \land (c' \rightarrow y, \nu) \rightarrow \{ p'', \nu'' \}, which leads to the hypothesis
   i. \( (x, \nu) \land (c', \nu) \)
   from which we conclude \( \{ c \parallel c' \rightarrow y, \nu \} \rightarrow \{ p', \nu' \} \rightarrow \{ c' \rightarrow y, \nu \} \) and hence \( \{ c \land c' \rightarrow M, \nu \} \rightarrow \{ p, \nu' \} \) with \( p \mathcal{R} p \).
   \( (b) \exists_{o, o'} t = a \land \sigma \land \delta = [0 \ldots t] \land p = p' \parallel p'' \land \{ c \vdash x, \nu \} \rightarrow \{ p', \nu' \} \rightarrow \{ p'', \nu'' \}, which is similar to the previous case.
   \( (c) \exists_{o, o''} t = a \land \sigma \land \delta = [0 \ldots t] \land p = p' \parallel p'' \land \{ c \vdash x, \nu \} \rightarrow \{ p', \nu' \} \rightarrow \{ p'', \nu'' \}, which is similar to the previous case.
   \( (d) \exists_{\sigma, o} p' = c \land \delta = [0 \ldots t] \land p = p' \parallel p'' \land \{ c \vdash x, \nu \} \rightarrow \{ p', \nu' \} \rightarrow \{ p'', \nu'' \}, which is similar to the previous case.

i. \( (c, \nu) \rightarrow (c', \nu) \rightarrow (c'' \rightarrow c') \rightarrow (c'' \rightarrow \nu') \), for which we need the hypothesis
   \( \Lambda. r' = c \land r'' = c' \land (c, \nu) = c \land (c', \nu') = c' \land (c'', \nu'' = \sigma(t)) \)
   From this we conclude that \( p = c \vdash x \parallel c' \rightarrow y \) and \( \{ c \land c' \rightarrow M, \nu \} \rightarrow \{ c \land c' \rightarrow M, \nu' \}, with \ p \mathcal{R} (c \land c') \rightarrow M. \)
ii. $\exists \psi p' = r' \Rightarrow x \land (c, \nu) \preceq (r', \nu') \land (y, \nu) \preceq (p'', \nu')$, for which we need the hypothesis $A. r' = c$.

Now, we conclude that $p = c \Rightarrow x \parallel p''$, and that $(y \parallel c \Rightarrow x, \nu) \downarrow (p'' \parallel c \Rightarrow x, \nu')$. Hence $(c \land c') \Rightarrow M, \nu \downarrow (p'' \parallel c \Rightarrow x, \nu')$ with $p'' \parallel c \Rightarrow x R p$.

iii. $(x, \nu) \preceq (p', \nu') \land \exists \psi' p'' = r'' \Rightarrow y \land (c', \nu) \preceq (r'', \nu')$, for which we need the hypothesis $A. r'' = c'$.

Now, we conclude that $p = p' \parallel c' \Rightarrow y$, and that $(x \parallel c' \Rightarrow y, \nu) \downarrow (p', \nu')$. Hence, $(c \land c') \Rightarrow M, \nu \downarrow (p', \nu')$ with $p R p$.

iv. $(x, \nu) \preceq (p', \nu') \land (y, \nu) \preceq (p'', \nu')$

From which it follows directly that $(x \parallel c' \Rightarrow y) \downarrow (p, \nu')$.

Hence, $(c \land c') \Rightarrow M, \nu \downarrow (p, \nu')$ with $p R p$.

(c) $\exists \sigma l = \sigma \land (c \Rightarrow x, \nu) \preceq (p', \nu') \land (c' \Rightarrow y, \nu) \preceq (p, \nu')$, for which we need the hypothesis

i. $(y, \nu) \checkmark$.

From this we may conclude $(y \parallel c \Rightarrow x) \downarrow (p, \nu')$. Hence, $(c \land c') \Rightarrow M, \nu \downarrow (p, \nu')$ with $p R p$.

(f) $\exists \sigma l = \sigma \land (c \Rightarrow x, \nu) \checkmark \land (c' \Rightarrow y, \nu) \preceq (p, \nu')$, for which we need the hypothesis

i. $(x, \nu) \checkmark$.

From this we may conclude $(x \parallel c' \Rightarrow y) \downarrow (p, \nu')$. Hence, $(c \land c') \Rightarrow M, \nu \downarrow (p, \nu')$ with $p R p$.

4. $(c \land c') \Rightarrow M, \nu \downarrow (p, \nu')$, which needs one of the following hypotheses:

(a) $\exists \psi p = r \Rightarrow M \land (c \land c'), \nu \downarrow (r, \nu')$, for which we need the hypothesis

i. $\exists \sigma l = \sigma \land dom(\sigma) = [0 \ldots t] \land r = (c \land c') \land \nu' = \sigma(t) \land (v, \sigma) = c \land (v, \sigma) = c'$.

From this we may readily conclude that $p = (c \land c') \Rightarrow M$ and $(c \Rightarrow x, \nu) \preceq (c \Rightarrow x, \nu')$. Consequently, we find $(c \Rightarrow x \parallel c' \Rightarrow y, \nu') \downarrow (c \Rightarrow x \parallel c' \Rightarrow y, \nu')$ with $c \parallel x \Rightarrow c' \Rightarrow y R p$.

(b) $(M, \nu) \downarrow (p, \nu')$, which comes down to one of the hypotheses:

i. $(x \parallel c' \Rightarrow y, \nu) \downarrow (p, \nu')$, for this we need the hypothesis

A. $\exists \sigma l = \sigma \land p = r \parallel c' \Rightarrow y \land (x, \nu) \preceq (r, \nu')$.

From which we conclude $(c \Rightarrow x) \preceq (r, \nu')$ and finally $(c \Rightarrow x \parallel c' \Rightarrow y, \nu) \downarrow (p, \nu')$ with $p R p$. 75
ii. $(y \parallel c \triangleright x, \nu) \rightarrow (p, \nu')$, for this we need the hypothesis

A. $\exists_{xy} l = a \land p = r \parallel c \triangleright x \land (y, \nu) \rightarrow (r, \nu')$.

From which we conclude $(c \triangleright y) \rightarrow (r, \nu')$ and finally $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (c \triangleright x \parallel r, \nu')$ with $p \mathcal{R} c \triangleright x \parallel r$.

iii. $(x \mid c' \triangleright y, \nu) \rightarrow (p, \nu')$, for which we need one of the hypotheses

A. $\exists_{x,y',p'} l = a \gamma p = p' \parallel p'' \land (x, \nu) \rightarrow (p', \nu') \land (c' \triangleright y, \nu) \rightarrow (p'', \nu')$, which leads to the hypothesis

• $(y, \nu) \rightarrow (p', \nu')$

From which we readily conclude $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (p, \nu')$ with $p \mathcal{R} p$.

B. $\exists_{x,y',p''} l = \sigma p = p' \parallel p'' \land (x, \nu) \rightarrow (p', \nu') \land (c' \triangleright y, \nu) \rightarrow (p'', \nu')$, which leads to one of the hypotheses

• $\exists_{x,y'} p'' = r \parallel y \land (c' \triangleright y, \nu) \rightarrow (r, \nu')$, then we need the hypothesis

$r = c'$

From which we conclude that $p = p' \parallel c' \triangleright y$ and $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (p, \nu')$ with $p \mathcal{R} p$.

• $(y, \nu) \rightarrow (p', \nu')$

From which we readily conclude $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (p, \nu')$ with $p \mathcal{R} p$.

iv. $(y \mid c \triangleright x, \nu) \rightarrow (p, \nu')$, for which we need one of the hypotheses

A. $\exists_{x,y',p''} l = a \gamma p = p' \parallel p'' \land (x, \nu) \rightarrow (p', \nu') \land (c' \triangleright y, \nu) \rightarrow (p'', \nu')$, which leads to the hypothesis

• $(x, \nu) \rightarrow (p', \nu')$

From which we readily conclude $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (p' \parallel p'', \nu')$ with $p \mathcal{R} p' \parallel p''$.

B. $\exists_{x,y',p''} l = \sigma p = p' \parallel p'' \land (x, \nu) \rightarrow (p', \nu') \land (c' \triangleright y, \nu) \rightarrow (p'', \nu')$, which leads to one of the hypotheses

• $\exists_{x,y'} p'' = r \parallel x \land (c \triangleright x, \nu) \rightarrow (r, \nu')$, then we need the hypothesis

$r = c$

From which we conclude that $p = p' \parallel c \triangleright x$ and $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (c \triangleright x \parallel p', \nu')$ with $p \mathcal{R} c \triangleright x \parallel p'$.

• $(x, \nu) \rightarrow (p', \nu')$

From which we readily conclude $(c \triangleright x \parallel c' \triangleright y, \nu) \rightarrow (p' \parallel p', \nu')$ with $p \mathcal{R} p' \parallel p'$. 76
We study the smallest relation $R \subseteq P \times P$ such that for all $x, y \in P$:

$$\partial_H (x \oplus y) \subseteq \partial_H (x) \oplus \partial_H (y) \land x R x.$$ 

For $x R x$, the proof is trivial. For $\partial_H (x \oplus y) \subseteq \partial_H (x) \oplus \partial_H (y)$, we have the following cases.

1. $\langle \partial_H (x \oplus y), \nu \rangle \not\subseteq \langle p, \nu' \rangle$, for which we need the hypothesis
   (a) $\langle x \oplus y, \nu \rangle \not\subseteq \langle p, \nu' \rangle$, for which we need one of the hypotheses
      i. $\langle x, \nu \rangle \not\subseteq \langle r, \nu' \rangle$, from which we conclude $\langle \partial_H (x), \nu \rangle \not\subseteq \langle \partial_H (r), \nu' \rangle$, hence $\langle \partial_H (x) \oplus \partial_H (y), \nu \rangle \not\subseteq \langle \partial_H (r), \nu' \rangle$.
      ii. $\langle y, \nu \rangle \not\subseteq \langle p, \nu' \rangle$, similar to the previous case.

2. $\langle \partial_H (x) \oplus \partial_H (y), \nu \rangle \not\subseteq \langle p, \nu' \rangle$, which is similar to the previous case.

3. $\langle \partial_H (x \oplus y), \nu \rangle \not\subseteq \langle p, \nu' \rangle$, for which we need one of the hypotheses
   (a) $\exists \sigma, \nu \, l = \sigma \land p = \partial_H (r) \langle x \oplus y, \nu \rangle \not\subseteq \langle r, \nu' \rangle$, which leads to one of the hypotheses
      i. $\langle x, \nu \rangle \not\subseteq \langle r, \nu' \rangle$
         From which we conclude $\langle \partial_H (x), \nu \rangle \not\subseteq \langle \partial_H (r), \nu' \rangle$ and hence $\langle \partial_H (x) \oplus \partial_H (y), \nu \rangle \not\subseteq \langle \partial_H (r), \nu' \rangle$ with $p R p$.
      ii. $\langle y, \nu \rangle \not\subseteq \langle p, \nu' \rangle$, which is similar to the previous case.
   (b) $\exists \sigma, \nu \, l = \sigma \land p = \partial_H (r) \land a \not\in H \land \langle x \oplus y, \nu \rangle \not\subseteq \langle r, \nu' \rangle$, for which the proof is similar to the previous case.

A.47 The axiom: $\partial_H (x \odot y) \approx \partial_H (x) \odot \partial_H (y)$

We study the smallest relation $R \subseteq P \times P$ such that for all $x, y \in P$:

$$\partial_H (x \odot y) \subseteq \partial_H (x) \odot \partial_H (y) \land x R x.$$ 

The proof of which follows roughly the same lines as the previous.

A.48 The axiom: $\partial_H (x \triangleright y) \approx \partial_H (x) \triangleright \partial_H (y)$

We study the smallest relation $R \subseteq P \times P$ such that for all $x, y \in P$:

$$\partial_H (x \triangleright y) \subseteq \partial_H (x) \triangleright \partial_H (y) \land x R x.$$ 

The proof of which follows roughly the same lines as the previous.
A.49 The axiom: $\partial_H (d \triangleright x) \approx d \triangleright \partial_H (x)$

We study the smallest relation $R \subseteq P \times P$ such that for all $x \in P$:

$$\partial_H (d \triangleright x) R d \triangleright \partial_H (x) \land x R x.$$

The proof of which follows roughly the same lines as the previous.

A.50 The axiom: $\partial_H (a) \approx a$ if $a \notin H$

We study the smallest relation $R \subseteq P \times P$ such that, if $a \notin H$, then:

$$\partial_H (a) R a \land \partial_H (\epsilon) R \epsilon.$$

The proof that $R$ is a bisimulation relation goes as follows.

Clearly, $(\partial_H (\epsilon)) \checkmark$ if and only if $(\epsilon) \checkmark$, while both cannot execute any transitions.

Furthermore, $\partial_H (a)$ and $a$ both cannot terminate, and if $a \notin H$ they perform the transitions $(\partial_H (a), \nu) \xrightarrow{\delta} (\partial_H (\epsilon), \nu)$ and $(a, \nu) \xrightarrow{\delta} (\epsilon, \nu)$, respectively. Clearly $\partial_H (\epsilon) R \epsilon$.

A.51 The axiom: $\partial_H (a) \approx \delta$ if $a \in H$

We study the smallest relation $R \subseteq P \times P$ such that, if $a \in H$, then:

$$\partial_H (a) R \delta.$$

The proof that $R$ is a bisimulation relation goes as follows.

Clearly, both terms cannot terminate, nor can they execute signal transitions, and the one of the hypotheses needed for $(\partial_H (a), \nu) \xrightarrow{\delta} (p, \nu)$ is that $a \notin H$, which does not hold by assumption.

A.52 The axiom: $\partial_H (\epsilon) \approx \epsilon$

We study the smallest relation $R \subseteq P \times P$ such that:

$$\partial_H (\epsilon) R \epsilon.$$

It is straightforward to verify that $R$ is a bisimulation relation.

A.53 The axiom: $\partial_H (c) \approx c$

We study the smallest relation $R \subseteq P \times P$ such that:

$$\partial_H (c) R c.$$

Clearly, both processes cannot terminate. Furthermore, the observation that flow-clauses can only execute signal transitions, makes the rest of the proof straightforward.
B Conservativity of ACP

B.1 ACP ⊨ p ≈ q implies HyPA ⊨ p ≈ q

The following paragraphs contain, for each axiom of ACP, a derivation in HyPA. Together with the observation that the derivation rules of ACP are contained in those of HyPA we find that ACP ⊨ p ≈ q implies HyPA ⊨ p ≈ q. Note, that in the axioms of ACP, every action α may be replaced by deadlock δ. In HyPA this is not the case. Therefore, we have two versions for some of the axioms on communication and encapsulation.

The axiom: x ⊕ y ≈ y ⊕ x Trivial.

The axiom: (x ⊕ y) ⊕ z ≈ x ⊕ (y ⊕ z) Trivial.

The axiom: x ⊕ x ≈ x

\[
\begin{align*}
x ⊕ x &\approx \{\text{true}\} \implies x ⊕ x \\
&\approx \{\text{true}\} \implies x ⊕ \{\text{true}\} \implies x \\
&\approx \{\text{true}\} \lor \{\text{true}\} \implies x \\
&\approx \{\text{true}\} \implies x \\
&\approx x
\end{align*}
\]

The axiom: (x ⊕ y) ⊕ z ≈ x ⊕ z ⊕ y ⊕ z Trivial.

The axiom: (x ⊕ y) ⊕ z ≈ x ⊕ (y ⊕ z) Trivial.

The axiom: x ⊕ δ ≈ x

\[
\begin{align*}
x ⊕ δ &\approx x ⊕ \{\text{false}\} \implies x \\
&\approx \{\text{true}\} \implies x ⊕ \{\text{false}\} \implies x \\
&\approx \{\text{true}\} \lor \{\text{false}\} \implies x \\
&\approx \{\text{true}\} \implies x \\
&\approx x
\end{align*}
\]

The axiom: δ ⊕ x ≈ δ

\[
\begin{align*}
δ ⊕ x &\approx (\{\text{false}\} \implies e) \circ x \\
&\approx \{\text{false}\} \implies x \\
&\approx \{\text{false}\} \implies x \\
&\approx δ
\end{align*}
\]
The axiom: \( a | b \approx a \gamma b \), if \( a \gamma b \) defined  
In this proof, we use the derivation of \( x \oplus \delta \approx x \).

\[
\begin{align*}
  a | b & \approx a \circ e | b \\
  & \approx a \circ e | b \circ e \\
  & \approx [\text{true}] \Rightarrow a \circ e | b \circ e \\
  & \approx [\text{true}] \Rightarrow a \circ e | [\text{true}] \Rightarrow b \circ e \\
  & \approx ([\text{true}] \land [\text{true}]) \Rightarrow (a \gamma b) \circ (e \parallel e) \\
  & \approx [\text{true}] \Rightarrow (a \gamma b) \circ (e \parallel e) \\
  & \approx (a \gamma b) \circ (e \parallel e) \\
  & \approx (a \gamma b) \circ e \\
  & \approx a \gamma b
\end{align*}
\]

The axiom: \( a | b \approx \delta \), if \( a \gamma b \) undefined

\[
\begin{align*}
  a | b & \approx a \circ e | b \\
  & \approx a \circ e | b \circ e \\
  & \approx [\text{true}] \Rightarrow a \circ e | b \circ e \\
  & \approx [\text{true}] \Rightarrow a \circ e | [\text{true}] \Rightarrow b \circ e \\
  & \approx \delta
\end{align*}
\]

If we replace \( a \) or \( b \) by \( \delta \) we trivially find \( a | \delta \approx \delta | b \approx \delta \).

The axiom: \( x \parallel y \approx x \parallel y \oplus \parallel x \parallel y \)  
Trivial.

The axiom: \( a \parallel x \approx a \circ x \)

\[
\begin{align*}
  a \parallel x & \approx (a \circ e) \parallel x \\
  & \approx a \circ (e \parallel x) \\
  & \approx a \circ x
\end{align*}
\]

If we replace \( a \) by \( \delta \) we trivially find \( \delta \parallel x = \delta \).

The axiom: \( a \circ x \parallel y \approx a \circ (x \parallel y) \)  
Trivial. Furthermore, if we replace \( a \) by \( \delta \), we easily find the following derivation.

\[
\begin{align*}
  \delta \circ x \parallel y & \approx \delta \parallel y \\
  & \approx \delta \\
  & \approx \delta \circ (x \parallel y)
\end{align*}
\]
The axiom: $(x \otimes y) \parallel z \equiv x \parallel z \otimes y \parallel z$ Trivial.

The axiom: $a \otimes x \parallel b \equiv (a \parallel b) \otimes x$  The proof of this has four cases. If $a \gamma b$ is defined, we obtain the following proof, in which we use $a \parallel b = a \gamma b$.

$$
\begin{align*}
\text{If } a \gamma b \text{ is undefined, we obtain the following proof, in which we use } a \parallel b &= \delta. \\
\text{If } a \text{ is replaced by deadlock, we find } \\
\delta \otimes x \parallel b &\equiv \delta \parallel b \\
&\equiv \delta \\
&\equiv \delta \otimes x \\
&\equiv (\delta \parallel b) \otimes x
\end{align*}
$$

And similarly if $b$ is replaced by deadlock (using commutativity)..
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The axiom: $a \mid b \odot x \approx (a \mid b) \odot x$ The proof of this has four cases. If $a \gamma b$ is defined, we obtain the following proof, in which we use $a \mid b = a \gamma b$.

$$
\begin{align*}
a \mid b \odot x & \approx a \odot \epsilon \mid b \odot x \\
& \approx a \odot \epsilon \mid \text{true} \Rightarrow b \odot x \\
& \approx \text{true} \Rightarrow a \odot \epsilon \mid \text{true} \Rightarrow b \odot x \\
& \approx (\text{true} \land \text{true}) \Rightarrow (a \gamma b) \odot (\epsilon \parallel x) \\
& \approx (a \gamma b) \odot (\epsilon \parallel x) \\
& \approx (a \gamma b) \odot x \\
& \approx (a \mid b) \odot x
\end{align*}
$$

If $a \gamma b$ is undefined, we obtain the following proof, in which we use $a \mid b = \delta$.

$$
\begin{align*}
\delta \mid b \odot x & \approx \delta \\
& \approx \delta \odot x \\
& \approx (a \mid b) \odot x
\end{align*}
$$

If $a$ is replaced by deadlock we find

$$
\delta \mid b \odot x \approx \delta \\
\approx \delta \odot x \\
\approx (a \mid b) \odot x
$$

And similarly if $b$ is replaced by deadlock (using $\delta \odot x \approx \delta$ and commutativity).

The axiom: $a \odot x \mid b \odot y \approx (a \mid b) \odot (x \parallel y)$ The proof of this has four cases. If $a \gamma b$ is defined, we obtain the following proof, in which we use $a \mid b = a \gamma b$.

$$
\begin{align*}
a \odot x \mid b \odot y & \approx a \odot x \mid \text{true} \Rightarrow b \odot y \\
& \approx \text{true} \Rightarrow a \odot x \mid \text{true} \Rightarrow b \odot y \\
& \approx (\text{true} \land \text{true}) \Rightarrow (a \gamma b) \odot (x \parallel y) \\
& \approx (a \gamma b) \odot (x \parallel y) \\
& \approx (a \mid b) \odot (x \parallel y)
\end{align*}
$$
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If \( a \land b \) is undefined, we obtain the following proof, in which we use \( a \land b = \delta \).

\[
\begin{align*}
  a \odot x \mid b \odot y & \approx a \odot x \mid \text{true} \Rightarrow b \odot y \\
 & \approx \text{true} \Rightarrow a \odot x \mid \text{true} \Rightarrow b \odot y \\
 & \approx \delta \\
 & \approx \delta \odot (x \parallel y) \\
 & \approx (a \mid b) \odot (x \parallel y)
\end{align*}
\]

If \( a \) is replaced by deadlock we find

\[
\begin{align*}
  \delta \odot x \mid b \odot y & \approx \delta \mid b \odot y \\
 & \approx \delta \\
 & \approx \delta \odot (x \parallel y) \\
 & \approx (\delta \mid b) \odot (x \parallel y)
\end{align*}
\]

And similarly if \( b \) is replaced by deadlock (using commutativity).

**The axiom:** \((x \odot y) \parallel z \approx x \parallel z \odot y \parallel z\) Trivial

**The axiom:** \(x \parallel (y \odot z) \approx x \parallel y \parallel x \parallel z\)

\[
\begin{align*}
  x \parallel (y \odot z) & \approx (y \odot z) \parallel x \\
 & \approx y \parallel x \odot z \parallel x \\
 & \approx x \parallel y \odot z \parallel x \\
 & \approx x \parallel y \parallel x \parallel z
\end{align*}
\]

**The axiom:** \(\partial_H (a) \approx a\), if \(a \not\in H\) Trivial.

**The axiom:** \(\partial_H (a) \approx \delta\), if \(a \in H\) Trivial, except when \(a\) is replaced by deadlock. Then we find the following derivation.

\[
\begin{align*}
  \partial_H (\delta) & \approx \partial_H (\text{false} \Rightarrow x) \\
 & \approx \text{false} \Rightarrow \partial_H (x) \\
 & \approx \delta
\end{align*}
\]

**The axiom:** \(\partial_H (x \odot y) \approx \partial_H (x) \oplus \partial_H (y)\) Trivial.

**The axiom:** \(\partial_H (x \odot y) \approx \partial_H (x) \odot \partial_H (y)\) Trivial.
B.2 HyPA ⊢ p \approx q implies ACP ⊢ p \approx q

In this section, we will prove the converse case. This is done using the semantical model of HyPA and ACP. We show, that if two closed ACP terms p and q are bisimilar in HyPA (which we may assume using soundness of the derivation HyPA ⊢ p \approx q), then they are bisimilar in ACP. Then, we use completeness of the axiomatization of ACP, to conclude that there must be a derivation in ACP to show this bisimilarity. Throughout this section, we use the notation x ∈ ACP for ‘x is a closed ACP term’, and similarly for HyPA.

The operational semantics of ACP, is given by the following rules.

\[
\begin{array}{c}
\langle a \rangle \xrightarrow{a} \text{ACP} \checkmark \\
\langle x \rangle \xrightarrow{a} \text{ACP} \langle x' \rangle \\
\langle y \rangle \xrightarrow{a} \text{ACP} \langle y' \rangle \\
\langle x \circ y \rangle \xrightarrow{a} \text{ACP} \langle x' \circ y \rangle \\
\langle x \parallel y \rangle \xrightarrow{a} \text{ACP} \langle x' \parallel y \rangle \\
\langle x \mid y \rangle \xrightarrow{a} \text{ACP} \langle x' \mid y \rangle \\
\langle x \rangle \xrightarrow{a} \text{ACP} \langle x' \rangle \\
\langle x \parallel y \rangle \xrightarrow{a} \text{ACP} \langle x' \parallel y \rangle \\
\langle x \mid y \rangle \xrightarrow{a} \text{ACP} \langle x' \mid y \rangle \\
\langle x \rangle \xrightarrow{a} \text{ACP} \langle x' \rangle, \langle y \rangle \xrightarrow{a'} \text{ACP} \langle y' \rangle, a = a' \gamma a'' \\
\langle x \parallel y \rangle \xrightarrow{a} \text{ACP} \langle x' \parallel y' \rangle \\
\langle x \mid y \rangle \xrightarrow{a} \text{ACP} \langle x' \mid y' \rangle \\
\langle x \rangle \xrightarrow{a} \text{ACP} \checkmark, \langle y \rangle \xrightarrow{a'} \text{ACP} \langle y' \rangle, a = a' \gamma a'' \\
\langle x \parallel y \rangle \xrightarrow{a} \text{ACP} \langle x' \parallel y' \rangle \\
\langle x \mid y \rangle \xrightarrow{a} \text{ACP} \langle x' \mid y' \rangle \\
\langle x \parallel y \rangle \xrightarrow{a} \text{ACP} \langle x' \parallel y' \rangle, a = a' \gamma a'' \\
\langle x \mid y \rangle \xrightarrow{a} \text{ACP} \langle x' \mid y' \rangle \\
\langle x \rangle \xrightarrow{a} \text{ACP} \checkmark, a \notin H \\
\langle \partial_H (x) \rangle \xrightarrow{a} \text{ACP} \langle \partial_H (x') \rangle \\
\langle \partial_H (x) \rangle \xrightarrow{a} \text{ACP} \checkmark \\
\end{array}
\]

Note, that the empty process \( \epsilon \) is not an ACP term. In stead, ACP has a transition predicate denoted as \( \langle p \rangle \xrightarrow{a} \text{ACP} \checkmark \). The notion of bisimulation for ACP terms is therefore defined as follows.
Definition 10 (ACP-Bisimulation) A relation $R \subseteq P \times P$ on process terms of ACP, is an ACP-bisimulation relation if for all $p, q \in P$ such that $pRq$, we find

- $\langle p \rangle \xrightarrow{\delta} ACP \langle p' \rangle$ implies there exists $q'$ s.t. $\langle q \rangle \xrightarrow{\delta} ACP \langle q' \rangle$ and $p'Rq'$;
- $\langle q \rangle \xrightarrow{\alpha} ACP \langle q' \rangle$ implies there exists $p'$ s.t. $\langle p \rangle \xrightarrow{\alpha} ACP \langle p' \rangle$ and $p'Rq'$;
- $\langle p \rangle \xrightarrow{\omega} ACP \checkmark$ implies there exists $q'$ s.t. $\langle q \rangle \xrightarrow{\omega} ACP \checkmark$;
- $\langle q \rangle \xrightarrow{\omega} ACP \checkmark$ implies there exists $p'$ s.t. $\langle p \rangle \xrightarrow{\omega} ACP \checkmark$.

Two process terms $x$ and $y$ are ACP-bisimilar, denoted $x \equiv_{ACP} y$, if there exists an ACP-bisimulation relation that relates them.

Now we will prove the following theorem, relating ACP-bisimulation with bisimulation as defined for HyPA.

Theorem 4 For closed ACP terms $p$ and $q$ we find that if $p \equiv q$ then $p \equiv_{ACP} q$.

Clearly, using soundness of HyPA and completeness of ACP, we can derive from this theorem that

$$\text{HyPA} \vdash p \equiv q \Rightarrow p \equiv_{ACP} q \Rightarrow ACP \vdash p \equiv q.$$ 

The following four lemmas are used to prove this theorem.

Lemma 3

If $x \in ACP$ and $\langle x \rangle \xrightarrow{\alpha} ACP \checkmark$ then there exists $y' \equiv \epsilon$ (with $y' \in \text{HyPA}$) such that $\langle x, \nu \rangle \xrightarrow{\alpha} ACP \langle y', \nu \rangle$ for every $\nu \in \text{Val}$.

Proof This proof uses induction on the structure of $x$. Since $x \in ACP$, we find the following cases.

1. $x = \delta$, which contradicts with the assumption $\langle x \rangle \xrightarrow{\alpha} ACP \checkmark$.
2. $x = \alpha$. From which we conclude using the semantics of HyPA that $\langle x, \nu \rangle \xrightarrow{\alpha} ACP \langle \epsilon, \nu \rangle$ for every $\nu \in \text{Val}$.
3. $x = x' \oplus x'' \land x', x'' \in ACP$, for which we find the one of the hypotheses, using the semantics of ACP.
   
   (a) $\langle x' \rangle \xrightarrow{\alpha} ACP \checkmark$
   
   With induction, we conclude for $x'$ that there exists $y' \equiv \epsilon$ such that $\langle x', \nu \rangle \xrightarrow{\alpha} ACP \langle y', \nu \rangle$ for every $\nu \in \text{Val}$, hence also $\langle x, \nu \rangle \xrightarrow{\alpha} ACP \langle y', \nu \rangle$, using the semantics of HyPA.
   
   (b) $\langle x'' \rangle \xrightarrow{\alpha} ACP \checkmark$, similar to the previous case.
4. $x = x' \oplus x''$, which contradicts with the assumption $\langle x \rangle \xrightarrow{\alpha} ACP \checkmark$.
5. \( x = x' \parallel x'' \land x', x'' \in ACP \), for which we find the following hypothesis, using the semantics of ACP.

(a) \( \exists z, z' : a = a' \land x' \land (x') \rightarrow_{ACP} x' \land (x'') \rightarrow_{ACP} x'' \). With induction, we conclude for \( x' \) and \( x'' \), that there exists \( z = z' = \epsilon \) such that \( (x', \nu) \rightarrow_{x'} (z, \nu) \) and \( (x'', \nu) \rightarrow_{x''} (z', \nu) \) for every \( \nu \in Val \).

Using the semantics of HyPA, we then find that \( (x', \nu) \rightarrow_{x'} (z \parallel z', \nu) \) and using congruence for the parallel composition, together with the derivable, hence sound, theorem \( \epsilon \parallel \epsilon \rightarrow \epsilon \).

6. \( x = x' \parallel x'' \), which contradicts with the assumption \( \langle x \rangle \rightarrow_{ACP} \).

7. \( x = x' \mid x'' \land x', x'' \in ACP \), similar to the proof of \( x = x' \parallel x'' \).

8. \( x = \partial_H (x') \land x' \in ACP \), for which we find the following hypothesis, using the semantics of ACP.

(a) \( a \not\in H \land (x') \rightarrow_{ACP} \). With induction, we conclude for \( x' \), that there exists \( y' = \epsilon \) such that \( (x', \nu) \rightarrow_{x'} (y', \nu) \) for every \( \nu \in Val \), hence also \( (\partial_H (x'), \nu) \rightarrow_{\partial_H (y'), \nu} \) and with congruence and the sound axiom \( \partial H (\epsilon) = \epsilon \) we find \( \partial_H (y') = \epsilon \).

\( \Box \)

**Lemma 4**

If \( x \in ACP \) and \( \langle x \rangle \rightarrow_{ACP} \langle y \rangle \) then there exists \( y' = y \) (with \( y' \in HyPA \)) such that \( \langle x, \nu \rangle \rightarrow_{x} \langle y', \nu \rangle \) for every \( \nu \in Val \).

**Proof** This proof uses induction on the structure of \( x \). Since \( x \in ACP \), we find the following cases.

1. \( x = \delta \), which contradicts with the assumption \( \langle x \rangle \rightarrow_{ACP} \langle x' \rangle \).

2. \( x = a \), which contradicts with the assumption \( \langle x \rangle \rightarrow_{ACP} \langle x' \rangle \).

3. \( x = x' \oplus x'' \land x', x'' \in ACP \), for which we find the one of the following hypotheses, using the semantics of ACP.

   (a) \( \langle x' \rangle \rightarrow_{ACP} \langle y \rangle \)

   With induction, we conclude for \( x' \), that there exists \( y' = y \) such that \( \langle x', \nu \rangle \rightarrow_{x'} \langle y', \nu \rangle \) for every \( \nu \in Val \), hence also \( \langle x, \nu \rangle \rightarrow_{x} \langle y', \nu \rangle \), using the semantics of HyPA.

   (b) \( \langle x'' \rangle \rightarrow_{ACP} \langle y \rangle \), similar to the previous case.

4. \( x = x' \oplus x'' \land x', x'' \in ACP \), for which we find the one of the following hypotheses, using the semantics of ACP.
(a) \( \exists_z y = z \otimes x'' \land \langle x' \rangle \xrightarrow{\sigma}_{ACP} \langle z \rangle \)

With induction, we conclude for \( x' \), that there exists a \( z' = z \) such that \( \langle x', \nu \rangle \xrightarrow{\sigma^e} \langle z', \nu \rangle \) for every \( \nu \in Val \), hence we find \( \langle x, \nu \rangle \xrightarrow{\sigma^e} \langle z' \otimes x'', \nu \rangle \) using the semantics of HyPA, and \( z' \otimes x'' = y \) using congruence of the sequential composition.

(b) \( x'' = y \land \langle x' \rangle \xrightarrow{\sigma} \langle z \rangle \).

Using the previous lemma, we may conclude that there exists \( z = \epsilon \) such that \( \langle x', \nu \rangle \xrightarrow{\sigma^e} \langle z', \nu \rangle \) for all \( \nu \in Val \). Then, using the semantics of HyPA we find \( \langle x, \nu \rangle \xrightarrow{\sigma^e} \langle z \otimes x'', \nu \rangle \). Congruence for the sequential composition, and soundness of the axiom \( \epsilon \otimes x = x \) then give use \( z \otimes x'' = y \).

5. \( x = x' \parallel x'' \land x, x'' \in ACP \), for which we find one of the following hypotheses, using the semantics of ACP.

(a) \( \exists_z y = z \parallel x'' \land \langle x' \rangle \xrightarrow{\sigma} \langle z \rangle \)

With induction, we conclude for \( x' \), that there exists \( z' = z \) such that \( \langle x', \nu \rangle \xrightarrow{\sigma^e} \langle z', \nu \rangle \) for all \( \nu \in Val \), and using the semantics of HyPA we conclude \( \langle x, \nu \rangle \xrightarrow{\sigma^e} \langle z' \parallel x'', \nu \rangle \). Congruence for the parallel composition then gives us \( z' \parallel x'' = y \).

(b) \( \exists_z y = x' \parallel z \land \langle x'' \rangle \xrightarrow{\sigma} \langle z \rangle \), similar to the previous case.

(c) \( \exists y, w, a, x, z. y = z \parallel z' \land a = d' \gamma \alpha \land \langle x' \rangle \xrightarrow{\sigma} \langle z \rangle \land \langle x'' \rangle \xrightarrow{\sigma} \langle z' \rangle \)

With induction to the structure of \( x' \) and \( x'' \) we find \( w = z \) and \( w' = z' \) such that \( \langle x', \nu \rangle \xrightarrow{\sigma^e} \langle w, \nu \rangle \) and \( \langle x'', \nu \rangle \xrightarrow{\sigma^e} \langle w', \nu \rangle \). Using the semantics of HyPA we then conclude \( \langle x, \nu \rangle \xrightarrow{\sigma^e} \langle w \parallel w', \nu \rangle \) and congruence for the parallel composition gives \( w \parallel w' = y \).

6. \( x = x' \parallel x'' \), a subcase of \( x = x' \parallel x'' \).

7. \( x = x' \parallel x'' \), a subcase of \( x = x' \parallel x'' \).

8. \( x = \partial_H (x') \land x' \in ACP \), for which we find the following hypothesis, using the semantics of ACP.

(a) \( \exists_z y = \partial_H (z) \land a \notin H \land \langle x' \rangle \xrightarrow{\sigma} \langle z \rangle \)

With induction, we conclude for \( x' \), that there exists \( z' = z \) such that \( \langle x', \nu \rangle \xrightarrow{\sigma^e} \langle z', \nu \rangle \) for every \( \nu \in Val \), hence also \( \langle \partial_H (x') \rangle \xrightarrow{\sigma^e} \langle \partial_H (z') \rangle \) and with congruence we find \( y = \partial_H (z') \).

Lemma 5 If \( x \in ACP \) then there is no \( \nu \) such that \( \langle x, \nu \rangle \).

Proof Obvious. For immediate termination in HyPA, there must be a \( \epsilon \) subterm of \( x \). No other constants or operators introduce termination.
Lemma 6 If \( x \in ACP \) and there is a \( \nu \) such that \( \langle x, \nu \rangle \xrightarrow{\alpha} \langle y, \nu \rangle \) (with \( y \in HyPA \)) then either \( y = \epsilon \) and \( \langle x \rangle \xrightarrow{\alpha} \top \), or there exists \( y' \in ACP \) such that \( y = y' \) and \( \langle x \rangle \xrightarrow{\alpha} \langle y' \rangle \).

Proof This proof uses induction on the structure of \( x \). For \( x \in ACP \), we find the following cases.

1. \( x = \delta \), which contradicts with the assumption that \( \langle x, \nu \rangle \xrightarrow{\alpha} \langle y, \nu \rangle \) for some \( \nu \in Val \).
2. \( x = a \), for which we find trivially \( y = \epsilon \), and using the semantics of ACP \( \langle x \rangle \xrightarrow{\alpha} \top \).
3. \( x = x' \odot x'' \land x', x'' \in ACP \), for which we find one of the following hypotheses, using the semantics of HyPA.
   (a) \( \langle x', \nu \rangle \xrightarrow{\alpha} \langle y, \nu \rangle \) With induction, we find for \( x' \), one of the two following hypotheses
      i. \( y = \epsilon \land \langle x' \rangle \xrightarrow{\alpha} \top \) From which we conclude, using the semantics of ACP, that \( \langle x \rangle \xrightarrow{\alpha} \top \).
      ii. \( \exists y' \in ACP \land y = y' \land \langle x' \rangle \xrightarrow{\alpha} \langle y' \rangle \) From which we conclude, using the semantics of ACP, that \( \langle x \rangle \xrightarrow{\alpha} \langle y' \rangle \).
   (b) \( \langle x'', \nu \rangle \xrightarrow{\alpha} \langle y, \nu \rangle \), similar to the previous case.
4. \( x = x' \odot x'' \land x', x'' \in ACP \), for which we find on of the following hypotheses, using the semantics of HyPA.
   (a) \( \langle x', \nu \rangle \top \land \langle x'', \nu \rangle \xrightarrow{\alpha} \langle y, \nu \rangle \) which according to lemma 5 contradicts with the assumption that \( x' \in ACP \).
   (b) \( y = z \odot x'' \land \langle x', \nu \rangle \xrightarrow{\alpha} \langle z, \nu \rangle \) With induction, we find for \( x' \), one of the two following hypotheses
      i. \( z = \epsilon \land \langle x' \rangle \xrightarrow{\alpha} \top \) From which we conclude, using the semantics of ACP, that \( \langle x \rangle \xrightarrow{\alpha} \top x'' \), and using congruence of sequential composition together with the sound axiom \( \epsilon \odot x'' = x'' \), that \( y = x'' \).
      ii. \( \exists z' \in ACP \land z = z' \land \langle x' \rangle \xrightarrow{\alpha} \langle z' \rangle \) From which we conclude, using the semantics of ACP, that \( \langle x \rangle \xrightarrow{\alpha} \langle z' \odot x'' \rangle \), and using congruence of the sequential composition that \( y = z' \odot x'' \).
5. \( x = x' \parallel x'' \land x', x'' \in ACP \), for which we find one of the following hypotheses, using the semantics of HyPA.
   (a) \( \exists z y = z \parallel x'' \land \langle x', \nu \rangle \xrightarrow{\alpha} \langle z, \nu \rangle \) With induction, we find for \( x' \), one of the two following hypotheses
From which we conclude that \( \langle x \rangle \overset{\alpha}{\rightarrow} \langle x'' \rangle \) and using equational reasoning \( y \overset{\alpha}{=} x'' \).

\( \exists z' \in \text{ACP} \land z \equiv z' \land \langle x' \rangle \overset{\alpha}{\rightarrow} \langle z' \rangle \) From which we conclude

\( \langle x \rangle \overset{\alpha}{\rightarrow} \langle z' || x'' \rangle \) and using congruence \( y \overset{\alpha}{=} z'|| x'' \).

(b) \( \exists z = x' || z \land \langle x'', \nu \rangle \overset{\alpha}{\rightarrow} \langle z, \nu \rangle \), which is similar to the previous case.

(c) \( \exists z', \nu, w, z'' \in \text{ACP} \land D = \alpha \gamma a'' \land \langle x', \nu \rangle \overset{\alpha}{\rightarrow} \langle z, \nu \rangle \land \langle x'', \nu \rangle \overset{\alpha''}{\rightarrow} \langle z', \nu \rangle \) With induction, we find for \( x' \), one of the four following hypotheses

i. \( z \equiv \epsilon \land x' \overset{\alpha}{\rightarrow} \langle x'' \rangle \) From which we conclude using the semantics of ACP that \( x \overset{\alpha}{\rightarrow} \langle x'' \rangle \), and using equational reasoning that \( y \overset{\alpha}{=} \epsilon \).

ii. \( z \equiv \epsilon \land x' \overset{\alpha}{\rightarrow} \langle x'' \rangle \land \exists w' \in \text{ACP} \land z' \equiv w' \land \langle x'' \rangle \overset{\alpha''}{\rightarrow} \langle w' \rangle \) From which we conclude using the semantics of ACP that \( x \overset{\alpha}{\rightarrow} \langle w' \rangle \) and using congruence and (sound) equational reasoning that \( y \overset{\alpha}{=} w' \).

iii. \( \exists w \in \text{ACP} \land z \equiv w \land x' \overset{\alpha}{\rightarrow} \langle w \rangle \land z' \equiv \epsilon \land x'' \overset{\alpha''}{\rightarrow} \langle w' \rangle \) Similar to the previous case.

iv. \( \exists w, w' \in \text{ACP} \land z \equiv w \land x' \overset{\alpha}{\rightarrow} \langle w \rangle \land z' \equiv w' \land x'' \overset{\alpha''}{\rightarrow} \langle w' \rangle \) From which we conclude using the semantics of ACP that

\( x \overset{\alpha}{\rightarrow} \langle w || w' \rangle \) and using congruence \( y \overset{\alpha}{=} w || w' \).

6. \( x = x' || x'' \), which is a subcase of \( x = x' || x'' \).

7. \( x = x' \mid x'' \), which is a subcase of \( x = x' \mid x'' \).

8. \( x = \partial_H (x') \land x' \in \text{ACP} \), for which we find one of the following hypotheses, using the semantics of HyPA.

(a) \( \exists z = \partial_H (z) \land x \not\in \text{HyPA} \land \langle x', \nu \rangle \overset{\alpha}{\rightarrow} \langle z, \nu \rangle \) With induction, we find for \( x' \), one of the two following hypotheses

i. \( z \equiv \epsilon \land x' \overset{\alpha}{\rightarrow} \langle z \rangle \) From which we conclude, using the semantics of ACP, that \( x \overset{\alpha}{\rightarrow} \langle z \rangle \).

ii. \( \exists z' \in \text{ACP} \land z \equiv z' \land x' \overset{\alpha}{\rightarrow} \langle z' \rangle \) From which we conclude, using the semantics of ACP, that \( x \overset{\alpha}{\rightarrow} \langle \partial (\cdot) \rangle \) and using congruence \( y \overset{\alpha}{=} \partial (z') \).

\( \Box \)

Using these four lemmas, we can prove the main theorem by showing that \( \overset{\alpha}{=} \) is an ACP-bisimulation relation.
Corollary 1 \( \Rightarrow \), restricted to closed ACP terms, is an ACP-bisimulation relation.

Proof Suppose \( p \equiv q \), and \( p, q \in \text{ACP} \).

- If \( \langle p \rangle \xrightarrow{a} \text{ACP} \langle p' \rangle \), then we use the lemma 4 to find \( y \equiv p' \) such that \( \langle p, \nu \rangle \xrightarrow{a, \nu} \langle y, \nu \rangle \) for every \( \nu \). Since \( \equiv \) is a bisimulation relation, there exists \( y' \equiv y \) such that \( \langle q, \nu \rangle \xrightarrow{a, \nu} \langle y', \nu \rangle \). Using lemma 5, and the observation that \( p' \in \text{ACP} \), we find that not \( \langle p', \nu \rangle \checkmark \). Now, we can use lemma 6 to find there exists \( \nu' \equiv y' \) such that \( \langle q \rangle \xrightarrow{a} \text{ACP} \langle q' \rangle \). Lastly, \( \equiv \) is an equivalence relation, from which we conclude \( p' \equiv q' \).

- If \( \langle q \rangle \xrightarrow{a} \text{ACP} \langle q' \rangle \), the reasoning is similar to the previous case.

- If \( \langle p \rangle \xrightarrow{a} \text{ACP} \checkmark \), then we use lemma 3 to find \( y \equiv e \) such that \( \langle p, \nu \rangle \xrightarrow{a, \nu} \langle y, \nu \rangle \) for every \( \nu \). Since \( \equiv \) is a bisimulation relation, there exists \( y' \equiv y \) such that \( \langle q, \nu \rangle \xrightarrow{a, \nu} \langle y', \nu \rangle \). Now, using lemma 6 we may conclude that either, there exists \( z \in \text{ACP} \) such that \( z \equiv y' \) (which cannot be, since then \( z \equiv e \) and \( (z, \nu) \checkmark \), contradicting lemma 4), or \( y' \equiv e \) (which is true) and \( \langle q \rangle \xrightarrow{a} \text{ACP} \checkmark .\)

- If \( \langle q \rangle \xrightarrow{a} \text{ACP} \checkmark \), the reasoning is similar to the previous case.

\( \Box \)
C  Rewriting into basic terms

In this section, we will show that all the terms of HyPA can be rewritten into basic terms, using the axiomatization of HyPA. In fact, we show that there is a strongly normalizing rewrite system, for rewriting HyPA terms into the following form.

\[ N' := \delta \mid \epsilon \mid a \mid c \mid a \odot N' \mid c \triangleright N' \mid d \triangleright a \mid d \triangleright c \triangleright d \triangleright a \odot N' \triangleright c \triangleright N' \odot N'. \]

After that, it is easy to verify that the terms in \( N' \) can be rewritten into \( N \) using the axioms \([true] \triangleright x \approx x \odot \epsilon \approx x \triangleright \delta \approx x \) and \( \delta \approx [false] \triangleright \epsilon \).

The remainder of this section consists of three parts. In part one, we give a rewrite system that is constructed for the task of rewriting HyPA terms into \( N' \). Furthermore, we show that all the rewrite rules can be derived using the axiomatization of HyPA. And in part two, we show that all possible normal forms of the rewrite system are in \( N' \). While in part three we show that the rewrite system is strongly normalizing, i.e. that every term has a normal form into which it can be rewritten.

C.1  The rewrite system

In this section, we give the rewrite system for rewriting HyPA terms into terms of the form \( N' \). All the rules are derivable using the axiomatization, and are hence sound. This can be easily seen, since we have ordered the rules in groups, based on the most important axiom from which the rule is derived. Almost all rules are derivable using only the base axiom, and one or more of the following unit-, zero-, and commutativity-theorems. (Note that most of them are axioms.)

\begin{align*}
& x \odot \epsilon \approx x & \delta \odot x \approx \delta & \delta \triangleright x \approx \delta \\
& \delta \triangleright x \approx \delta & \delta \odot x \approx x & [true] \triangleright x \approx x \\
& [false] \triangleright x \approx \delta & x \triangleright \delta \approx x & c \triangleright x \approx x \\
& x \mid y \approx y \mid x & x \odot y \approx y \odot x & x \triangleright y \approx y \triangleright x
\end{align*}

In the derivations, we have also used the following logical equivalences:

\begin{align*}
& d^* = d^* \\
& d^* \land [true] = d^* & d^* \land d^* = d^* \land d^* \\
& c \land c' = c' \land c & [false]^* = [false] & [true]^* = [true] \\
& [true] \sim d = d
\end{align*}

Only two rules are not derivable using only these axioms, and using the derivability of other rules. For those two rules, a proof is given in the end of the subsubsection in which they are introduced.

C.1.1  Rules from the axiom: \( d \triangleright \delta \approx \delta \)

\[ d \triangleright \delta \leftrightarrow \delta \]
C.1.2 Rules from the axiom: \( d \implies (d' \implies x) \equiv (d \sim d') \implies x \)
\( d \implies d' \implies x \iff (d \sim d') \implies x \)

C.1.3 Rules from the axiom: \( d \implies (x \oplus y) \equiv d \implies x \oplus d \implies y \)
\( d \implies (x \oplus y) \iff d \implies x \oplus d \implies y \)

C.1.4 Rules from the axiom: \((x \oplus y) \odot z \equiv x \odot (y \odot z)\)
\((x \odot y) \odot z \iff x \odot (y \odot z)\)

C.1.5 Rules from the axiom: \((x \oplus y) \odot z \equiv x \odot z \oplus y \odot z\)
\((x \odot y) \odot z \iff x \odot z \oplus y \odot z\)

C.1.6 Rules from the axiom: \(x \implies y \equiv x \implies y \implies y\)
\(x \implies y \iff x \implies y \implies y\)

C.1.7 Rules from the axiom: \(\varepsilon \implies x \sim \varepsilon\)
\(\varepsilon \implies x \iff \varepsilon\)

C.1.8 Rules from the axiom: \((c \implies x) \implies y \equiv (x \implies y) \implies (c \implies y)\)

C.1.9 Rules from the axiom: \((x \oplus y) \implies z \equiv z \implies x \oplus y \implies z\)
\((x \odot y) \implies z \iff z \implies x \oplus y \implies z\)

C.1.10 Rules from the axiom: \(x \parallel y \equiv x \parallel y \parallel x \parallel x \parallel y\)
\(x \parallel y \iff x \parallel y \parallel x \parallel x \parallel y\)

C.1.11 Rules from the axiom: \((x \oplus y) \parallel z \equiv z \parallel x \parallel y \parallel z\)
\((x \odot y) \parallel z \iff z \parallel x \parallel y \parallel z\)

C.1.12 Rules from the axiom: \(\epsilon \parallel x \equiv \delta\)
\(\epsilon \parallel x \iff \delta\)

C.1.13 Rules from the axiom: \((d \implies \varepsilon) \odot x \equiv d \implies x\)
\((d \implies \varepsilon) \odot x \iff d \implies x\)
\(\varepsilon \odot x \iff x\)
C.1.14  Rules from the axiom: \((d \gg x) \parallel y \Rightarrow d \gg (x \parallel y)\)
\((d \gg x) \parallel y \rightarrow d \gg (x \parallel y)\)
\(\delta \parallel x \rightarrow \delta\)

C.1.15  Rules from the axiom: \((a \odot x) \parallel y \Rightarrow a \odot (x \parallel y)\)
\((a \odot x) \parallel y \rightarrow a \odot (x \parallel y)\)
a \parallel x \rightarrow a \odot x

C.1.16  Rules from the axiom: \((c \gg x) \parallel y \Rightarrow \delta\)
\((c \gg x) \parallel y \rightarrow \delta\)
c \parallel x \rightarrow \delta

C.1.17  Rules from the axiom: \((d \gg a) \odot x \Rightarrow d \gg a \odot x\)
\((d \gg a) \odot x \rightarrow d \gg a \odot x\)
\(\delta \odot x \rightarrow \delta\)
\((d \gg a \odot x) \odot y \rightarrow d \gg a \odot (x \odot y)\)

This last rule is perhaps not so trivial, and can be derived as follows:
\[(d \gg a \odot x) \odot y \Rightarrow ((d \gg a) \odot x) \odot y\]
\[(d \gg a) \odot (x \odot y)\]
\[d \gg a \odot (x \odot y)\]

C.1.18  Rules from the axiom: \((a \odot x) \gg y \Rightarrow a \odot (x \gg y)\)
\((a \odot x) \gg y \rightarrow a \odot (x \gg y)\)
a \gg x \rightarrow a \odot (e \gg x)

The derivation of this last rule goes as follows:
\[a \gg x \Rightarrow (a \odot e) \gg x\]
\[a \odot (e \gg x)\]
\[a \odot (e \gg x \odot x)\]
\[a \odot (e \gg x)\]

C.1.19  Rules from the axiom: \((d \gg x) \gg y \Rightarrow d \gg x \gg y\)
\((d \gg x) \gg y \rightarrow d \gg x \gg y\)
\(\delta \gg x \rightarrow \delta\)
C.1.20  Rules from the axiom: \((d \gg c \gg x) \circ y \approx d \gg c \gg x \circ y\)
\[(d \gg c \gg x) \circ y \mapsto d \gg c \gg x \circ y\]
\[(c \gg x) \circ y \mapsto c \gg x \circ y\]
\[(d \gg c) \circ x \mapsto d \gg c\]
c \circ x \leftrightarrow c

C.1.21  Rules from the axiom: \(\delta \mid x \approx \delta\)
\(\delta \mid x \leftrightarrow \delta\)

C.1.22  Rules from the axiom: \((x \circ y) \mid z \approx x \mid z \circ y \mid z\)
\((x \circ y) \mid z \leftrightarrow x \mid z \circ y \mid z\)
\(x \mid (y \circ z) \leftrightarrow x \mid y \circ x \mid z\)

C.1.23  Rules from the axiom: \(d \gg \epsilon \mid d' \gg \epsilon \approx (d^2 \land d'^2) \gg \epsilon\)
\(d \gg \epsilon \mid d' \gg \epsilon \leftrightarrow (d^2 \land d'^2) \gg \epsilon\)
\(d \gg \epsilon \mid d' \gg \epsilon \leftrightarrow d' \gg \epsilon\)
\(\epsilon \mid d' \gg \epsilon \leftrightarrow d' \gg \epsilon\)
\(\epsilon \mid \epsilon \leftrightarrow \epsilon\)

C.1.24  Rules from the axiom: \(d \gg a \circ x \mid d' \gg a' \circ y \approx (d \land d') \gg (a \land a') \circ (x \mid y)\)
For some of the rules below, it is important to notice that the reinitialization-clause \(\{[\text{true}] \land \lnot d\}\) is not logically equivalent to \(d\), since \(\{[\text{true}]\}\) prevents variables from changing their valuation. The unit element of \(\land\) for reinitialization-clauses is \([\bigvee_m [\text{true}]]\).
\(d \gg a \circ x \mid d' \gg a' \circ y \leftrightarrow (d \land d') \gg (a \land a') \circ (x \mid y)\)
a \circ x \mid d \gg a' \circ y \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ (x \mid y)
a \circ x \mid d' \gg a' \circ y \leftrightarrow (d \land d') \gg (a \land a') \circ (x \mid y)
d \gg a \mid a' \circ x \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ x\)
da \mid a \gg a' \circ x \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ x\)
d \gg a \mid a' \circ x \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ x\)
da \mid a \gg a' \circ x \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ x\)
d \gg a \mid a' \circ x \leftrightarrow ([\text{true}] \land d) \gg (a \land a') \circ x\)
a \circ x \mid \epsilon \leftrightarrow (a \land a') \circ x
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\[ \alpha \mid a' \leftrightarrow a \gamma a' \]

C.1.25 Rules from the axiom: \( d \succ a \circ x \mid d' \succ a' \circ y \approx \delta \) if \((a \gamma a')\) undefined

\[
\begin{align*}
\quad & d \succ a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ a' \circ y \leftrightarrow \delta \\
\quad & a \mid d \succ a' \circ x \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid a' \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ a' \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid d' \leftrightarrow \delta \\
\quad & a \circ x \mid a' \leftrightarrow \delta \\
\quad & a \mid d \succ a' \circ x \leftrightarrow \delta \\
\quad & a \mid d \succ a' \leftrightarrow \delta \\
\quad & a \mid a' \leftrightarrow \delta 
\end{align*}
\]

C.1.26 Rules from the axiom: \( d \succ \epsilon \mid d' \succ (a \circ x) \approx \delta \)

\[
\begin{align*}
\quad & d \succ \epsilon \mid d' \succ a \circ x \leftrightarrow \delta \\
\quad & d' \succ a \circ x \mid d' \succ \epsilon \leftrightarrow \delta \\
\quad & \epsilon \mid d' \succ a \circ x \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ \epsilon \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid \epsilon \leftrightarrow \delta \\
\quad & a \circ x \mid d' \succ \epsilon \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid d' \succ \epsilon \leftrightarrow \delta \\
\quad & d \succ a \circ x \mid d' \approx \epsilon \leftrightarrow \delta \\
\quad & \epsilon \mid a \circ x \leftrightarrow \delta \\
\quad & a \circ x \mid \epsilon \leftrightarrow \delta \\
\quad & \epsilon \mid d' \approx a \leftrightarrow \delta \\
\quad & d \succ a \mid \epsilon \leftrightarrow \delta \\
\quad & d \succ \epsilon \mid a \leftrightarrow \delta \\
\quad & a \mid d \approx \epsilon \leftrightarrow \delta \\
\quad & \epsilon \mid a \leftrightarrow \delta \\
\quad & \epsilon \mid \epsilon \leftrightarrow \delta \\
\quad & a \mid \epsilon \leftrightarrow \delta 
\end{align*}
\]

C.1.27 Rules from the axiom: \( d \succ \epsilon \mid d' \succ c \circ x \approx (d' \sim d') \approx (c \circ x) \)

\[
\begin{align*}
\quad & d \succ \epsilon \mid d' \succ c \circ x \leftrightarrow (d' \sim d') \approx c \circ x \\
\quad & d \succ c \circ x \mid d' \succ \epsilon \leftrightarrow (d' \sim d) \approx c \circ x 
\end{align*}
\]
\[
\begin{align*}
&c \vdash x \mid d \gg e \iff d^d \gg c \vdash x \\
&d \gg e \mid c \gg x \iff d^d \gg e \mid c \gg x \\
&e \mid d \gg c \gg x \iff d \gg e \gg c \gg x \\
&d \gg c \gg x \mid e \gg d \gg c \gg x \\
&d \gg e \mid d^d \gg e \iff (d^d \sim d) \gg c \\
&d \gg e \mid d^d \gg e \iff (d^d \sim d^d) \gg c \\
&e \mid c \gg x \iff c \gg x \\
&c \gg x \mid e \iff c \gg x \\
&c \mid d \gg e \iff d^d \gg c \\
&d \gg e \mid c \gg d^d \gg c \\
&d \gg c \mid e \iff d \gg e \\
&e \mid c \iff c \\
&c \mid e \iff c \\
\end{align*}
\]

C.1.28 Rules from the axiom: \( d \gg c \gg x \mid d^d \gg a \circ y \approx \delta \)

\[
\begin{align*}
&d \gg a \circ x \mid d^d \gg c \gg y \iff \delta \\
&d \gg c \gg x \mid d^d \gg a \circ y \iff \delta \\
&d \gg c \gg x \mid a \circ x \iff \delta \\
&c \gg x \mid d \gg a \circ y \iff \delta \\
&a \circ x \mid d \gg c \gg y \iff \delta \\
&d \gg c \gg x \mid d^d \gg a \gg \delta \\
&d \gg a \circ x \mid d^d \gg c \gg x \iff \delta \\
&c \mid d \gg a \circ x \iff \delta \\
&a \circ x \mid d \gg c \gg \delta \\
&d \gg a \circ x \mid a \gg \delta \\
&d \gg a \circ x \mid c \gg \delta \\
&d \gg a \circ x \mid d \gg \delta \\
&c \gg x \mid d \gg a \gg \delta \\
&d \gg a \circ x \mid d \gg c \gg x \iff \delta \\
&d \gg c \gg x \mid a \gg \delta \\
&d \gg c \gg x \mid d^d \gg a \gg \delta \\
&d \gg a \mid d \gg c \gg \delta \\
&a \circ x \mid c \gg \delta \\
&c \mid a \circ x \gg \delta \\
&a \mid c \gg x \gg \delta \\
&c \gg x \mid a \gg \delta \\
&a \mid d \gg c \gg \delta \\
&c \mid d \gg a \gg \delta
\end{align*}
\]
C.1.29 Rules from the axiom: \( d \gg c \gg x \gg d' \gg c' \gg y \equiv ((d \sim c\text{jimp}) \land (d' \sim c'\text{jimp})) \gg (c \land c') \gg (x \parallel c' \gg y \equiv y \gg c \gg x \parallel x \parallel c' \gg y \parallel y \gg c \gg x) \)

\[
\begin{align*}
d \gg c \gg x & \gg d' \gg c' \gg y \rightarrow \begin{cases}
  (x \parallel c' \gg y \parallel) \\
  y \parallel c \gg x \parallel \\
  x \parallel c' \gg y \parallel \\
  (x \parallel c) \\
  y \parallel c \gg x \\
  x \parallel c' \gg y \parallel \\
  y \parallel c \gg x \\
  y \parallel c \gg x
\end{cases} \\
\end{align*}
\]

\( d \gg c \gg x \gg d' \gg c' \gg y \rightarrow ((d \sim c\text{jimp}) \land (d' \sim c'\text{jimp})) \gg (c \land c') \gg (x \parallel c' \gg y \equiv y \gg c \gg x) \)

\[
\begin{align*}
d \gg c \gg x \gg d' \gg c' \gg y & \rightarrow ((d \sim c\text{jimp}) \land (d' \sim c'\text{jimp})) \gg (c \land c') \gg (x \parallel c') \\
\end{align*}
\]

\[
\begin{align*}
d \gg c \gg d' \gg c' \gg x & \rightarrow ((d \sim c\text{jimp}) \land (d' \sim c'\text{jimp})) \gg (c \land c') \gg (x \parallel c') \\
\end{align*}
\]

The rule \( d \gg c \gg d' \gg c' \gg x \equiv ((d \sim c\text{jimp}) \land (d' \sim c'\text{jimp})) \gg (c \land c') \gg (c \parallel x) \) is not trivial. Therefore, we give its derivation.
\[ d \Rightarrow c | d' \Rightarrow c' \Rightarrow x \approx d \Rightarrow c \Rightarrow \delta | d' \Rightarrow c' \Rightarrow x \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (\delta \lor c' \Rightarrow x \lor \delta) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (\delta \lor (c \Rightarrow x \lor \delta) \lor \delta) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (x \lor (\delta \Rightarrow \delta \oplus \delta)) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (x \lor (c \Rightarrow \delta \oplus \delta)) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (\delta \oplus x) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (\delta \oplus (c \Rightarrow \delta \oplus \delta)) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (\delta \oplus x \lor \delta) \]

\[ \approx ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \lor \delta \Rightarrow \delta) \]

C.1.30 Rules from the axiom: \( \partial_H (\epsilon) \approx \epsilon \)

\( \partial_H (\epsilon) \leftrightarrow \epsilon \)

C.1.31 Rules from the axiom: if \( a \in H \) then \( \partial_H (a) \approx \delta \)

if \( a \in H \) then \( \partial_H (a) \leftrightarrow \delta \)

C.1.32 Rules from the axiom: if \( a \notin H \) then \( \partial_H (a) \approx a \)

if \( a \notin H \) then \( \partial_H (a) \leftrightarrow a \)
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C.1.33 Rules from the axiom: \( \partial_H(c) \approx c \)
\( \partial_H(c) \leftarrow c \)

C.1.34 Rules from the axiom: \( \partial_H(x \odot y) \approx \partial_H(x) \otimes \partial_H(y) \)
\( \partial_H(x \odot y) \leftarrow \partial_H(x) \otimes \partial_H(y) \)

C.1.35 Rules from the axiom: \( \partial_H(x \triangleright y) \approx \partial_H(x) \triangleright \partial_H(y) \)
\( \partial_H(x \triangleright y) \leftarrow \partial_H(x) \triangleright \partial_H(y) \)

C.1.36 Rules from the axiom: \( \partial_H(d \gg x) \approx d \gg \partial_H(x) \)
\( \partial_H(d \gg x) \leftarrow d \gg \partial_H(x) \)
\( \partial_H(\delta) \leftarrow \delta \)

C.1.37 Rules from the axiom: \( \partial_H((x \oplus y)) \approx \partial_H(x) \oplus \partial_H(y) \)
\( \partial_H(x \oplus y) \leftarrow \partial_H(x) \oplus \partial_H(y) \)

C.2 Normal forms are in \( N' \)
Since the atoms of HyPA are also atoms of \( N' \), every HyPA term \( p \notin N' \) has a subterm \( s \notin N' \) of the form:

\[
P := d \gg N' \mid N' \odot N' \mid N' \otimes N' \mid N' \triangleright N' \mid N' \gg N' \mid N' \gg \partial_H(N')
\]

In the following paragraphs, we will give one or more applicable rewrite rules for every of these possible subterms, unless the specific subterm is itself in normal form. In that case, we do not need to give a rule since we have a contradiction with the assumption that \( s \notin N' \).

C.2.1 The form: \( s \in d \gg N' \)
We find the following cases:

- \( s \in d \gg \delta \), which rewrites using \( d \gg \delta \leftarrow \delta \);
- \( s \in d \gg \epsilon \in N' \);
- \( s \in d \gg a \in N' \);
- \( s \in d \gg c \in N' \);
• \( s \in d \Rightarrow a \odot N' \in N' \);
• \( s \in d \Rightarrow c \triangleright N' \in N' \);
• \( s \in d \Rightarrow d' \Rightarrow a \), which rewrites using \( d \Rightarrow d' \Rightarrow x \leftrightarrow (d \sim d') \Rightarrow x \);
• \( s \in d \Rightarrow d' \Rightarrow c \), which rewrites using \( d \Rightarrow d' \Rightarrow x \leftrightarrow (d \sim d') \Rightarrow x \);
• \( s \in d \Rightarrow d' \Rightarrow \epsilon \), which rewrites using \( d \Rightarrow d' \Rightarrow x \leftrightarrow (d \sim d') \Rightarrow x \);
• \( s \in d \Rightarrow d' \Rightarrow a \odot N' \), which rewrites using \( d \Rightarrow d' \Rightarrow x \leftrightarrow (d \sim d') \Rightarrow x \);
• \( s \in d \Rightarrow d' \Rightarrow c \triangleright N' \), which rewrites using \( d \Rightarrow d' \Rightarrow x \leftrightarrow (d \sim d') \Rightarrow x \);
• \( s \in d \Rightarrow (N' \odot N') \), which rewrites using \( d \Rightarrow (x \odot y) \leftrightarrow d \Rightarrow x \odot d' \Rightarrow y \).

C.2.2 The form: \( s \in N' \odot N' \)
Which directly leads to \( s \in N' \).

C.2.3 The form: \( s \in N' \odot N' \)
We find the following cases
• \( s \in \delta \odot N' \), which rewrites using \( \delta \odot x \leftrightarrow \delta \);
• \( s \in \epsilon \odot N' \), which rewrites using \( \epsilon \odot x \leftrightarrow x \);
• \( s \in a \odot N' \subseteq N' \);
• \( s \in c \odot N' \), which rewrites using \( c \odot x \leftrightarrow c \);
• \( s \in (a \odot N') \odot N' \), which rewrites using \( (x \odot y) \odot z \leftrightarrow x \odot (y \odot z) \);
• \( s \in (c \triangleright N') \odot N' \), which rewrites using \( (c \triangleright x) \odot y \leftrightarrow c \triangleright x \odot y \);
• \( s \in (d \Rightarrow a) \odot N' \), which rewrites using \( (d \Rightarrow a) \odot x \leftrightarrow (d \Rightarrow a) \odot x \);
• \( s \in (d \Rightarrow c) \odot N' \), which rewrites using \( (d \Rightarrow c) \odot x \leftrightarrow d \Rightarrow c \);
• \( s \in (d \Rightarrow \epsilon) \odot N' \), which rewrites using \( (d \Rightarrow \epsilon) \odot x \leftrightarrow d \Rightarrow x \);
• \( s \in (d \Rightarrow a \odot N') \odot N' \), which rewrites using \( (d \Rightarrow a \odot x) \odot y \leftrightarrow (d \Rightarrow a \odot x) \odot y \);
• \( s \in (d \Rightarrow c \triangleright N') \odot N' \), which rewrites using \( (d \Rightarrow c \triangleright x) \odot y \leftrightarrow (d \Rightarrow c \triangleright x) \odot y \);
• \( s \in (N' \odot N') \odot N' \), which rewrites using \( (x \odot y) \odot z \leftrightarrow x \odot z \odot y \odot z \).

C.2.4 The form: \( s \in N' \Rightarrow N' \)
Which rewrites using \( x \Rightarrow y \leftarrow x \Rightarrow y \odot y \).
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C.2.5 The form: \( s \in N' \rhd N' \)

We find the following cases

- \( s \in \delta \rhd N' \), which rewrites using \( \delta \rhd x \leftarrow \delta \);
- \( s \in \varepsilon \rhd N' \), which rewrites using \( \varepsilon \rhd x \leftarrow \varepsilon \);
- \( s \in a \rhd N' \), which rewrites using \( a \rhd x \leftarrow a \odot (e \odot x) \);
- \( s \in c \rhd N' \subseteq N' \);
- \( s \in (a \odot N') \rhd N' \), which rewrites using \( (a \odot x) \rhd y \leftarrow a \odot (x \triangleright y) \);
- \( s \in (c \rhd N') \rhd N' \), which rewrites using \( (c \rhd x) \rhd y \leftarrow c \rhd (x \triangleright y) \);
- \( s \in (d \gg a) \rhd N' \), which rewrites using \( (d \gg x) \rhd y \leftarrow d \gg x \gg y \);
- \( s \in (d \gg c) \rhd N' \), which rewrites using \( (d \gg x) \rhd y \leftarrow d \gg x \gg y \);
- \( s \in (d \gg a \odot N') \rhd N' \), which rewrites using \( (d \gg x) \rhd y \leftarrow d \gg x \gg y \);
- \( s \in (d \gg a \odot N') \rhd N' \), which rewrites using \( (d \gg x) \rhd y \leftarrow d \gg x \gg y \);
- \( s \in (N' \odot N') \rhd N' \), which rewrites using \( (x \oplus y) \rhd z \leftarrow x \odot z \odot y \gg z \).

C.2.6 The form: \( s \in N' \parallel N' \)

Which rewrites using \( x \parallel y \leftarrow x \parallel y \parallel x \parallel y \parallel x | y \).

C.2.7 The form: \( s \in N' \parallel N' \)

We find the following cases

- \( s \in \delta \parallel N' \), which rewrites using \( \delta \parallel x \leftarrow \delta \);
- \( s \in \varepsilon \parallel N' \), which rewrites using \( \varepsilon \parallel x \leftarrow \delta \);
- \( s \in a \parallel N' \), which rewrites using \( a \parallel x \leftarrow a \odot x \);
- \( s \in c \parallel N' \), which rewrites using \( c \parallel x \leftarrow \delta \);
- \( s \in (a \odot N') \parallel N' \), which rewrites using \( (a \odot x) \parallel y \leftarrow a \odot (x \parallel y) \);
- \( s \in (c \rhd N') \parallel N' \), which rewrites using \( (c \rhd x) \parallel y \leftarrow \delta \);
- \( s \in (d \gg a) \parallel N' \), which rewrites using \( (d \gg x) \parallel y \leftarrow d \gg x \parallel y \);
- \( s \in (d \gg c) \parallel N' \), which rewrites using \( (d \gg x) \parallel y \leftarrow d \gg x \parallel y \);
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• \( s \in (d \gg e) \parallel N' \), which rewrites using \((d \gg x) \parallel y \leftarrow d \gg x \parallel y\);

• \( s \in (d \gg a \odot N') \parallel N' \), which rewrites using \((d \gg x) \parallel y \leftarrow d \gg x \parallel y\);

• \( s \in (d \gg c \odot N') \parallel N' \), which rewrites using \((d \gg x) \parallel y \leftarrow d \gg x \parallel y\);

• \( s \in (N' \odot N') \parallel N' \), which rewrites using \((x \odot y) \parallel z \leftarrow x \parallel z \odot y \parallel z\).

C.2.8 The form: \( s \in N' \mid N' \)

We find the following cases

• \( s \in \delta \mid N' \), which rewrites using \( \delta \mid x \leftarrow \delta \);

• \( s \in \varepsilon \mid N' \), for which we find the cases
  - \( s \in \varepsilon \mid \delta \), which rewrites using \( \varepsilon \mid \delta \leftarrow \delta \);
  - \( s \in \varepsilon \mid \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid d \gg \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid d \gg \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid d \gg c \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid d \gg c \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid d \gg \varepsilon \), which rewrites using \( \varepsilon \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in \varepsilon \mid \delta \), which rewrites using \( \varepsilon \mid \delta \leftarrow \delta \);

• \( s \in a \mid N' \), for which we find the cases
  - \( s \in a \mid \delta \), which rewrites using \( a \mid \delta \leftarrow \delta \);
  - \( s \in a \mid \varepsilon \), which rewrites using \( a \mid \varepsilon \leftarrow \varepsilon \);
  - \( s \in a \mid a' \), for which we find two cases
    - If \( a \gamma a' \) defined then we rewrite using \( a \mid a' \leftarrow a \gamma a' \);
    - If \( a \gamma a' \) undefined then we rewrite using \( a \mid a' \leftarrow \delta \);
  - \( s \in a \mid c \), which we rewrite using \( a \mid c \leftarrow \delta \);
  - \( s \in a \mid a' \odot N' \), for which we find two cases
    - If \( a \gamma a' \) defined then we rewrite using \( a \mid a' \odot x \leftarrow (a \gamma a') \odot x \);
    - If \( a \gamma a' \) undefined then we rewrite using \( a \mid a' \odot x \leftarrow \delta \);
  - \( s \in a \mid c \odot N' \), which we rewrite using \( a \mid c \odot x \leftarrow \delta \);
  - \( s \in a \mid d \gg a' \), for which we find two cases
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* If \( \alpha \gamma \alpha' \) defined then we rewrite using \( a \mid d \Rightarrow a' \leftrightarrow ([true] \land d) \Rightarrow (\alpha \gamma \alpha') \);
* If \( \alpha \gamma \alpha' \) undefined then we rewrite using \( a \mid d \Rightarrow a' \leftrightarrow \delta; \)
  - \( s \in a \mid d \Rightarrow c \), which we rewrite using \( a \mid d \Rightarrow c \leftrightarrow \delta; \)
  - \( s \in a \mid d \Rightarrow \epsilon \), which we rewrite using \( a \mid d \Rightarrow \epsilon \leftrightarrow \delta; \)
  - \( s \in a \mid d \Rightarrow a' \land N' \), for which we find two cases
    * If \( \alpha \gamma \alpha' \) defined then we rewrite using \( a \mid d \Rightarrow a' \land x \leftrightarrow ([true] \land d) \Rightarrow (\alpha \gamma \alpha') \land x; \)
    * If \( \alpha \gamma \alpha' \) undefined then we rewrite using \( a \mid d \Rightarrow a' \land x \leftrightarrow \delta; \)
  - \( s \in a \mid d \Rightarrow c \land N' \), which we rewrite using \( a \mid d \Rightarrow c \leftrightarrow \delta; \)
  - \( s \in a \mid (\mathcal{N}' \land N') \), which rewrites using \( x \mid (y \land z) \leftrightarrow x \mid y \land x \land z. \)

- \( s \in c \mid N' \), for which we find the cases
  - \( s \in c \mid \delta \), which rewrites using \( x \mid \delta \leftrightarrow \delta; \)
  - \( s \in c \mid \epsilon \), which rewrites using \( c \mid \epsilon \leftrightarrow c; \)
  - \( s \in c \mid a \), which rewrites using \( c \mid a \leftrightarrow \delta; \)
  - \( s \in c \mid c' \), which rewrites using \( c \mid c' \leftrightarrow (c \land c') \land c; \)
  - \( s \in c \mid a \land N' \), which rewrites using \( c \mid a \land x \leftrightarrow \delta; \)
  - \( s \in c \mid c' \land N' \), which rewrites using \( c \mid c' \land x \leftrightarrow (c \land c') \land (c \land x); \)
  - \( s \in c \mid (\mathcal{N}' \land N') \), which rewrites using \( x \mid (y \land z) \leftrightarrow x \mid y \land x \land z. \)

- \( s \in a \land N' \land N' \), for which we find the cases
  - \( s \in a \land N' \land \delta \), which rewrites using \( x \mid \delta \leftrightarrow \delta; \)
  - \( s \in a \land N' \land \epsilon \), which rewrites using \( a \land x \land \epsilon \leftrightarrow \delta; \)
  - \( s \in a \land N' \land a' \), for which we find two cases
    * If \( \alpha \gamma \alpha' \) defined then we rewrite using \( a \land x \land a' \leftrightarrow (\alpha \gamma \alpha') \land x; \)
    * If \( \alpha \gamma \alpha' \) undefined then we rewrite using \( a \land x \land a' \leftrightarrow \delta; \)
  - \( s \in a \land N' \land c \), which rewrites using \( a \land x \land c \leftrightarrow \delta; \)
  - \( s \in a \land N' \land a' \land N' \), for which we find two cases
If \( a \gamma a' \) defined then we rewrite using \( a \odot x \mid a' \odot y \mapsto (a \gamma a') \odot (x \parallel y) \);

If \( a \gamma a' \) undefined then we rewrite using \( a \odot x \mid a' \odot y \mapsto \delta \);

- \( s \in a \odot N' \mid c \triangleright N' \), which rewrites using \( a \odot x \mid c \triangleright y \mapsto \delta \);
- \( s \in a \odot N' \mid d \triangleright a' \), for which we find two cases
  - If \( a \gamma a' \) defined then we rewrite using \( a \odot x \mid d \triangleright a' \mapsto ([\text{true}] \wedge d) \triangleright (a \gamma a') \odot x \);
  - If \( a \gamma a' \) undefined then we rewrite using \( a \odot x \mid d \triangleright a' \mapsto \delta \);

- \( s \in a \odot N' \mid d \triangleright c \), which rewrites using \( a \odot x \mid d \triangleright c \mapsto \delta \);
- \( s \in a \odot N' \mid d \triangleright \epsilon \), which rewrites using \( a \odot x \mid d \triangleright \epsilon \mapsto \delta \);

- \( s \in a \odot N' \mid d \triangleright a' \odot N' \), for which we find two cases
  - If \( a \gamma a' \) defined then we rewrite using \( a \odot x \mid d \triangleright a' \odot y \mapsto ([\text{true}] \wedge d) \triangleright (a \gamma a') \odot (x \parallel y) \);
  - If \( a \gamma a' \) undefined then we rewrite using \( a \odot x \mid d \triangleright a' \odot y \mapsto \delta \);

- \( s \in a \odot N' \mid d \triangleright c \triangleright N' \), which rewrites using \( a \odot x \mid d \triangleright c \triangleright y \mapsto \delta \);

- \( s \in a \odot N' \mid (N' \oplus N') \), which rewrites using \( x \mid (y \oplus z) \mapsto x \parallel y \parallel x \mid z \).

- \( s \in c \triangleright N' \mid N' \), for which we find the cases
  - \( s \in c \triangleright N' \mid \delta \), which rewrites using \( x \mid \delta \mapsto \delta \);
  - \( s \in c \triangleright N' \mid \epsilon \), which rewrites using \( c \triangleright x \mid \epsilon \mapsto c \triangleright x \);
  - \( s \in c \triangleright N' \mid a \), which rewrites using \( c \triangleright x \mid a \mapsto \delta \);
  - \( s \in c \triangleright N' \mid c' \), which rewrites using \( c \triangleright x \mid c' \mapsto (c \wedge c') \text{jump} \triangleright (c \wedge c') \triangleright (x \parallel c') \);
  - \( s \in c \triangleright N' \mid a \triangleright N' \), which rewrites using \( c \triangleright x \mid a \triangleright y \mapsto \delta \);
  - \( s \in c \triangleright N' \mid c' \triangleright N' \), which rewrites using \( c \triangleright x \mid c' \triangleright y \mapsto (c \wedge c') \text{jump} \triangleright (c \wedge c') \triangleright (x \parallel c') \);
  - \( s \in c \triangleright N' \mid d \triangleright a \), which rewrites using \( c \triangleright x \mid d \triangleright a \mapsto \delta \);
  - \( s \in c \triangleright N' \mid d \triangleright c' \), which rewrites using \( c \triangleright x \mid d \triangleright c' \mapsto (c \wedge c') \text{jump} \triangleright (c \wedge c') \triangleright (x \parallel c') \);
  - \( s \in c \triangleright N' \mid d \triangleright \epsilon \), which rewrites using \( c \triangleright x \mid d \triangleright \epsilon \mapsto d' \triangleright c \triangleright x \);
  - \( s \in c \triangleright N' \mid d \triangleright a \odot N' \), which rewrites using \( c \triangleright x \mid d \triangleright a \odot y \mapsto \delta \);
- $s \in c \triangleright N' | d \triangleright c' \triangleright N'$, which rewrites using $c \triangleright x | d \triangleright c' \triangleright y \\
\left(\begin{array}{l}
\begin{array}{l}
x \triangleright c' \\
y \triangleright y \\
x \triangleright x
\end{array}
\end{array}\right).
\]

- $s \in c \triangleright N' | (N' \oplus N')$, which rewrites using $x \triangleright (y \oplus x) \mapsto x \triangleright y \oplus x \triangleright z$.

- $s \in d \triangleright a | N'$, for which we find the cases

  - $s \in d \triangleright a | \delta$, which rewrites using $x \triangleright \delta \mapsto \delta$;

  - $s \in d \triangleright a | \epsilon$, which rewrites using $d \triangleright a | \epsilon \mapsto \delta$;

  - $s \in d \triangleright a | a'$, for which we find two cases

    * If $a \gamma a'$ defined then we rewrite using $d \triangleright a | a' \mapsto (d \land [\text{true}]) \triangleright (a \gamma a')$;

    * If $a \gamma a'$ undefined then we rewrite using $d \triangleright a | a' \mapsto \delta$;

  - $s \in d \triangleright a | c$, which rewrites using $d \triangleright a | c \mapsto \delta$;

  - $s \in d \triangleright a | a' \oplus N'$, for which we find two cases

    * If $a \gamma a'$ defined then we rewrite using $d \triangleright a | a' \mapsto (d \land [\text{true}]) \triangleright (a \gamma a')$;

    * If $a \gamma a'$ undefined then we rewrite using $d \triangleright a | a' \mapsto \delta$;

  - $s \in d \triangleright a | c \triangleright N'$, which rewrites using $d \triangleright a | c \triangleright \delta$;

  - $s \in d \triangleright a | d' \triangleright a'$, for which we find two cases

    * If $a \gamma a'$ defined then we rewrite using $d \triangleright a | d' \triangleright a' \mapsto (d \land [\text{true}]) \triangleright (a \gamma a')$;

    * If $a \gamma a'$ undefined then we rewrite using $d \triangleright a | d' \triangleright a' \mapsto \delta$;

  - $s \in d \triangleright a | c \oplus N'$, which rewrites using $x \triangleright (y \oplus c) \mapsto x \triangleright y \oplus x \triangleright z$.

  - $s \in d \triangleright a | c \triangleright N'$, which rewrites using $d \triangleright c | a \mapsto \delta$;

- $s \in d \triangleright c | N'$, for which we find the cases

  - $s \in d \triangleright c | \delta$, which rewrites using $x \triangleright \delta \mapsto \delta$;

  - $s \in d \triangleright c | \epsilon$, which rewrites using $d \triangleright c | \epsilon \mapsto d \triangleright c$;

  - $s \in d \triangleright c | a$, which rewrites using $d \triangleright c | a \mapsto \delta$;
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- $s \in d \Rightarrow c \mid c'$, which rewrites using $d \Rightarrow c \mid c' \Leftarrow ((d \sim c_{j_{\text{jump}}}) \land c_{j_{\text{jump}}}' \Rightarrow (c \land c'))$
- $s \in d \Rightarrow c \mid a \odot N'$, which rewrites using $d \Rightarrow c \mid a \odot x \Rightarrow \delta$
- $s \in d \Rightarrow c \mid c' \Rightarrow N'$, which rewrites using $d \Rightarrow c \mid c' \Rightarrow x \Leftarrow ((d \sim c_{j_{\text{jump}}}) \land (d' \sim c_{j_{\text{jump}}}') \Rightarrow (c \land c') \Rightarrow (c \| x))$
- $s \in d \Rightarrow c \mid d' \Rightarrow a$, which rewrites using $d \Rightarrow c \mid d' \Rightarrow a \Rightarrow \delta$
- $s \in d \Rightarrow c \mid c' \Rightarrow N'$, which rewrites using $d \Rightarrow c \mid c' \Rightarrow x \Leftarrow ((d \sim c_{j_{\text{jump}}}) \land (d' \sim c_{j_{\text{jump}}}') \Rightarrow (c \land c') \Rightarrow (c \| x))$
- $s \in d \Rightarrow c \mid (N' \odot N')$, which rewrites using $x \mid (y \odot z) \Leftarrow x \mid y \odot x \mid z$

- $s \in d \Rightarrow \epsilon \mid N'$, for which we find the cases
  - $s \in d \Rightarrow \epsilon \mid \delta$, which rewrites using $x \mid \delta \Rightarrow \delta$
  - $s \in d \Rightarrow \epsilon \mid \epsilon$, which rewrites using $d \Rightarrow \epsilon \mid \epsilon \Rightarrow d' \Rightarrow \epsilon$
  - $s \in d \Rightarrow \epsilon \mid a$, which rewrites using $d \Rightarrow \epsilon \mid a \Rightarrow \delta$
  - $s \in d \Rightarrow \epsilon \mid c$, which rewrites using $d \Rightarrow \epsilon \mid c \Rightarrow d' \Rightarrow c$
  - $s \in d \Rightarrow \epsilon \mid a \odot N'$, which rewrites using $d \Rightarrow \epsilon \mid a \odot x \Rightarrow \delta$
  - $s \in d \Rightarrow \epsilon \mid c \Rightarrow N'$, which rewrites using $d \Rightarrow \epsilon \mid c \Rightarrow x \Leftarrow (d' \sim d) \Rightarrow c \Rightarrow x$
  - $s \in d \Rightarrow \epsilon \mid d' \Rightarrow a$, which rewrites using $d \Rightarrow \epsilon \mid d' \Rightarrow a \Rightarrow \delta$
  - $s \in d \Rightarrow \epsilon \mid d' \Rightarrow c$, which rewrites using $d \Rightarrow \epsilon \mid d' \Rightarrow c \Leftarrow (d' \sim d') \Rightarrow c$
  - $s \in d \Rightarrow \epsilon \mid d' \Rightarrow c \odot N'$, which rewrites using $d \Rightarrow \epsilon \mid d' \Rightarrow c \odot x \Rightarrow \delta$
  - $s \in d \Rightarrow \epsilon \mid (N' \odot N')$, which rewrites using $x \mid (y \odot z) \Leftarrow x \mid y \odot x \mid z$

- $s \in d \Rightarrow a \odot N' \mid N'$, for which we find the cases
  - $s \in d \Rightarrow a \odot N' \mid \delta$, which rewrites using $x \mid \delta \Rightarrow \delta$
  - $s \in d \Rightarrow a \odot N' \mid \epsilon$, which rewrites using $d \Rightarrow a \odot x \mid \epsilon \Rightarrow \delta$
- $s \in d \Rightarrow a \circ N' \circ a'$, for which we find two cases
  * If $a' \gamma a'$ defined then we rewrite using $d \Rightarrow a \circ x \mid a' \Leftarrow (d \wedge \text{true}) \Rightarrow (a' \gamma a') \circ x$;
  * If $a' \gamma a'$ undefined then we rewrite using $d \Rightarrow a \circ x \mid a' \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \mid c$, which rewrites using $d \Rightarrow a \circ x \mid c \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ a' \circ N'$, for which we find two cases
  * If $a' \gamma a'$ defined then we rewrite using $d \Rightarrow a \circ x \mid a' \circ y \Leftarrow (d \wedge \text{true}) \Rightarrow (a' \gamma a') \circ (x \parallel y)$;
  * If $a' \gamma a'$ undefined then we rewrite using $d \Rightarrow a \circ x \mid a' \circ y \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ c \triangleright N'$, which rewrites using $d \Rightarrow a \circ x \mid c \triangleright y \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ d' \Rightarrow a'$, for which we find two cases
  * If $a' \gamma a'$ defined then we rewrite using $d \Rightarrow a \circ x \mid d' \Rightarrow a' \Leftarrow (d \wedge \text{true}) \Rightarrow (a' \gamma a') \circ x$;
  * If $a' \gamma a'$ undefined then we rewrite using $d \Rightarrow a \circ x \mid d' \Rightarrow a' \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ d' \Rightarrow c$, which rewrites using $d \Rightarrow a \circ x \mid d' \Rightarrow c \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ d' \Rightarrow e$, which rewrites using $d \Rightarrow a \circ x \mid d' \Rightarrow e \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ d' \Rightarrow a' \circ N'$, for which we find two cases
  * If $a' \gamma a'$ defined then we rewrite using $d \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y \Leftarrow (d \wedge \text{true}) \Rightarrow (a' \gamma a') \circ (x \parallel y)$;
  * If $a' \gamma a'$ undefined then we rewrite using $d \Rightarrow a \circ x \mid d' \Rightarrow a' \circ y \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ d' \triangleright c \triangleright N'$, which rewrites using $d \Rightarrow a \circ x \mid d' \triangleright c \triangleright y \Leftarrow \delta$;
- $s \in d \Rightarrow a \circ N' \circ (N' \circ N')$, which rewrites using $x \parallel (y \parallel z) \Leftarrow x \parallel y \parallel x \parallel z$.

- $s \in d \Rightarrow c \triangleright N' \circ N'$, for which we find the cases
  * $s \in d \Rightarrow c \triangleright N' \circ \delta$, which rewrites using $x \parallel \delta \Leftarrow \delta$;
  * $s \in d \Rightarrow c \triangleright N' \circ c$, which rewrites using $d \Rightarrow c \triangleright x \parallel e \Leftarrow d \Rightarrow c \triangleright x$;
  * $s \in d \Rightarrow c \triangleright N' \circ a$, which rewrites using $d \Rightarrow c \triangleright x \parallel a \Leftarrow \delta$;
  * $s \in d \Rightarrow c \triangleright N' \circ c'$, which rewrites using $d \Rightarrow c \triangleright x \parallel c' \Leftarrow ((d \sim \text{cjmp}) \wedge \text{cjmp'}) \Rightarrow (c \parallel c') \Rightarrow (x \parallel c')$;
  * $s \in d \Rightarrow c \triangleright N' \circ a \circ N'$, which rewrites using $d \Rightarrow c \triangleright x \parallel a \circ x \Leftarrow \delta$;
- \( s \in d \Rightarrow c \Rightarrow N' \mid c' \Rightarrow N' \), which rewrites using \( d \Rightarrow c \Rightarrow x \mid c' \Rightarrow y \overset{\bot e}{\Rightarrow} (d \Rightarrow c) \Rightarrow (x \mid c') \Rightarrow (y \mid c \Rightarrow x) \)

- \( s \in d \Rightarrow c \Rightarrow N' \mid d' \Rightarrow a \), which rewrites using \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow a \Rightarrow \delta \);

- \( s \in d \Rightarrow c \Rightarrow N' \mid d' \Rightarrow c' \), which rewrites using \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow (d \Rightarrow c) \Rightarrow (c \Rightarrow c') \Rightarrow (x \mid c') \Rightarrow (y \mid c \Rightarrow x) \);

- \( s \in d \Rightarrow c \Rightarrow N' \mid d' \Rightarrow c \), which rewrites using \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c \Rightarrow a \Rightarrow \delta \);

- \( s \in d \Rightarrow c \Rightarrow N' \mid d' \Rightarrow a \Rightarrow N' \), which rewrites using \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow a \Rightarrow N' \Rightarrow y \overset{\bot e}{\Rightarrow} (d \Rightarrow c) \Rightarrow (d' \Rightarrow c) \Rightarrow (x \mid c') \Rightarrow (y \mid c \Rightarrow x) \);

- \( s \in d \Rightarrow c \Rightarrow N' \mid (N' \Rightarrow N') \), which rewrites using \( x \mid (y \Rightarrow z) \Rightarrow x \mid y \Rightarrow x \mid z \).

* \( s \in (N' \Rightarrow N') \mid N' \), which rewrites using \( (x \Rightarrow y) \mid z \Rightarrow x \mid z \Rightarrow y \mid z \).

**C.2.9 The form: \( s \in \partial_H (N') \)**

We find the following cases

- \( s \in \partial_H (\delta) \), which rewrites using \( \partial_H (\delta) \Rightarrow \delta \);

- \( s \in \partial_H (e) \), which rewrites using \( \partial_H (e) \Rightarrow e \);

- \( s \in \partial_H (a) \), for which we find the following cases

  - \( a \in H \), in which case we have the rule \( \partial_H (a) \Rightarrow \delta \)

  - \( a \notin H \), in which case we have the rule \( \partial_H (a) \Rightarrow a \)

- \( s \in \partial_H (c) \), which rewrites using \( \partial_H (c) \Rightarrow c \);

- \( s \in \partial_H (a \Rightarrow N') \), which rewrites using \( \partial_H (x \Rightarrow y) \Rightarrow \partial_H (x) \Rightarrow \partial_H (y) \);

- \( s \in \partial_H (c \Rightarrow N') \), which rewrites using \( \partial_H (x \Rightarrow y) \Rightarrow \partial_H (x) \Rightarrow \partial_H (y) \);

- \( s \in \partial_H (d \Rightarrow a) \), which rewrites using \( \partial_H (d \Rightarrow x) \Rightarrow d \Rightarrow \partial_H (x) \);

- \( s \in \partial_H (d \Rightarrow c) \), which rewrites using \( \partial_H (d \Rightarrow x) \Rightarrow d \Rightarrow \partial_H (x) \);

- \( s \in \partial_H (d \Rightarrow e) \), which rewrites using \( \partial_H (d \Rightarrow x) \Rightarrow d \Rightarrow \partial_H (x) \);
• $s \in \partial_H (d \gg a \odot N')$, which rewrites using $\partial_H (d \gg x) \mapsto d \gg \partial_H (x)$;
• $s \in \partial_H (d \gg c \odot N')$, which rewrites using $\partial_H (d \gg x) \mapsto d \gg \partial_H (x)$;
• $s \in \partial_H (N' \odot N')$, which rewrites using $\partial_H (x \odot y) \mapsto \partial_H (x) \odot \partial_H (y)$.

C.3 The rewrite system is strongly normalizing

That the above rewrite system is strongly normalizing can be demonstrated using semantical labelling in combination with the recursive path ordering technique as (among others) described in [7]. We define the following ranking-norm on HyPA terms and reinitialization-clauses.

- $|[\delta]| = |[e]| = |[a]| = |[c]| = 1$;
- $|d \gg x| = |x| + 1$;
- $|x \oplus y| = \max (|x|, |y|)$;
- $|x \odot y| = |x \gg y| = |x \gg y| = 2|x| + |y|$;
- $|x \parallel y| = |x \parallel y| = |x| + |y|$;
- $|\partial_H (x)| = |x| + 1$.

Now, we label every operator in a HyPA term with its norm. I.e. we write $x \odot_{2|x|+|y|} y$ in stead of $x \odot y$. Then, we define the following (well-founded) ordering on labelled operators. (Note that we still treat $d \gg x$ as a unary operator.)

- $[\delta] < [e] < [a] < [c] < \odot_1$
- for all $n$ we have $\odot_n < \odot_{n+1}$;
- for all $n, m, d$ we have $\odot_n < d \gg_m$;
- for all $n, d, d'$ we have $d \gg_n < d' \gg_{n+1}$;
- for all $n, m, d$ we have $d \gg_n < \odot_m$;
- for all $n$ we have $\odot_n < \gg_n$;
- for all $n$ we have $\gg_n < \gg_n$;
- for all $n$ we have $\gg_n < \gg_n$;
- for all $n, m$ we have $\gg_n < |_m$;
- for all $n$ we have $|_n < |_n$;
- for all $n$ we have $|_n < |_n$;
- for all $n$ we have $|_n < |_{n+1}$;
- for all $n, m$ we have $|_n < |_{n+1}$.
for all \(n, m\) we have \(\|n\| < \partial_{m, n}\):

In the remainder, we will show for each of the rules that they are strictly decreasing with respect to the recursive path ordering based on \(\succ\) (which we denote \(\succ_{rpo}\)). For reasons of readability, we will sometimes omit the labelling of some of the operators, if the exact labelling is not important for the proof. The rules that result in deadlock, or other constants, are considered trivial. Note that for every term \(x\) we have \(|x| \geq 1\).

**C.3.1** \(d \gg d' \gg x \iff (d \sim d') \gg x\)

\[
\begin{align*}
&d \gg_{[x]+1} d' \gg_{[x]+1} x \\
&\succ_{rpo} \quad d \gg_{[x]+2} d' \gg_{[x]+1} x \\
&\succ_{rpo} \quad (d \sim d') \gg_{[x]+1} d' \gg_{[x]+2} d' \gg_{[x]+1} x \\
&\succ_{rpo} \quad (d \sim d') \gg_{[x]+1} d' \gg_{[x]+1} x \\
&\succ_{rpo} \quad (d \sim d') \gg_{[x]+1} x
\end{align*}
\]

**C.3.2** \(d \gg (x \oplus y) \iff \bigwedge d \gg x \cap d \gg y\)

\[
\begin{align*}
&d \gg_{[x]+[y]+1} (x \oplus y) \\
&\succ_{rpo} \quad d \gg_{[x]+[y]+1} (x \oplus y) \\
&\succ_{rpo} \quad (d \gg_{[x]+[y]+1} (x \oplus y)) \cap (d \gg_{[x]+[y]+1} (x \oplus y)) \\
&\succ_{rpo} \quad (d \gg_{[x]+[y]+1} (x \oplus y)) \cap (d \gg_{[x]+[y]+1} (x \oplus y)) \\
&\succ_{rpo} \quad (d \gg_{[x]+[y]+1} x \cap d \gg_{[x]+[y]+1} y) \\
&\succ_{rpo} \quad d \gg_{[x]+1} x \cap d \gg_{[y]+1} y
\end{align*}
\]

**C.3.3** \((x \oplus y) \oplus z \iff x \cap (y \oplus z)\)

\[
\begin{align*}
&(x \oplus_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \oplus_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z \\
&\succ_{rpo} \quad (x \circ_{[y]} y) \circ_{4([x]+2[y]+[z])} z
\end{align*}
\]
C.3.4 \((x \oplus y) \circ z \leftrightarrow x \circ z \circ y \circ z\)
\((x \oplus y) \circ z\)
\(\text{rpo} \quad (x \oplus y) \circ z\)
\(\text{rpo} \quad ((x \oplus y) \circ z) \oplus ((x \oplus y) \circ z)\)
\(\text{rpo} \quad ((x \oplus y) \circ z) \oplus ((x \oplus y) \circ z)\)
\(\text{rpo} \quad x \circ z \circ y \circ z\)

C.3.5 \(x \triangleright y \leftrightarrow x \triangleright y \oplus y\)
\(x \triangleright 2[x] + [y] \quad y\)
\(\text{rpo} \quad x \triangleright 2[x] + [y] \quad y\)
\(\text{rpo} \quad x \triangleright 2[x] + [y] \quad y \oplus x \triangleright 2[x] + [y] \quad y\)
\(\text{rpo} \quad x \triangleright 2[x] + [y] \quad y \oplus y\)
\(\text{rpo} \quad (x \triangleright 2[x] + [y]) \quad y \oplus (x \triangleright 2[x] + [y]) \quad y \oplus y\)
\(\text{rpo} \quad x \triangleright 2[x] + [y] \quad (x \triangleright 2[x] + [y]) \quad y \oplus y\)
\(\text{rpo} \quad x \triangleright 2[x] + [y] \quad y \oplus y\)

C.3.6 \((c \triangleright x) \triangleright y \leftrightarrow c \triangleright (x \triangleright y)\)
\((c \triangleright 2[x] + [y]) \quad x \quad 2[x] + [y] \quad y\)
\(\text{rpo} \quad (c \triangleright 2[x] + [y]) \quad x \quad 2[x] + [y] \quad y\)
\(\text{rpo} \quad ((c \triangleright 2[x] + [y]) \quad x \quad 2[x] + [y] \quad y) \quad 2[x] + [y] \quad y\)
\(\text{rpo} \quad (c \triangleright 2[x] + [y]) \quad ((c \triangleright 2[x] + [y]) \quad x \quad 2[x] + [y] \quad y) \quad 2[x] + [y] \quad y\)
\(\text{rpo} \quad c \quad 2[x] + [y] \quad (x \quad 2[x] + [y]) \quad y\)
\(\text{rpo} \quad c \quad 2[x] + [y] \quad (x \quad 2[x] + [y] \quad y)\)

C.3.7 \((x \oplus y) \triangleright z \leftrightarrow x \triangleright z \oplus y \triangleright z\)
Similar to the proof of \((x \oplus y) \circ z \leftrightarrow x \circ z \circ y \circ z\).

C.3.8 \(x \parallel y \leftrightarrow x \parallel y \parallel x \oplus x \parallel y\)
Similar to the proof of \(x \triangleright y \leftrightarrow x \triangleright y \oplus y\).

C.3.9 \((x \oplus y) \parallel z \leftrightarrow x \parallel z \oplus y \parallel z\)
Similar to the proof of \((x \oplus y) \circ z \leftrightarrow x \circ z \circ y \circ z\), since the semantical labelling is irrelevant for this proof.

C.3.10 \((d \gg e) \circ z \leftrightarrow d' \gg x\)
\((d \gg e) \circ z\)
\(\text{rpo} \quad (d \gg e) \circ z\)
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\[
\begin{align*}
g_{\text{rpo}} &\quad d^0 \Rightarrow (d \gg \epsilon) \odot \ast x \\
g_{\text{rpo}} &\quad d^0 \gg x \\
\text{C.3.11 } &\quad (d \gg x) \gg y \leftarrow d \gg x \gg y \\
&\quad (d \gg x) \gg y \\
g_{\text{rpo}} &\quad (d \gg x) \gg \ast y \\
g_{\text{rpo}} &\quad (d \gg (d \gg x)) \gg \ast y \\
g_{\text{rpo}} &\quad d \gg (d \gg x) \gg y \\
g_{\text{rpo}} &\quad d \gg x \gg y \\
\text{C.3.12 } &\quad (a \odot x) \gg y \gg a \odot (x \gg y) \\
&\quad (a \odot x) \gg y \\
g_{\text{rpo}} &\quad (a \odot x) \gg \ast y \\
g_{\text{rpo}} &\quad ((a \odot x) \gg \ast y) \odot ((a \odot x) \gg \ast y) \\
g_{\text{rpo}} &\quad ((a \odot x) \gg \ast y) \odot ((a \odot \ast x) \gg y) \\
g_{\text{rpo}} &\quad ((a \odot x) \gg \ast y) \odot (x \gg y) \\
g_{\text{rpo}} &\quad a \odot (x \gg y) \\
\text{C.3.13 } &\quad a \gg x \leftarrow a \odot x \\
&\quad \text{Trivial, since } \ll_n \geq \odot_n. \\
\text{C.3.14 } &\quad (d \gg a) \odot x \gg d \gg a \odot x \\
&\quad \text{Similar to the proof of } (d \gg x) \gg y \leftarrow d \gg x \gg y. \\
\text{C.3.15 } &\quad (d \gg a \odot x) \odot y \leftarrow d \gg a \odot (x \odot y) \\
&\quad \text{For the proof of this rule, we use the fact that } (x \odot y) \odot z \leftarrow x \odot (y \odot z) \text{ is an rpo-decreasing rewrite rule.} \\
&\quad (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} y \\
g_{\text{rpo}} &\quad (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} \ast y \\
g_{\text{rpo}} &\quad d \gg \omega_{\text{a+2}[x] + [y]} (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} \ast y \\
g_{\text{rpo}} &\quad d \gg \omega_{\text{a+2}[x] + [y]} (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} y \\
g_{\text{rpo}} &\quad d \gg \omega_{\text{a+2}[x] + [y]} (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} y \\
&\quad \leftarrow d \gg \omega_{\text{a+2}[x] + [y]} (d \gg \omega_{\text{a+2}[x]} a \odot \omega_{\text{a+2}[x]} x) \odot \omega_{\text{a+2}[x] + [y]} y \\
\text{C.3.16 } &\quad (a \odot x) \gg y \leftarrow a \odot (x \gg y) \\
&\quad (a \odot \omega_{\text{a+2}[x]} x) \gg \omega_{\text{a+2}[x] + [y]} y \\
g_{\text{rpo}} &\quad (a \odot \omega_{\text{a+2}[x]} x) \gg \omega_{\text{a+2}[x] + [y]} \ast y \\
g_{\text{rpo}} &\quad ((a \odot \omega_{\text{a+2}[x]} x) \gg \omega_{\text{a+2}[x] + [y]} \ast y) \odot \omega_{\text{a+2}[x] + [y]} y \\
&\quad ((a \odot \omega_{\text{a+2}[x]} x) \gg \omega_{\text{a+2}[x] + [y]} \ast y) \\
\end{align*}
\]
\[ \succ_{\text{rpo}} a \circ_{2+2}[x]+[y] \quad ((a \circ_{2+2}[x] \cdot x) \overrightarrow{4+2}[x]+[y] \cdot y) \]
\[ \succ_{\text{rpo}} a \circ_{2+2}[x]+[y] \quad ((a \circ_{2+2}[x] \cdot x) \overrightarrow{4+2}[x]+[y] y) \]
\[ \succ_{\text{rpo}} a \circ_{2+2}[x]+[y] \quad (x \overrightarrow{4+2}[x]+[y], y) \]
\[ \succ_{\text{rpo}} a \circ_{2+2}[x]+[y] \quad (x \overrightarrow{2}[x]+[y], y) \]

C.3.17  \[ a \succ x \leftarrow a \circ (\epsilon \oplus x) \]

In this proof, we use that \( [x] = \max(1, [x]) = [\epsilon \oplus x] \).
\[ a \succ_{2+[x]} x \]
\[ \succ_{\text{rpo}} a \succ_{2+[x]} x \]
\[ \succ_{\text{rpo}} (a \succ_{2+[x]}) \cdot x \]
\[ \succ_{\text{rpo}} a \circ_{2+[x] \cdot x} \quad (a \succ_{2+[x]} \cdot x) \]
\[ \succ_{\text{rpo}} a \circ_{2+[x]} \quad ((a \circ_{2+[x]} \cdot x) \oplus_{[x]} (a \succ_{2+[x]} \cdot x)) \]
\[ \succ_{\text{rpo}} a \circ_{2+[x]} \quad (\epsilon \oplus_{[x]} (a \succ_{2+[x]} \cdot x)) \]
\[ \succ_{\text{rpo}} a \circ_{2+[x]} \quad (\epsilon \oplus_{[x]} x) \]

C.3.18  \[ (d \succ x) \succ y \leftarrow d \succ x \succ y \]

Similar to the proof of \( (d \succ x) \overrightarrow{y} \leftarrow d \succ x \overrightarrow{y} \).

C.3.19  \[ (d \succ c \succ x) \circ y \leftarrow (d \succ c \succ (x \circ y)) \]
\[ (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} d \succ 3+[x]+[y] \quad (d \succ 3+[x] \cdot c \succ_{2+[x]} x) \circ_{6+2}[x]+[y] \cdot y \]

C.3.20  \[ (c \succ x) \circ y \leftarrow c \succ (x \circ y) \]
\[ (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
\[ \succ_{\text{rpo}} (c \succ_{2+[x]} x) \circ_{4+2}[x]+[y] \cdot y \]
C.3.21 \((d \gg e) \odot x \iff d \gg e\)
\((d \gg e) \odot x \gg_{rpo} (d \gg e) \odot *x \gg_{rpo} d \gg e\)

C.3.22 \((x \oplus y) | z \iff x | z \odot y | z\)
Similar to the proof of \((x \oplus y) | z \iff x \odot z \odot y \odot z\), since the semantical labelling is irrelevant for this proof.

C.3.23 \(x | (y \odot z) \iff x | y \odot x | z\)
\(x | (y \odot z)\)
\(\gg_{rpo} (x | (y \odot z)) \gg_{rpo} (x | (y \odot z))\)
\(\gg_{rpo} (x | (y \odot z)) \gg_{rpo} (x | (y \odot z))\)
\(\gg_{rpo} (x | y) \odot (x | z)\)

C.3.24 \(d \gg \epsilon | d' \gg \epsilon \iff (d'' \land d''') \gg \epsilon\)
\(d \gg \epsilon | d' \gg \epsilon\)
\(\gg_{rpo} (d \gg \epsilon | d' \gg \epsilon)\)
\(\gg_{rpo} (d'' \land d''') \gg \epsilon\)

C.3.25 \(d \gg \epsilon | \epsilon \iff d'' \gg \epsilon\)
Similar to the proof of \(d \gg \epsilon | d' \gg \epsilon \iff (d'' \land d''') \gg \epsilon\).

C.3.26 \(\epsilon | d \gg \epsilon \iff d' \gg \epsilon \iff (d'' \land d''') \gg \epsilon\)
Similar to the proof of \(d \gg \epsilon | d' \gg \epsilon \iff (d'' \land d''') \gg \epsilon\).

C.3.27 \(d \gg a \odot x | d' \gg a' \odot y \iff (d \land d') \gg (a \land a') \odot (x \ll y)\)
\(d \gg a \odot x | d' \gg a' \odot y\)
\(\gg_{rpo} (d \gg a \odot x | d' \gg a' \odot y)\)
\(\gg_{rpo} (d \land d') \gg (d' \gg a' \odot y)\)
\(\gg_{rpo} (d \land d') \gg (a \land a') \odot (x \ll y)\)
\(\gg_{rpo} (d \land d') \gg (a \land a') \odot (x \ll y)\)
\(\gg_{rpo} (d \land d') \gg (a \land a') \odot (x \ll y)\)
\(\gg_{rpo} (d \land d') \gg (a \land a') \odot (x \ll y)\)
\(\gg_{rpo} (d \land d') \gg (a \land a') \odot (x \ll y)\)
C.3.28 \( a \odot x \mid d \Rightarrow a' \odot y \leftarrow ([\text{true}] \land d) \Rightarrow (a \gamma a') \odot (x \parallel y) \)

Similar to the proof of \( d \Rightarrow a \odot x \mid d' \Rightarrow a' \odot y \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot (x \parallel y) \).

C.3.29 \( a \odot x \mid a' \odot y \leftarrow (a \gamma a') \odot (x \parallel y) \)

Similar to the proof of \( d \Rightarrow a \odot x \mid d' \Rightarrow a' \odot y \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot (x \parallel y) \), but leaving out the introduction of \((d \land d') \Rightarrow (a \gamma a') \odot (x \parallel y)\).

C.3.30 \( d \Rightarrow a \odot x \mid a' \odot y \leftarrow (d \land [\text{true}]) \Rightarrow (a \gamma a') \odot (x \parallel y) \)

Similar to the proof of \( d \Rightarrow a \odot x \mid d' \Rightarrow a' \odot y \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot (x \parallel y) \).

C.3.31 \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \)

\( d \Rightarrow a \mid d' \Rightarrow a' \odot x \)
\( \Rightarrow_{rpo} d \Rightarrow a \mid d' \Rightarrow a' \odot x \)
\( \Rightarrow_{rpo} (d \land d') \Rightarrow (d \Rightarrow a \mid d' \Rightarrow a' \odot x) \)
\( \Rightarrow_{rpo} (d \land d') \Rightarrow (d \Rightarrow a \mid d' \Rightarrow a' \odot x) \)
\( \Rightarrow_{rpo} (d \land d') \Rightarrow (a \gamma a') \odot x \)

C.3.32 \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \)

Similar to the proof of \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \).

C.3.33 \( d \Rightarrow a \odot x \mid a' \odot [d \Rightarrow \text{true}] \Rightarrow (a \gamma a') \odot x \)

Similar to the proof of \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \).

C.3.34 \( a \mid d \Rightarrow a' \odot x \leftarrow ([\text{true}] \land d) \Rightarrow (a \gamma a') \odot x \)

Similar to the proof of \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \).

C.3.35 \( a \odot x \mid d \Rightarrow a' \odot x \leftarrow ([\text{true}] \land d) \Rightarrow (a \gamma a') \odot x \)

Similar to the proof of \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \).

C.3.36 \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \)

Similar to the proof of \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \odot x \).

C.3.37 \( d \Rightarrow a \mid d' \Rightarrow a' \odot x \leftarrow (d \land d') \Rightarrow (a \gamma a') \)

\( d \Rightarrow a \mid d' \Rightarrow a' \)
\( \Rightarrow_{rpo} d \Rightarrow a \mid d' \Rightarrow a' \)
\( \Rightarrow_{rpo} (d \land d') \Rightarrow (d \Rightarrow a \mid d' \Rightarrow a') \)
\( \Rightarrow_{rpo} (d \land d') \Rightarrow (a \gamma a') \)
C.3.38 \[ d \gg a \mid a' \leftarrow (d \land [\text{true}]) \gg (a \land a') \]

Similar to the proof of \[ d \gg a \mid a' \leftarrow (d \land d') \gg (a \land a'). \]

C.3.39 \[ a \mid d \gg a' \leftarrow ([\text{true}] \land d) \gg (a \land a') \]

Similar to the proof of \[ d \gg a \mid a' \leftarrow (d \land d') \gg (a \land a'). \]

C.3.40 \[ a \mid a' \circ x \leftarrow (a \land a') \circ x \]

\[
\begin{align*}
\& a \mid a' \circ x \\
\& \gg_{rpo} (\ast a' \circ x) \\
\& \gg_{rpo} (a \mid a' \circ x) \circ (a \mid a' \circ x) \\
\& \gg_{rpo} (a \land a') \circ (a \mid a' \circ x) \\
\& \gg_{rpo} (a \land a') \circ x
\end{align*}
\]

C.3.41 \[ a \mid x \mid a' \leftarrow (a \land a') \circ x \]

Similar to the proof of \[ a \mid a' \circ x \leftarrow (a \land a') \circ x. \]

C.3.42 \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x \]

\[
\begin{align*}
\& d \gg \epsilon \mid d' \gg c \gg x \\
\& \gg_{rpo} d \gg \epsilon \mid d' \gg c \gg x \\
\& \gg_{rpo} (d' \land d') \gg (d \gg \epsilon \mid d' \gg c \gg x) \\
\& \gg_{rpo} (d' \land d') \gg (d \gg \epsilon \mid d' \gg c \gg x) \gg (d \gg \epsilon \mid d' \gg c \gg x) \\
\& \gg_{rpo} (d' \land d') \gg c \gg (d \gg \epsilon \mid d' \gg c \gg x) \\
\& \gg_{rpo} (d' \land d') \gg c \gg x
\end{align*}
\]

C.3.43 \[ d \gg c \gg x \mid d' \gg \epsilon \leftarrow (d' \land d') \gg c \gg x \]

Similar to the proof of \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x. \]

C.3.44 \[ c \gg x \mid d \gg \epsilon \leftarrow d' \gg c \gg x \]

Similar to the proof of \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x. \]

C.3.45 \[ d \gg \epsilon \mid c \gg x \leftarrow d' \gg c \gg x \]

Similar to the proof of \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x. \]

C.3.46 \[ \epsilon \mid d \gg c \gg x \leftarrow d \gg c \gg x \]

Similar to the proof of \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x. \]

C.3.47 \[ d \gg c \gg x \mid \epsilon \leftarrow d \gg c \gg x \]

Similar to the proof of \[ d \gg \epsilon \mid d' \gg c \gg x \leftarrow (d' \land d') \gg c \gg x. \]
C.3.48  \[ d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \]
\[ >_r p  \quad d \Rightarrow c \mid *d' \Rightarrow \epsilon \]
\[ >_r p  \quad (d'^2 \sim d) \Rightarrow (d \Rightarrow c \mid *d' \Rightarrow \epsilon) \]
\[ >_r p  \quad (d'^2 \sim d) \Rightarrow c \]

C.3.49  \[ d \Rightarrow \epsilon \mid d' \Rightarrow c \Leftrightarrow (d'^2 \sim d') \Rightarrow c \]
Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \).

C.3.50  \[ \epsilon \mid c \Rightarrow x \Leftrightarrow c \Rightarrow x \]
Trivial, since \( c \Rightarrow x \) is a subterm of \( \epsilon \mid c \Rightarrow x \).

C.3.51  \[ c \Rightarrow x \mid \epsilon \Leftrightarrow c \Rightarrow x \]
Trivial, since \( c \Rightarrow x \) is a subterm of \( c \Rightarrow x \mid \epsilon \).

C.3.52  \[ c \mid d \Rightarrow \epsilon \Leftrightarrow d'^2 \Rightarrow c \]
Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \).

C.3.53  \[ d \Rightarrow \epsilon \mid c \Rightarrow d'^2 \Rightarrow c \]
Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \).

C.3.54  \[ \epsilon \mid d \Rightarrow c \Rightarrow d \Rightarrow c \]
Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \).

C.3.55  \[ d \Rightarrow c \mid \epsilon \Leftrightarrow d \Rightarrow c \]
Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow \epsilon \Leftrightarrow (d'^2 \sim d) \Rightarrow c \).

C.3.56  \[ d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow y \Leftrightarrow ((d \sim c_{junct}) \land (d' \sim c'_{junct})) \Rightarrow (c \land c') \Rightarrow (x \parallel c' \Rightarrow y \parallel y \mid x \parallel x \mid c' \Rightarrow y) \]
\[ >_r p  \quad d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow d' \Rightarrow c' \Rightarrow y \]
\[ >_r p  \quad ((d \sim c_{junct}) \land (d' \sim c'_{junct})) \Rightarrow (d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow *d' \Rightarrow c' \Rightarrow y) \]
\[ >_r p  \quad ((d \sim c_{junct}) \land (d' \sim c'_{junct})) \Rightarrow (d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow *d' \Rightarrow c' \Rightarrow y) \Rightarrow (d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow *d' \Rightarrow c' \Rightarrow y) \]
\[ >_r p  \quad ((d \sim c_{junct}) \land (d' \sim c'_{junct})) \Rightarrow (c \land c') \Rightarrow (d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow *d' \Rightarrow c' \Rightarrow y) \]
\[ >_r p  \quad ((d \sim c_{junct}) \land (d' \sim c'_{junct})) \Rightarrow (c \land c') \Rightarrow (d \Rightarrow c \Rightarrow x \mid s + [x] + [y] \Rightarrow *d' \Rightarrow c' \Rightarrow y) \]
C.3.59  \[ e \Rightarrow x \mid x' \Rightarrow y \equiv (c \land c')_{\text{jmp}} \Rightarrow (c \land c') \Rightarrow \]
\[ (x \parallel c') \Rightarrow y \equiv y \equiv c \Rightarrow x \mid x' \Rightarrow y \equiv y \equiv c \Rightarrow x \]

Similar to the proof of \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow y \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (e \land c') \Rightarrow (x \parallel c') \Rightarrow (c \land c') \Rightarrow (c \parallel x \mid x) \), but using the fact that \([ \text{true} \Rightarrow e \Rightarrow y \equiv y \equiv c \Rightarrow x \mid x' \Rightarrow y \equiv y \equiv c \Rightarrow x \]

C.3.60  \[ d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]
\[ \Rightarrow (x \parallel c') \Rightarrow x \equiv (d \Rightarrow c_{\text{jmp}}) \land (d' \sim_{\text{jmp}}) \Rightarrow (d \Rightarrow c_{\text{jmp}}) \land (d' \sim_{\text{jmp}}) \Rightarrow (d \Rightarrow c_{\text{jmp}}) \land (d' \sim_{\text{jmp}}) \Rightarrow (d \Rightarrow c_{\text{jmp}}) \land (d' \sim_{\text{jmp}}) \Rightarrow (c \land c') \Rightarrow (c \parallel c') \Rightarrow (c \parallel x) \]

C.3.61  \[ d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]

Similar to the proof of \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \),

C.3.62  \[ d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]

Similar to the proof of \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \),

C.3.63  \[ c \Rightarrow x \mid d' \Rightarrow c' \equiv (c_{\text{jmp}} \land (d \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel c') \]

Similar to the proof of \( d \Rightarrow c \Rightarrow x \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \),

C.3.64  \[ d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]

Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \),

C.3.65  \[ c \mid d \Rightarrow c' \Rightarrow x \equiv (c_{\text{jmp}} \land (d \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]

Similar to the proof of \( d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \equiv ((d \sim_{\text{jmp}}) \land (d' \sim_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \).
C.3.66 \[ d \Rightarrow c \mid d' \Rightarrow c' \Leftarrow ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \]
\[ d \Rightarrow c \mid d' \Rightarrow c' \]
\[ \Rightarrow_{rpo} \quad d \Rightarrow c \mid ^*d' \Rightarrow c' \]
\[ \Rightarrow_{rpo} \quad ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (d \sim c'_{\text{jmp}}) \]
\[ \Rightarrow_{rpo} \quad ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \]

C.3.67 \[ c \mid d \Rightarrow c' \Leftarrow (c_{\text{jmp}} \land (d \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \]

Similar to the proof of \[ d \Rightarrow c \mid d' \Rightarrow c' \Leftarrow ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \].

C.3.68 \[ d \Rightarrow c \mid c' \Leftarrow ((d \sim c_{\text{jmp}}) \land c'_{\text{jmp}}) \Rightarrow (c \land c') \]

Similar to the proof of \[ d \Rightarrow c \mid d' \Rightarrow c' \Leftarrow ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \].

C.3.69 \[ c \Rightarrow x \mid c' \Leftarrow (c \land c')_{\text{jmp}} \Rightarrow (c \land c') \Rightarrow (x \parallel c') \]

Similar to the proof of \[ d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \Leftarrow ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \land c') \Rightarrow (c \parallel x) \].

C.3.70 \[ c \mid c' \Rightarrow x \Leftarrow (c \land c')_{\text{jmp}} \Rightarrow (c \land c') \Rightarrow (c \parallel x) \]

Similar to the proof of \[ d \Rightarrow c \mid d' \Rightarrow c' \Rightarrow x \Leftarrow ((d \sim c_{\text{jmp}}) \land (d' \sim c'_{\text{jmp}})) \Rightarrow (c \land c') \Rightarrow (c \parallel x) \].

C.3.71 \[ \partial_H (x \odot y) \Leftarrow \partial_H (x) \odot \partial_H (y) \]
\[ \partial_H (x \odot y) \]
\[ \Rightarrow_{rpo} \quad \partial_H (x \odot y)^* \]
\[ \Rightarrow_{rpo} \quad \partial_H (x \odot y)^* \odot \partial_H (x \odot y)^* \]
\[ \Rightarrow_{rpo} \quad \partial_H (x \odot y)^* \odot \partial_H (x \odot y) \]
\[ \Rightarrow_{rpo} \quad \partial_H (x) \odot \partial_H (y) \]

C.3.72 \[ \partial_H (x \parallel y) \Leftarrow \partial_H (x) \parallel \partial_H (y) \]

Similar to the proof of \[ \partial_H (x \odot y) \Leftarrow \partial_H (x) \odot \partial_H (y) \].

C.3.73 \[ \partial_H (d \gg x) \Leftarrow d \gg \partial_H (x) \]
\[ \partial_H (d \gg x) \]
\[ \Rightarrow_{rpo} \quad \partial_H (d \gg x)^* \]
\[ \Rightarrow_{rpo} \quad \partial_H (d \gg x)^* \]
\[ \Rightarrow_{rpo} \quad \partial_H (d \gg x) \]
\[ \Rightarrow_{rpo} \quad \partial_H (x) \]

C.3.74 \[ \partial_H (x \parallel y) \Leftarrow \partial_H (x) \parallel \partial_H (y) \]

Similar to the proof of \[ \partial_H (x \odot y) \Leftarrow \partial_H (x) \odot \partial_H (y) \].