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Abstract. Analytical descriptions are given of the growth rate in metal organic vapour phase epitaxy processes in the medium- and higher-temperature regions, where growth is controlled by diffusional transport through the gas phase and desorption of growth species, respectively. In continuation of part I, where only isothermal problems were considered, the temperature-dependent hydrodynamic behaviour is now investigated. A temperature gradient is introduced and the effect of thermal diffusion on the growth rate is studied, which is significant: a much (~40 %) lower depletion is calculated if thermal diffusion is included. Furthermore the influence of surface reactions at high and low temperatures is investigated, resulting in a model in which the CVD number plays an important role. This model allows for the calculation of growth rates in both the diffusion-limited as well as the high-temperature region, where desorption dominates.

1. Introduction

One of the important epitaxy techniques available at present for the growth of III–V compound semiconductors such as Al,Ga1-xAs and In,Ga1-xAs,P1-y is metal organic vapour phase epitaxy (MOVPE) [1–3]. The theoretical modelling of phenomena occurring in MOVPE reactors, i.e. flow dynamics and depletion effects, is difficult, although several attempts have been made [4–15]. In part I of this series of papers [15] analytical solutions of the partial differential equations that govern the processes involved, were presented for isothermal models and several velocity profiles. It was found that only small errors are introduced if a plug-flow profile is used in the calculation of concentration profile and growth rate. The use of a plug-flow profile facilitates the calculations considerably.

Assumptions also have been made to reduce the three-dimensional partial differential equations to one two-dimensional equation [15]. The flow dynamics are determined by the carrier gas: the amount of growth species on the total gas being small. The velocity and temperature profiles are fully developed and they are considered for mathematical reasons to be established instantaneously at the point were heating is started (x = 0). Furthermore the reactor is considered to be of infinite width. An extensive justification of these assumptions was given in [15]. It follows that the concentration profile is only a function of the axial coordinate x and vertical coordinate y, thus C(x, y). The velocity and temperature profiles are only a function of y, v(y) and T(y), respectively. Isothermal models (T(y) = T) were treated already in [15]. In this paper the influence of a temperature gradient in the direction perpendicular to the gas flow is studied. Special attention will be given to thermal diffusion. Furthermore the influence of surface kinetics will be investigated. In this case the CVD number [16, 17] will be introduced. In part III of this series of papers [18] the derived growth model will be confronted with experimental growth results of Si and GaAs; the growth of AlGaAs will be treated in another paper [19].

2. Differential equations and boundary conditions

The partial differential equation that must be solved has already been given in [15]. With the necessary assumptions [15], which are recapitulated above, we have obtained:

\[ v(y) \frac{\partial C(x, y)}{\partial x} = \frac{\partial}{\partial y} \left[ D(T(y)) \left( \frac{\partial C(x, y)}{\partial y} \right) \right] + (\alpha_T + 1) \frac{C(x, y)}{T(y)} \frac{\partial T(y)}{\partial y} \]  

(1)
where \( C(x, y) \) is the concentration of growth species, \( v(y) \) the flow velocity, \( D(T(y)) \) the binary diffusion coefficient of the group III component, \( \alpha_r \) the thermal diffusion factor, \( T(y) \) the growth temperature and \( x, y \) are the cartesian coordinates.

The boundary conditions are defined as

\[
C(0, y) = \left( \frac{T_0}{T(y)} \right) C_0 \quad 0 \leq y \leq h \tag{2}
\]

\[
J(x, 0) = kC(x, y)_{y=0} \quad x > 0 \tag{3}
\]

\[
J(x, h) = 0 \tag{4}
\]

with \( h \) the reactor height and where the flux \( J(x, y) \) is given by

\[
J(x, y) = D(T(y)) \left( \frac{\partial C(x, y)}{\partial y} + (x_r + 1) \frac{C(x, y) \partial T(y)}{T(y)} \frac{\partial y}{\partial y} \right) \tag{5}
\]

where \( k \) denotes the rate constant for a reaction that is limited by surface kinetics, \( C_0 \) the input concentration of the group III component and \( T_0 \) the temperature at the top of the (water-cooled) reactor [11]. The boundary conditions straightforwardly follow from the assumptions (see [15]). The factor \( T_0/T(y) \) in equation (2) is a result of the assumption that the temperature profile is fully developed at \( x > 0 \). The expansion of the gas must be accounted for in this boundary condition.

In [15] it was found that it is not needed to use a parabolic velocity profile \( v(y) \) for the derivation of the concentration profile \( C(x, y) \) and the growth rate \( R(x) \); in very good approximation it suffices to use a plug-flow velocity profile (velocity independent of the height \( y \) in the reactor). In the isothermal case this profile is \( v_{\text{iso}}(y) = v_0 T/T_0 \), where \( v_0 \) is the input velocity of the gases at room temperature. In a temperature gradient it is possible to write it in a similar way: \( v(y) = v_r \), where the temperature gradient \( \Delta T = T_y - T_0 \) is accounted for in the mean velocity \( v_r \), which is calculated in the next section.

It is assumed that the temperature gradient is linear in the \( y \) direction [4, 5, 11], so that

\[
T(y) = T_s - (T_s - T_0)y/h \tag{6}
\]

where \( T_s \) denotes the temperature of the substrate and \( h \) the height of the reactor.

### 3. Influence of temperature gradient on flow dynamics and diffusion

#### 3.1. Flow dynamics

In part I [15] it was shown that the calculation of the growth rate with either a plug-flow profile or a parabolic profile yields the same result within 10%. Therefore it was concluded that a plug-flow profile may be used instead of the parabolic profile for the calculation of the growth rate, which simplifies the solution of the various partial differential equations considerably. The presence of a temperature gradient will change the parabolic profile and therefore it should be carefully checked whether under this condition it is still justified to use a plug-flow profile for the calculation of the growth rate. To this end it is easiest, in a first approximation, to compare the real velocity profile in a temperature gradient with the parabolic profile in the absence of a temperature gradient.

The correct velocity profile in the presence of a temperature gradient can be derived from the continuity and Navier-Stokes equations [20]. First the temperature dependence of the density \( \rho \) and the viscosity \( \eta \) of the carrier gas must be determined. The density \( \rho \) is inversely proportional with temperature \( (\rho \propto 1/T) \) so that the average gas velocity \( v_\gamma \) (at \( T_0 \)) will be higher with respect to the velocity \( v_0 \) (at \( T_0 \)) for \( x < 0 \). Furthermore the viscosity \( \eta \) is proportional with temperature as \( \eta \propto T^{0.7} \) and the gas velocity is inversely proportional with viscosity [20]. The net effect of temperature on the velocity profile can then be determined by solving the following continuity and Navier-Stokes equations:

\[
\frac{\partial}{\partial y} \left( \frac{T(y)}{T_0} \right)^{0.7} \frac{\partial v(y)}{\partial y} = \text{constant} \tag{7}
\]

\[
bh v_0 \rho_0 = \int_0^h b(x) \rho(y) \text{d}y = b \rho_0 T_0 \int_0^h (v(y)/T(y)) \text{d}y \tag{8}
\]

with

\[
v(0) = v(h) = 0 \tag{9}
\]

and \( b \) the reactor width. The calculated velocity profile is shown in figure 1 for \( T_s = 1000 \) K and \( T_0 = 300 \) K. Also shown is the parabolic profile for the isothermal case at room temperature [15] and the parabolic profile in a temperature gradient with a constant viscosity. It is clear that the correct velocity profile is a slightly deformed parabola with an increased maximum velocity that is reached at \( y/h = 0.57 \). This value is also found by Visser.
et al [13], who studied the change in flow velocity when a gas is flowing from a cold (entrance) zone to a hot (heated) zone. This was done by solving the three-dimensional Navier-Stokes equations numerically. From figure 1 it is clear that the deviation from the earlier studied parabolic profile is so small that it still is justified—for the same reasons as given in part I [15]—to use a plug-flow profile instead of the (near) parabolic profile for the case of a temperature gradient. However, the mean plug-flow velocity in a temperature gradient must be carefully calculated. This mean flow velocity \( v_T \) can be determined from the mass flux through a cross section of the reactor, using the following simplified continuity equation

\[
\text{flux}|_{x=0} = \text{flux}|_{x>0} = bhv_0 \rho_0 = \int_0^b bv_T \rho(y) \, dy = bv_T \rho_0 T_0 \int_0^b \frac{1}{T(y)} \, dy.
\]

This leads to

\[
v_T = \frac{(t_s - 1)}{\ln t_s} v_0 \tag{10}
\]

where we have defined \( t_s = T_s/T_0 \). It follows that in practical \((T_s = 1000 \, \text{K}, \, T_0 = 300 \, \text{K})\) situations \( v_T \sim 2v_0 \).

### 3.2. Diffusion

The influence of the temperature gradient on the diffusion coefficient \( D(T) \) can be determined using the expression [20]

\[
D(T(y)) = D_0 \left( \frac{T(y)}{T_0} \right)^\gamma \tag{11}
\]

where \( D_0 \) is the diffusion coefficient at \( T_0 \) and \( \gamma \) the temperature coefficient. The temperature dependence of \( D(T) \) is thus determined by the coefficient \( \gamma \), which ranges for gases between 1.65 and 2.0 [20]. For the growth of (Al)GaAs ex trimethylaluminium (TMA), trimethylgal- lium (TMG) and arsine (AsH3) the values of \( D_0 \) and \( \gamma \) are experimentally found to be 0.59 cm² s⁻¹ and 1.7 [21], respectively.

Another temperature-dependent phenomenon is thermal diffusion. This effect is responsible for the concentration differences between hot and cold spots that arise from differences in size and weight of the various molecules. Heavier particles (e.g. TMA, TMG) tend to concentrate in the colder region in the presence of a temperature gradient. This results in a significant lowering of the growth rate [8, 22, 23]. The thermodiffusion process can be described by introducing the thermal diffusion factor \( \alpha_T \) [8, 22, 24]. This factor can be calculated in strongly diluted solutions using the rigid-sphere model or Lennard-Jones potentials and the results are generally formulated in graphs [24], where the thermal diffusion factor \( \alpha_T \) is depicted as a function of molecular diameters and weights. In the case of the rigid-sphere model the thermal diffusion factor is calculated to be independent of temperature and ranges between 0 and 1.5 in practical situations. As the thermal diffusion factor is only a weak function of temperature and concentration of the group III component [21, 22] a constant thermal diffusion factor is used in the present calculations.

### 4. Model 9°, temperature gradient and thermal diffusion, gas-phase diffusion-limited regime

In order to determine the concentration profile \( C(x, y) \) and the growth rate \( R(x) \) the partial differential equation (1) needs to be solved. First a coordinate transformation from \( y \) to \( t = T(y)/T_0 \) is performed, using equation (6), which yields (note that the plug-flow profile with \( v(y) = v_T \) is used):

\[
v_T \frac{\partial C(x, t)}{\partial x} = \frac{T_s - T_0}{T_0} \frac{1}{h} \frac{\partial}{\partial t} \left[ D(t) \left( \frac{T_s - T_0}{T_0} \frac{1}{h} \right) \right] \\
\times \left( \frac{\partial C(x, t)}{\partial t} + (\alpha_T + 1) \frac{C(x, t)}{t} \right). \tag{12}
\]

Substitution of the velocity profile equation (10) and accounting for the temperature dependence of the diffusion coefficient \( D(T) \) (equation (11)) then leads to

\[
\frac{1}{t_s - 1} \frac{1}{\ln t_s} \frac{h^2 v_0}{D_0} \frac{\partial C(x, t)}{\partial x} = \frac{\partial}{\partial t} \left[ t^\gamma \left( \frac{\partial C(x, t)}{\partial t} + (\alpha_T + 1) \frac{C(x, t)}{t} \right) \right]. \tag{13}
\]

Using the separation of variables method \((C(x, t) = X(x)P(t))\) and equating the resulting expression to the constant \(-\lambda^2\) gives:

\[
C(x, t) = C_0 \sum_{n=1}^\infty \alpha_n P(t) X(x) \tag{14}
\]

where \( X(x) \) is found to be

\[
X(x) = \exp \left( -\lambda_n^2 (t_s - 1) \ln t_s \frac{D_0}{v_0 h h} \right). \tag{15}
\]

\( P(t) \) can be found by solving the differential equation

\[
\frac{d}{dt} \left( \frac{dP(t)}{dt} + (\alpha_T + 1) \frac{P(t)}{t} \right) = -\lambda^2 P(t). \tag{16}
\]

After multiplication with \( t^{\gamma-2} \) equation (16) can be rewritten as

\[
t^\gamma \frac{d^2 P(t)}{dt^2} + (\gamma + \alpha_T + 1) \frac{dP(t)}{dt} + \left( \gamma - 1 \right) (\alpha_T + 1) + \lambda^2 t^{\gamma-2} P(t) = 0. \tag{17}
\]

Under certain conditions \((\alpha_T \geq -1 \text{ and } 1 \leq \gamma < 2)\) the solution is given in terms of Bessel functions of first and second kind and of fractional order [25, 26]

\[
P(t) = t^{-\left(\alpha_T + \gamma/2\right)} \left[ J_{\alpha_T + \gamma/2 + 1/2} \left( \frac{2}{2 - \gamma} \lambda_n e^{t(2 - \gamma)/2} \right) + B_n Y_{\alpha_T + \gamma/2 + 1/2} \left( \frac{2}{2 - \gamma} \lambda_n e^{t(2 - \gamma)/2} \right) \right]. \tag{18}
\]

† The model treated here is preceded by 8 models that were described in part I of this series of papers [15], therefore it is referred to as model 9.
The parameters $\lambda_\alpha$, $\alpha_\alpha$, and $\beta_\alpha$ must be determined from the boundary conditions equations (2)-(4), which can be rewritten in this case as

$$P(t) = 0$$  \hspace{1cm} (19)

$$\left(\frac{dP(t)}{dt} + (\alpha_\alpha + 1) \frac{P(t)}{t}\right)_{t=1} = 0.$$  \hspace{1cm} (20)

Using the following substitutions

$$z = \frac{\lambda_\alpha t^2}{\varepsilon}$$

$$\zeta = (\alpha_\alpha - \gamma + 2)/(2 - \gamma)$$

$$\varepsilon = (2 - \gamma)/2$$

$$\theta = \begin{cases} \frac{1}{2} & \text{if } \alpha_\alpha - \gamma + 2 \geq 0 \\ 1 - \frac{1}{2} & \text{if } \alpha_\alpha - \gamma + 2 < 0 \end{cases}$$

it follows

$$P(t) = t^{(\theta + \varepsilon)}(J_\zeta(z) - \beta_\alpha Y_\eta(z))$$  \hspace{1cm} (22)

and the derivative of $P(t)$:

$$\frac{dP(t)}{dt} = \theta t^{(\theta + \varepsilon - 1)}(J_\zeta(z) - \beta_\alpha Y_\eta(z))$$

$$+ \lambda_\alpha t^{(\theta + \varepsilon + 1)}(J_{\zeta+1}(z) - \beta_\alpha Y_{\eta-1}(z)).$$  \hspace{1cm} (23)

From equations (19) and (22) it follows

$$\beta_\alpha = \frac{J_\zeta((\lambda_\alpha/\varepsilon)^2/4)}{Y_\eta((\lambda_\alpha/\varepsilon)^2/4)\varepsilon}. $$  \hspace{1cm} (24)

From equations (20), (22) and (23) it is found that

$$\left(\theta + \alpha_\alpha + 1\right)\left[J_\zeta\left(\frac{\lambda_\alpha}{\varepsilon}\right) - \beta_\alpha Y_\eta\left(\frac{\lambda_\alpha}{\varepsilon}\right)\right]$$

$$+ \lambda_\alpha \left[J_{\zeta+1}\left(\frac{\lambda_\alpha}{\varepsilon}\right) - \beta_\alpha Y_{\eta-1}\left(\frac{\lambda_\alpha}{\varepsilon}\right)\right] = 0.$$  \hspace{1cm} (25)

The parameters $\lambda_\alpha$ and $\beta_\alpha$ can be found numerically using equations (24) and (25). Note that in most practical situations ($\alpha_\alpha \geq 0, \gamma = 1.7$ [21] and therefore $\theta = -(\alpha_\alpha + 1)$) the first term on the left-hand side in equation (25) equals 0. Boundary condition equation (2) yields

$$C_0 = t^{(\theta + \gamma - 1)/2}C_0 \sum_{n=1}^{\infty} \alpha_\alpha \left[J_n\left(\frac{\lambda_\alpha}{\varepsilon}\right) - \beta_\alpha Y_n\left(\frac{\lambda_\alpha}{\varepsilon}\right)\right]$$

$$\times \left\{ - J_{\zeta-1}\left[\frac{\lambda_\alpha}{\varepsilon}\right] \left(\frac{\lambda_\alpha}{\varepsilon}\right) \right\} + \beta_\alpha Y_{\eta-1}\left[\frac{\lambda_\alpha}{\varepsilon}\right] \left(\frac{\lambda_\alpha}{\varepsilon}\right) \right\}.$$  \hspace{1cm} (26)

The parameter $\alpha_\alpha$ can now be determined using a similar least-squares fit as was described in [15].

The growth rate $R(x)$ is calculated using

$$R(x) = D(T_0) \frac{\partial C(x, y)}{\partial y} + (\alpha_\alpha + 1) \frac{C(x, y) \partial T(y)}{T(y)} \frac{\partial y}{\partial y} \bigg|_{y=0}$$  \hspace{1cm} (27)

and the following equation is finally obtained

$$\frac{R(x)}{C_0} = \frac{D_0}{v_0 h} \sum_{n=1}^{\infty} A_n \exp\left( -B_n \frac{D_0}{v_0 h} x \right)$$  \hspace{1cm} (28)

where

$$A_n = \frac{T_0}{T_0 - 1} \left(\frac{T}{T_0}\right)^{-\gamma/2}$$

$$\times \left\{ - J_{\zeta-1}\left[\frac{\lambda_\alpha}{\varepsilon}\right] \left(\frac{\lambda_\alpha}{\varepsilon}\right) \right\} + \beta_\alpha Y_{\eta-1}\left[\frac{\lambda_\alpha}{\varepsilon}\right] \left(\frac{\lambda_\alpha}{\varepsilon}\right) \right\}.$$  \hspace{1cm} (29)

$$B_n = \frac{T}{T_0 - 1} \ln\left(\frac{T}{T_0}\right)^{c_2}.$$  \hspace{1cm} (30)

In comparison with the case where a temperature gradient is absent [15] the influence of the temperature gradient on the growth is represented by three factors: (i) the normalised growth temperature ($T/T_0$); (ii) the temperature dependence of the diffusion coefficient ($\gamma$) as found in the parameter $\varepsilon$ (equation (21)); (iii) the occurrence of thermal diffusion ($\alpha_\alpha$).

To quantify the influence of these parameters they have been varied as follows:

$$1 < T_0/T_0 \leq 5$$

$$1.5 \leq \gamma < 2$$

$$0 \leq \alpha_\alpha \leq 3.5.$$  

Results are presented graphically in figures 2-4, where the exponential factor $B_1$ in the growth rate expression (equation (30)) is plotted as function of $T_0/T_0$, $\gamma$ and $\alpha_\alpha$. In figure 2 $B_1$ is shown as a function of the thermal diffusion factor $\alpha_\alpha$ at $T_0/T_0 = 3.0$ for different values of the temperature dependence coefficient $\gamma$ for diffusion. In figure 3 $B_1$ is depicted as a function of $T_0/T_0$ at $\alpha_\alpha = 1.0$ for different values of $\gamma$. Figure 4 shows the dependence of $B_1$ on $T_0/T_0$ at $\gamma = 1.7$ for different values of $\alpha_\alpha$.

The use of the first exponential factor $B_1$ only can be justified on the same grounds as in the isothermal case [15]. A 'total deposition check' parameter $\omega$ was introduced [15], which is a measure of the amount of growth species that is deposited if a reactor of infinite length is used. If all species are deposited it follows that $\omega = 1$. This parameter $\omega$ can be calculated from the expression

$$\omega = 1 - \sum_{n=1}^{\infty} A_n.$$  

Figure 2. Exponential factor $4B_1/t^2$ in the growth rate expression (28) as a function of thermal diffusion factor $\alpha_\alpha$, with the temperature coefficient $\gamma$ for diffusion as a parameter at $T_0/T_0 = 3.0$ showing the strong influence of $\alpha_\alpha$ on the growth rate.
for the growth rate. The number of terms that are used for this calculation is indicated by adding the suffix \( n \) to \( \omega \). In [15] it was derived that \( \omega_{B} = \sum_{n=1}^{n} A_{n}B_{n} \). In the absence of a temperature gradient it was found that \( \omega_{B} \approx 0.81 \), so that it is reasonable to approximate the growth rate using only the first term \( (n = 1) \). Here, it is found that for all possible combinations of \( T_{w}/T_{0} \), \( \gamma \) and \( \alpha_{T} \), as given in figures 2-4, the 'total deposition check' parameter \( \omega_{T} \) varies between 0.80 and 0.82. Therefore it is again reasonable to approximate the growth rate using only the first term.

The depletion effect is determined by the exponential factors \( B_{y} \) in equation (28), or as we use one term, by \( B_{1} \). As can be deduced from the growth-rate expression (equation (28)) a high value of \( B_{y} \) results in a strong depletion effect. To determine the influence of a temperature gradient the exponential factor \( B_{y} \) is divided by the exponential factor that is obtained in the absence of a temperature gradient, i.e. \( \pi^{2}/4 \) [15], hence \( 4B_{1}/\pi^{2} \) is plotted in figures 2-4. Thermal diffusion influences the depletion effect strongly, as is clear from figure 2. The depletion effect is weaker for higher values of \( \alpha_{T} \), which is to be expected: the flux of growth species towards the susceptor decreases as the thermal diffusion effect increases. Therefore the gas phase will be diluted at a lower rate which weakens the depletion effect. At low values of \( \alpha_{T} \) \((<0.5)\) the depletion effect is stronger if compared with the case where no temperature gradient is present. This is caused by the enhanced diffusion coefficient \( D(T) \) as a result of the increased temperature.

The influence of \( \gamma \) on the depletion effect is not so strong, as is shown in figures 2 and 3. The exponential factor increases with increasing \( \gamma \); the diffusion of growth species is enhanced for higher values of \( \gamma \) and therefore the depletion effect is stronger.

The influence of \( T_{w}/T_{0} \) on the depletion effect is rather complex, as is seen in figures 3 and 4. The depletion effect increases or decreases with an increasing temperature gradient depending on the combination of \( \alpha_{T} \) and \( \gamma \). Diffusion and thermal diffusion are competing effects: depletion increases as a result of increasing concentrational diffusion due to increasing \( T_{w}/T_{0} \) and \( \gamma \). Depletion decreases as a result of stronger thermal diffusion due to increasing \( T_{w}/T_{0} \) and \( \alpha_{T} \). As long as \( \alpha_{T} \) is small the concentrational diffusion effect is the dominating factor, whereas at high values of \( \alpha_{T} \) the thermal diffusion effect dominates. From the figures it may be deduced that the temperature gradient has little or no effect on the depletion for values of \( \gamma \) and \( \alpha_{T} \) that satisfy the relation \( \gamma \approx \alpha_{T} \approx 0.8 \).

In conclusion, the influence of the temperature gradient on the growth is strong and complex. It influences both the flow dynamics as well as the diffusion of the growth species. It is demonstrated above that especially concentrational diffusion and thermal diffusion are competing effects. Referring to figure 4 one can deduce that in practical situations for the growth of GaAs \((T_{e} = 1000 \text{ K})\), \( \gamma(\text{TMG}) = 1.7 \) \([21]\), \( \alpha_{T}(\text{TMG}) = 1.0 \) \([8, 23]\) the experimentally observed depletion effect will be \( \sim 40\% \) weaker as compared with the case where thermal diffusion is neglected. The general effect of thermal diffusion is that it retards the rate of depletion, which results in a better homogeneity of grown layers in the flow direction \((x)\).

5. Model 10, diffusion and surface kinetics

As long as the supply of growth species towards the susceptor is slower than the crystal growth process itself, surface kinetics may be neglected and the growth is diffusion controlled. However, this is not always valid, especially at low- and high-growth temperatures other effects can dominate. For the MOVPE growth of GaAs a lowering of the growth rate is observed at high and low temperatures \([1-3, 27, 28]\). At high temperatures desorption of growth species may deplete the surface, which results in a lowering of the growth rate \([27, 28]\). At low temperatures chemical surface reactions or gas-phase reactions are slow. This also causes a lowering of the growth rate \([27]\). The influence of reactions in the gas phase is treated elsewhere \([14, 29]\). Thus at high and low temperatures a transition occurs from diffusion-controlled to kinetically controlled growth.

For both the high- and low-temperature region first-
order reaction kinetics can be considered. For the purpose of this paper, we will represent the various surface reactions by only one reaction rate constant \( k \). It will be shown elsewhere [18, 19], that this is possible for the growth of GaAs and AlGaAs. If first-order reaction kinetics are considered, it holds

\[
R(x) = kC(x, 0)
\]

(31)

where \( k \) is the reaction rate constant, in which different rate constants of various surface processes, such as adsorption/desorption and reaction of absorbed species, are combined.

The derivation of model 10 is analogous to model 9 though one has to use the more elaborate boundary condition equation (3) instead of equation (19). In a steady-state situation the supply of growth species from the gas phase must equal the amount of species that contributes to the crystal growth process, hence

\[
J(x, 0) = kC(x, 0).
\]

(32)

If the CVD number \( N_{\text{CVD}} \) [16, 17] is introduced, defined as

\[
N_{\text{CVD}} = \frac{hk}{D(T_0)} = \frac{hk}{D_0 T_0^2}
\]

(33)

and proceeding along the lines as given in the preceding section we finally obtain

\[
\frac{\partial C(x, t)}{\partial t} \bigg|_{t_1} + \left( \alpha_T + 1 \right) \frac{N_{\text{CVD}}}{(t_2 - 1)} C(x, t_2) = 0.
\]

(34)

The solution is

\[
C(x, t) = C_0 \sum_{n=1}^{\infty} \alpha_n P(t) X(x)
\]

(35)

with

\[
X(x) = \exp \left( -\frac{\lambda_n}{\epsilon} (t_2 - 1) \ln \frac{D_0 x}{v_0 h h} \right)
\]

(36)

\[
P(t) = t^{-\frac{(\alpha_T + 1)}{2}} \left[ J_1 \left( \frac{\lambda_n}{\epsilon} t_1 \right) - \beta_n Y_1 \left( \frac{\lambda_n}{\epsilon} t_1 \right) \right]
\]

(37)

where the substitutions as given in equation (21) are used. Substitution of this solution in equation (34) gives

\[
\left( \theta + \alpha_T + 1 + \frac{N_{\text{CVD}}}{(t_2 - 1) t_1} \right) \left[ J_1 \left( \frac{\lambda_n}{\epsilon} t_1 \right) - \beta_n Y_1 \left( \frac{\lambda_n}{\epsilon} t_1 \right) \right]
\]

\[
+ \lambda_n t_1 \left[ J_{t_2-1} \left( \frac{\lambda_n}{\epsilon} t_1 \right) - \beta_n Y_{t_2-1} \left( \frac{\lambda_n}{\epsilon} t_1 \right) \right] = 0.
\]

(38)

Boundary condition equation (4) gives

\[
\left( \theta + \alpha_T + 1 \right) \left[ J_1 \left( \frac{\lambda_n}{\epsilon} \right) - \beta_n Y_1 \left( \frac{\lambda_n}{\epsilon} \right) \right]
\]

\[
+ \lambda_n \left[ J_{t_2-1} \left( \frac{\lambda_n}{\epsilon} \right) - \beta_n Y_{t_2-1} \left( \frac{\lambda_n}{\epsilon} \right) \right] = 0.
\]

(39)

The parameters \( \lambda_n \) and \( \beta_n \) can be determined from equations (38) and (39). Note again that these equations can be simplified, because in practical situations it holds \( \theta = -(\alpha_T + 1) \). The parameter \( \alpha_n \) follows from equation (26), which is repeated here:

\[
C_0 = t^{12-\frac{\gamma \theta}{2}} C_0 \sum_{n=1}^{\infty} \alpha_n \left[ J_1 \left( \frac{\lambda_n}{\epsilon} \right) - \beta_n Y_1 \left( \frac{\lambda_n}{\epsilon} \right) \right]
\]

(40)

The growth rate \( R(x) \) can now be given in exactly the same form as derived earlier (equation 28):

\[
R(x) = \frac{D_0}{v_0 h} \sum_{n=1}^{\infty} A_n \exp \left( -B_n \frac{D_0}{v_0 h} \right)
\]

(41)

but now with other coefficients \( A_n \) and \( B_n \):

\[
A_n = N_{\text{CVD}} \left( \frac{T_2}{T_0} \right)^{-(\alpha_T + 1)/2}
\]

(42)

\[
B_n = \left( \frac{T_2}{T_0} - 1 \right) \ln \left( \frac{T_2}{T_0} \right) \lambda_n^2.
\]

(43)

The coefficients \( A_n \) and \( B_n \) both are a function of \( N_{\text{CVD}} \), as the \( \lambda_n \) are a function of \( N_{\text{CVD}} \) through equation (38).

The influence of surface kinetics on the growth is directly determined by the CVD number \( N_{\text{CVD}} \). In order to study the effect of this CVD number on the growth rate as well as the effects of the temperature gradient and thermal diffusion, the parameters \( N_{\text{CVD}}, \alpha_T \) and \( T_2/T_0 \) are varied as follows

\[
10^{-3} \leq N_{\text{CVD}} \leq 10^3
\]

\[
0 \leq \alpha_T \leq 3.5
\]

\[
1 \leq \frac{T_2}{T_0} \leq 5.
\]

The influence of \( N_{\text{CVD}} \) on the 'total deposition check' parameter \( \omega_1 \) (see §4 and [15]) is presented in figure 5. Both \( \omega_1 \) (using one term in the calculation) and \( \omega_{10} \) (ten terms) are shown as a function of \( N_{\text{CVD}} \). For large values of \( N_{\text{CVD}} (>100) \) it is found that \( \omega_1 = 0.8 \), which is comparable with the results obtained without surface.

![Figure 5. Deposition check parameters \( \omega_1 \), \( \omega_{10} \) as a function of \( N_{\text{CVD}} \). For \( N_{\text{CVD}} \) values > 1 the growth controlling mechanism changes from surface kinetics (low \( N_{\text{CVD}} \)) to diffusion controlled (high \( N_{\text{CVD}} \)). Other parameters are: \( \gamma = 1.7, \alpha_T = 1.0, T_2/T_0 = 3.0 \).](image)
The controlling mechanism changes from surface kinetics to diffusion controlled growth that is controlled by surface kinetics occurs in the region where \( N_{CVD} \) is somewhat larger than 1. For small values of \( N_{CVD} \) (< 0.1) it is found that \( \omega_1 = \omega_{10} = 1.0 \), which agrees well with results obtained if one considers only surface kinetics (see models 7 and 8 in [15], where the growth rate can be entirely described by one term). Although it is not shown here, it can be calculated that the results for \( \omega_1 \) and \( \omega_{10} \) are nearly independent of the values of the parameters \( x_1 \) and \( T_d/T_0 \).

The depletion effect is determined by the exponential factors \( B_1 \). From the above observations (see also the previous section and [15]) it seems acceptable to use one term in the description of the growth rate. Figure 6 shows the influence of \( N_{CVD} \) upon the exponential factor \( B_1 \). It is found that the general behaviour of the exponential factor \( B_1 \) as a function of \( N_{CVD} \) is independent of the parameters \( x_1 \) (figure 6) and \( T_d/T_0 \) (not shown), however, absolute values for \( B_1 \) can differ over a factor of 2. For \( N_{CVD} > 10 \) the exponential factor \( B_1 \) is independent of \( N_{CVD} \): the growth and depletion is mainly determined by gas-phase diffusion. The horizontal broken lines in figure 6 represent the maximum exponential factor \( B_1 \) as calculated with model 9 (no surface kinetics). In the region \( 10 \geq N_{CVD} \geq 0.1 \) the effect of surface kinetics becomes more and more important. For \( N_{CVD} < 0.1 \) the exponential factor \( B_1 \) is proportional to \( N_{CVD} \). It can be shown that for \( N_{CVD} \to 0 \) the exponential factor \( B_1 \) can be written as

\[
B_1 = \frac{\ln \left( \frac{t^*_D}{t^*_S} \right)}{t^*_S - 1} \frac{1}{N_{CVD}}. \tag{44}
\]

As was shown above, if surface kinetics controls the growth, one term may be used to describe the growth rate completely. From the definition of \( \omega_1 \) \((= A_1/B_1)\) and from the fact that \( \omega_1 = 1 \) for \( N_{CVD} < 0.1 \) it follows that the prefactor \( A_1 \) equals \( B_1 \). We therefore find (substituting \( N_{CVD} \) by its definition equation (33))

\[
\frac{R(x)}{v_3/C_0} = \frac{\ln \left( t^*_D/t^*_S \right)}{t^*_S - 1} \frac{k(T_0)}{t^*_S} \exp \left( -\frac{\ln \left( t^*_D/t^*_S \right) - k(T_0) x^*}{v_0 h} \right)
\]

This result equals the one obtained using model 7 (isothermal, surface kinetics only [15]), however, it appears that a correction is needed to include the change in gas-phase concentration at the surface due to the temperature gradient. The sloped broken lines in figure 6 have been calculated with equation (44). It follows that the approximation is already good for \( N_{CVD} < 0.1 \).

From figure 6 it can also be concluded that thermal diffusion plays an important role: it weakens the depletion effect considerably, independent of \( N_{CVD} \). The calculations show furthermore that the effects of \( \gamma \) and \( T_d/T_0 \) on the depletion are comparable to the effects that occur in the case of model 9 (no surface kinetics).

The effect of surface kinetics is best demonstrated by a plot of growth rate \( R(x)/h/C_0D_0 \) (dimensionless, cf equation (41)) as a function of \( (D_0/v_0h)(x/h) \) (figure 7): the growth rate decreases with decreasing \( N_{CVD} \). However, the depletion becomes weaker as a result of the fact that the total deposition must remain the same. At very large values of \( (D_0/v_0h)(x/h) \) (> 1) the growth rate at low \( N_{CVD} \) values is larger than the growth rate at high \( N_{CVD} \) values. The broken lines in figure 7 represent the calculation of the growth rate using ten terms \((n = 10)\) in equation (41). It follows that for \( (D_0/v_0h)(x/h) > 0.2 \) the curves calculated with one term do not differ from the ones calculated with ten terms, which was already deduced from figure 5. For large \( N_{CVD} \) values (> 10) the differences between the two curves may be substantial for the region where \( (D_0/v_0h)(x/h) < 0.2 \). This region may be interpreted as a kind of 'entrance region'. In our calculations it was assumed that the entrance region, where the
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**Figure 6.** The exponential factor \( B_1 \) as a function of \( N_{CVD} \) with \( x_1 \) as parameter. For \( N_{CVD} \) values > 1 the growth controlling mechanism changes from surface kinetics to diffusion controlled. The horizontal broken lines represent the maximum value of \( B_1 \) as calculated with model 9 (no surface kinetics). The sloped broken lines are calculated using an approximated expression for \( B_1 \) (equation (44)), that follows from corrected model 7 (surface kinetics only).
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**Figure 7.** Growth rate \( R(x)/h/C_0D_0 \) as a function of \( (D_0/v_0h)(x/h) \) with \( N_{CVD} \) as parameter. For \( N_{CVD} \) values > 1 the growth controlling mechanism changes from surface kinetics to diffusion controlled. The full lines are calculated using one term in the expression for the growth rate (equation (41)), the broken lines using ten terms. Other parameters are: \( \gamma = 1.7, \alpha = 1.0, T_d/T_0 = 3.0 \).
velocity and temperature profiles are developed, was of infinitesimal size \( h \) (note that this does not hold for the concentration profile). In practice, however, this physical entrance region extends several centimetres in the direction of the flow. Therefore calculated growth rates are not expected to be reliable in this region; however, the difference between the growth rate calculated with one term and with ten terms, respectively, is not to be considered important as in practice \([11, 15]\) the condition \( (D_0/v_0 h)(x/h) > 0.2 \) is easily met. Hence calculations with one term are accurate enough.

As a proof of this a practical example is shown in figure 8, where the growth rate \( R(x)/v_0 C_0 \) is depicted as a function of \( x/h \) with \( D_0/v_0 h \) as parameter at \( N_{\text{CVD}} = 10 \). In our present reactor \([11, 15]\) we calculate \( D_0/v_0 h \approx 0.05 \). We have therefore varied \( D_0/v_0 h \) over two orders of magnitude to study its influence. In practice \( D_0/v_0 h \) is varied by changing the gas velocity \( v_0 \) appropriately. A high \( D_0/v_0 h \) (low gas velocity) results in a large depletion effect, whereas a low \( D_0/v_0 h \) (high gas velocity) results in a weak depletion. The ‘entrance region’ where it is not allowed to approximate the growth rate by one term, is inversely proportional to \( D_0/v_0 h \). This is to be expected as the ‘entrance region’ ends at \( (D_0/v_0 h)(x/h) = 0.2 \) (see above).

In conclusion, the influence of surface kinetics becomes increasingly important with decreasing \( N_{\text{CVD}} \). However, even at low \( N_{\text{CVD}} \) values, the influence of the gas phase is still present mainly through the temperature gradient as can be seen in equation (45). Layers that are homogeneous in thickness in the axial \( x \) direction can be obtained if the depletion effect is weak. This can be realised using a sufficiently long reactor so that at large \( x/h \) the entrance effects can be neglected. A more elegant solution is the use of a tilted susceptor or a tapered reactor with tilt angle \( \varphi \) \([11]\). The free height above the susceptor then is a function of axial position \( x \) as follows: \( h(x) = h - x \tan \varphi \). It was shown experimentally that a constant growth rate in the axial direction (no depletion) could be obtained on 12 cm of the total length of the susceptor for a tilt angle \( \varphi \) of 3.5° \([11]\). To weaken the depletion effect in reactors with constant height \( h \) the parameters \( D_0/v_0 h \) and \( N_{\text{CVD}} \) may be further adapted. The parameter \( D_0/v_0 h \) in practice changed by changing the velocity \( v_0 \), however, enhancing \( v_0 \) is not always advantageous: the depletion effect is weakened, but the entrance region is enlarged. Furthermore the efficiency in the use of metal–organics is decreased and if \( v_0 \) is too high, unwanted turbulence effects may occur. Lowering \( N_{\text{CVD}} \) by adjusting the substrate temperature decreases the depletion effect, but also the growth rate and growth times are therefore enhanced. As surface reactions become more important, the growth rate may become dependent of the crystal orientation. This, however, can be advantageous if one employs anisotropic growth methods to fabricate semiconductor circuits.

6. Conclusion

The influence of a temperature gradient on the growth rate is investigated. Using models based on assumptions made earlier \([15]\) two new models are derived: (i) a model, which describes the growth rate in the diffusion-controlled regime \([model 9]\) and (ii) a model that combines surface kinetics and diffusion of growth species and in which the cvd number plays a key role \([model 10]\). The influence of the temperature gradient on the depletion effect is complex and depends on the combination of the thermal diffusion factor \( \alpha \) and the temperature coefficient \( \gamma \) of the diffusion coefficient. Diffusion and thermal diffusion are competing effects. This is clearly demonstrated by their combined effect on depletion: depletion decreases as a result of stronger thermal diffusion, whereas depletion increases with \( \gamma \) and the temperature gradient. Furthermore it is found that errors in depletion of \( \sim 40\% \) are expected if thermal diffusion is not included in the models. The errors in the growth rate that are a result of depletion changes are of the same order, but vary also with the exact growth conditions, i.e. the position \( x \) of the substrates in the reactor.

Surface reactions, both in the low- as well as in the high-temperature region can be included using the cvd number \( N_{\text{CVD}} \) \([model 10]\). It is found that \( N_{\text{CVD}} \) has a strong influence on the growth rate and depletion. Lowering \( N_{\text{CVD}} \) on the one hand weakens the depletion but on the other hand changes the total growth rate considerably. In practice one would prefer to have large growth rates and no (or hardly any) depletion. A compromise can be found if one chooses the right reactor geometry, gas velocity and substrate temperature \([1-3, 11, 28, 29]\). In order to describe the growth of GaAs and AlGaAs one has to estimate the \( N_{\text{CVD}} \) from the averaged surface reaction constant \( k \). This will be treated in detail in forthcoming papers \([18, 19]\).
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List of symbols

$A_1, A_1, A_n$ pre-exponential factor in growth rate
$B_1, B_1, B_n$ exponential factor in growth rate
$C(x, y), C(x, t)$ concentration of growth species
$C_0$ input concentration of the group III component
$D(T)$ binary diffusion coefficient of the group III component
$D_0$ binary diffusion coefficient at $T = T_0$
$h, h(x)$ height of reactor
$i$ summation parameter
$J(x, y)$ diffusional flux
$J_v(x)$ Bessel function of first kind of order $n$
$k, k(T)$ reaction rate of surface reaction
$n$ summation parameter
$N_{CVD}$ dimensionless CVD number
$P(t)$ $y$-dependent part of $C(x, y)$
$R(x)$ growth rate
$t$ normalised temperature $(= T(y)/T_0)$
$t_0$ normalised growth temperature $(= T/To)$
$T$ temperature
$\Delta T$ temperature gradient $(= T_0 - T)$
$T(y)$ temperature profile
$T_0$ temperature at top of reactor
$T_s$ substrate temperature
$\nu(y)$ velocity profile
$\nu_0$ plug-flow velocity
$\nu_{iso}(y)$ isothermal velocity profile
$\nu_g$ average gas velocity
$\nu_T$ corrected plug-flow velocity
$x$ axial coordinate
$X(x)$ $x$-dependent part of $C(x, y)$
$y$ vertical coordinate
$\gamma_n$ Bessel function of second kind of order $n$
$\zeta$ help parameter $(= (\lambda/\rho)^n)$
$\alpha_n$ pre-exponential factor
$\alpha_T$ thermal diffusion factor
$\beta_n$ pre-exponential factor
$\gamma$ coefficient in temperature dependence of $D(T)$
$\epsilon$ help parameter $(= (2 - \gamma)/2)$
$\zeta$ help parameter $(= |\alpha_T - \gamma + 2|/(2 - \gamma))$
$\eta$ viscosity of gas
$\eta_0$ viscosity of gas at $T = T_0$
$\theta$ help parameter
$\varphi$ roots of equation
$\rho$ density of gas
$\rho_0$ density of gas at $T = T_0$
$\omega$ tilt angle
$\omega_1, \omega_{10}, \omega_n$ total deposition check parameter
$\omega_{10}$ total deposition check parameter using $1, 10, n$ terms