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Abstract

We present a set of operators in order to simplify the modelling of transactional behaviour of processes using process algebra. We give an axiomatic semantics of the operators presented. Apart from that, we give their operational semantics using Plotkin-style deduction rules. Our goal is to give formal specifications of Internet applications using process algebra, for which transactional behaviour should be modelled.

1 Introduction

Nowadays, a growing amount of activities take place via the Internet. To give some examples, one can vote, visit an auction and make payments via the Internet instead of going to a polling place, auction hall or a bank. Most of these processes are based on the concept of transactions. A transaction can be seen as a "set" of (inter)actions which occur "as a group" [14]. I.e., they either all or none succeed. This means that if during a transaction something goes wrong, the visitor does not have to fear that his vote is counted without him wanting to, that his correct bid for an object is ignored or that he pays an amount of money which will never reach the receiver's account. If the transaction isn't finished correctly, it is undone as if it never took place.

Apart from Internet applications, nearly all database systems implement transactional access: after doing table updates, one has to commit the updates to make them visible to other users. As long as the updates are not committed, they can be undone (rolled back).

So transactions cover a significant part of all processes. Our goal is to give formal specifications of Internet applications for distributed consensus [4, 3] which comes as close to real-life applications as possible. We therefore need to have a formalism to handle transactional processes. Since we have chosen to use process algebra [7] for the specification of Internet applications, we prefer modelling transactional behaviour of processes in process algebra. Although transactional behaviour can already be specified in process algebra with recursion (as will be proven in Section 6), introducing specific transactional operators cause specifications being shorter and thus more legible and manageable. In this paper we present these operators by giving both an axiomatic and operational semantics.

In Section 2, transactions are explained in more detail. We give an example by which the usage of transactional processing is clarified in Section 3. Next, in Section 4, we adapt the concept of transactions in a way that makes it able to specify transactional behaviour using process algebra. We do this by using axiomatic semantics. In Section 5 we give operational semantics for the operators. We make use of the semantics for proving soundness of the axioms in Section 6. Finally, we discuss future work and related work in Sections 7 and 8 and we draw some final conclusions in Section 9.
2 Transactions

Gray and Reuter [17] define a transaction as a “set” of (inter)actions which occur “as a group”, meaning that they either all succeed, or none of them do. If all actions within a transaction are completed, the global state can be changed by an atomic and synchronized commit statement. During execution of this commit statement no other process can access data updated by that statement.

To get a feeling for the usage of transactions, have a look at the following example. Suppose someone is going to the polls, e.g. to vote for a president. Then this voting process consists of several steps. First of all, the voter has to identify himself by showing his passport. If the identification succeeds, he gets a ballot containing the names of the candidates. The voter enters the polling booth, fills in the ballot and leaves the polling booth. Up till now, the voter has not voted yet. By destroying the ballot any time in the process, the voting is rolled back. However, if the voter puts his ballot in the ballot box he “commits” his vote. In this example, the commit action is an atomic action: putting the ballot in the ballot box. However, it might be possible that this action cannot be atomic. E.g. when doing a payment from one bank account to the other. The first account should be reduced and the second one increased. Suppose that something goes wrong while increasing the second account after the first one has been reduced. Then the entire transaction should be undone in such a way that the owner of the first account gets his money back and the second account contains exactly the amount of money as before starting the transaction. So transactions help in coupling related actions that should all succeed or none of them.

Another example where transactions can be convenient is when two or more parallel processes access shared data. E.g., suppose that two persons try to book the final seat for a flight. They both log in to the airline’s website and fill in and submit the booking form. Then by submitting the form, they do both update shared data, viz. the set of available seats. When not using transactions, the flight can get overbooked or one of the two passengers does not get registered although he received a confirmation. So transactions can be of interest if parallel processes access shared data.

As shown in the examples, the sharing of data can lead to unwanted or unexpected behaviour since updating and reading of the data can interleave. To prevent applications from having unexpected behaviour, its parallel components should meet the so-called ACID properties [16, 18]. ACID is an acronym for atomicity, consistency, isolation and durability.

Atomicity A transaction’s changes to the state are atomic: either all happen or none happen.

Consistency A transaction is a correct transformation of the state. The actions taken as a group do not violate any of the integrity constraints associated with the state.

Isolation Even though transactions execute concurrently, it appears to each transaction, T, that other transactions take place either before T or after T. So isolation means that a program under transaction protection must behave exactly as it would do in single-user mode.

Durability Once a transaction completes successfully (commits), its change to the state survives failure.

Processes that meet all four characteristics are called transactions. Transactions, and therefore atomic actions, are the basic building blocks for constructing applications. Transactions can be nested. So a transaction can contain subtransactions.

In general, a transaction consists of subtransactions, read and write actions, ended by a commit action. If during a transaction something goes wrong, a rollback takes places, undoing all data changes, and the transaction can start over again. If all actions succeed, the commit statement causes the data changes to be durable.

During execution of parallel transactions, a transaction can lock other transactions by accessing shared data. That is, transactions can cause other transactions to come in a state in which they are not allowed to execute specific actions. This locking mechanism prevents accessing so-called dirty data (i.e. data that has been changed, but not committed yet) by using read locks. Furthermore,
by using write locks it prevents having lost updates, i.e. changed data is updated by another transaction before it had been committed. Unlocking takes place while committing or rolling back a transaction.

In this paper we focus on transactions that are not allowed to update data that is updated by another running transaction, so-called first degree isolated\(^1\) transactions. So we only take write locks into account. Read locks can be added to the formal definition for transactions in a similar way as write locks. So by leaving out read actions and read locks we do not reduce the complexity in a major way. Since we focus on adding transactional behaviour of the processes, we also leave out the explicit changes to the data space.

To give an idea on how transactions are used, we first give an example in Section 3. After that, we explain the way we adapt the concepts of transactions to process algebra.

3 Example

We give a small example which nicely shows the behaviour of the transactional operator in defining processes. In this section, we only give some informal definitions of the operators. They will be formalized in later sections. Have a look at the following two processes:

\[
(a := 0 \cdot a := a + 2) \parallel (a := 1 \cdot a := a \times 2)
\]

and

\[
\langle a := 0 \cdot a := a + 2 \rangle \parallel \langle a := 1 \cdot a := a \times 2 \rangle
\]

The assignments to variable \(a\) can be seen as atomic actions. By using the \(\cdot\) operator we compose these actions into sequentially executable processes. E.g., \(a := 0 \cdot a := a + 2\) specifies that first \(a\) becomes \(0\) after which \(a\) is increased by \(2\).

Both processes consist of two subprocesses which are placed in parallel using the merge operator (\(\parallel\)). As mentioned, each subprocess sequentially executes two assignments to variable \(a\). In the second process, we make use of \(\langle\rangle\) and \(\rangle\rangle\) brackets to embrace the subprocesses, which turns them into transactions. Since both transactional processes \(\langle a := 0 \cdot a := a + 2 \rangle\) and \(\langle a := 1 \cdot a := a \times 2 \rangle\) access shared variable \(a\) simultaneously, write access to variable \(a\) in one of the transactions locks the other transactions until a rollback or commit takes place. See Figure 1 for the intended process graphs of both processes.

In the first process, normal interleaving of the two subprocesses on either side of the merge operator is allowed. This leads to \(6 \cdot \frac{2!}{2!2!} = 6\) possible solutions, resulting in three possible outcomes: \(a\) equals \(2\), \(4\) or \(6\).

By turning both subprocesses into transactions, write access to \(a\) in one of the subprocesses leads to locking the other subprocess (see the right graph in Figure 1). If a subprocess is not finished (i.e. if only one of the two actions is executed) a rollback (\(R\)) can take place, resulting in a transition to the state before starting the subprocess. If both actions in a subprocess are executed, the transaction can commit (\(C\)), which leads to unlocking the other subprocess.

It can be easily seen that although we have an infinite number of possible executions (viz. rollbacks can take place infinitely often), if the process finishes then \(a\) equals \(2\).

The example given in this section nicely shows the expressiveness of the transactional operator for defining transactional behaviour.

4 Adding Transactions to Process Algebra

Our starting point is an algebraic axiomatisation BPA (Basic Process Algebra), as described in [7]. The signature of BPA consists of action alphabet \(A\), alternative composition operator \(+\) and sequential composition operator \(\cdot\). The axioms for BPA, A1–5, are given in Table 1.

---

\(^1\)More information on degrees of isolation can be found in Section 7.2.
To group actions into transactions, we need a transactional composition operator. As mentioned in Section 3, we turn a process into a transaction by embracing it using \((\langle \text{and} \rangle \text{II})\) brackets. In this paper we focus on transactional behaviour of the processes, so we leave out the actual data changes. Furthermore, we abstract from read access to shared variables. Therefore we can look at an action \(a\) as being a write action to a shared variable which is uniquely identifiable by \(a\). The right process in Figure 1, for example, would be modelled by \((\langle a \cdot a \rangle \text{II} \langle a \cdot a \rangle)\).

If a transaction executes action \(a, a \in A\), all transactions running in parallel with this transaction should be locked with respect to write access for shared variable \(a\). During execution of a transaction, something can go wrong, e.g. a connection gets lost or a time-out takes place. The entire transaction has to be rolled back, unlocking all other transactions that were locked by actions executed in this transaction. After this rollback, the transaction can start over again. If no rollback takes place, the transaction can commit, causing other transactions to get unlocked as well. For specifying this mechanism, we make use of an auxiliary operator \((\langle \_, \_\rangle \text{I})\). The first parameter will be used for storing the actual transactional process. In case of a rollback, we make use of this parameter to restart the process. The second parameter is used for storing the set of executed actions, i.e. the shared variables that are updated. This set is used for the unlocking of other transactions and resetting the variable's values. Note that a set will be sufficient since all variables have only one value before being updated by a transaction. Apart from that, only the first write action from within a transaction influences the locking mechanism. Finally, the last parameter contains that part of the process that needs to be executed before the transaction can commit. So \(\langle x, A, y \rangle\) can be read as “transactional process \(x\), which has already executed the set of (unique) actions \(A\) and still has to execute process \(y\) before a commit statement can take place”.

Transaction \(\langle x, \emptyset, x \rangle\) can be compared with transaction \(\langle x \rangle\) which has not executed any of its actions yet. If a transaction \(\langle x, A, y \rangle\) has already executed an action, i.e. if \(A \neq \emptyset\), it can roll back, using rollback action \(R_A\). This causes all transactions that are locked with respect to variables in \(A\) to get unlocked. Next, \(\langle x \rangle\) can start over again. If a transaction commits, action \(C_A\) is executed which also unlocks other transactions. Since we abstracted from the data changes, \(R_A\) and \(C_A\) behave equally. So we make use of \(U\) (Unlocking action) to represent either \(C\) or \(R\).

**Definition 4.1** Let \(A\) be a set of actions, \(A \subseteq A\) and \(U\) be an unlocking action, \(U \in \{C, R\}\). Then \(U_A\) is the unlocking action that unlocks all actions in \(A\) that are locked in other transactions, once.
We introduce a new action alphabet, $\mathbb{U}$, containing unlock actions:

$$\mathbb{U} = \{ U_{\mathcal{A}} \mid \mathcal{U} \in \{ C, R \}, A \subseteq \mathcal{A} \} .$$

As can be seen in Definition 4.1, execution of a unlocking action unlocks actions once. If more than two transactions run in parallel, actions can get locked more than once. Therefore, we provide a mechanism to extend actions with a locking counter indicating how many times the action is locked.

**Definition 4.2** Let $a$ be an action and $n$ be a natural number. Then $a_n$ is a lockable action. Action $a_n$ represents action $a$ which is locked $n$ times. In $a_n$, $n$ is called a lock counter.

Again, we introduce a new action alphabet, $\mathbb{L}$, containing lockable actions:

$$\mathbb{L} = \{ a_n \mid a \in \mathcal{A}, n \in \mathbb{N} \} .$$

<table>
<thead>
<tr>
<th>$x + y$</th>
<th>$z$</th>
<th>$y + x$</th>
<th>$y + z$</th>
<th>$x$</th>
<th>$x + z$</th>
<th>$z + x$</th>
<th>$y$</th>
<th>$x + y$</th>
<th>$z$</th>
<th>$z + (y + z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1$</td>
<td>$[a]_b$</td>
<td>$b$</td>
<td>$[a]_b$</td>
<td>$a$</td>
<td>$a + 1$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a_n$</td>
<td>$a_n + 1$</td>
</tr>
<tr>
<td>$A2$</td>
<td>$a_n + 1$</td>
<td>$b$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a + 1$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a_n$</td>
</tr>
<tr>
<td>$A3$</td>
<td>$a_n + 1$</td>
<td>$b$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a + 1$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a_n$</td>
</tr>
<tr>
<td>$A4$</td>
<td>$a_n + 1$</td>
<td>$b$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a + 1$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a_n$</td>
</tr>
<tr>
<td>$A5$</td>
<td>$a_n + 1$</td>
<td>$b$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a + 1$</td>
<td>$a$</td>
<td>$a_n + 1$</td>
<td>$a$</td>
<td>$a_n$</td>
</tr>
</tbody>
</table>

Table 1: PAttrans: Process Algebra with Transactions
action, the transaction can be committed. TR4–7 handle lockable actions. The transaction is not allowed to execute a locked action \((a_n, n > 0, \text{TR4})\), so in that case only a rollback can take place, after which the transaction can start over again. If the lockable action is not locked, i.e. its lock counter equals 0, it can be executed. Next, the transaction can be committed. As mentioned, we differentiate between actions that occur in \(A\) and those that do not (TR5–7). Axioms TR8–10 are similar to TR5–7, and TR11–19 are similar to TR2–10.

We still need some operators to increase and decrease the lock counters. We introduce two operators, \([x]_a\) and \([x]_A\) on processes to lock and unlock processes, respectively. The locking operator has two parameters, process \(x\) and action \(a\). \([x]_a\) means that all lockable \(a\) actions in \(x\) get locked (once more). Unlocking operator \([x]_A\) also has two parameters, viz. process \(x\) and a set of actions \(A\) meaning that all locked actions that occur in \(x\) which are elements of \(A\) get unlocked once. The axioms for both operators, L1–6 and UL1–6, are given in Table 1. We introduce a new variable, \(a\), which has a range of \(A \cup L \cup LL\).

Up till now, we have not mentioned how the operators introduced so far cooperate to reach the expected transactional behaviour. Since blocking of transactions is only of interest when transactions run in parallel, accessing a shared data space, we specify parallel composition using the merge (\(|\|\) and left-merge (\(|\|1\) operators based on the merge operators introduced in [8]. The axioms for the parallel composition, M1–8, are also given in Table 1. If a unlocking action is executed in parallel with other processes, the action is executed and the process running in parallel gets unlocked once (M2 and M5). Execution of a lockable action locks the processes running in parallel (M3 and M6). All other actions do not influence the parallel running processes’ behaviour (M4 and M7). The process algebra given by the axioms in Table 1 is denoted by \(PA_{\text{trans}}\), Process Algebra with Transactions.

5 Operational Semantics

The semantics of the process algebra with transactions is given by the term deduction system induced by the deduction rules shown in Table 2. The variables are defined as in the axioms. The deduction rules are given using a Plotkin-style notation [20]. These are similar to the operational rules of most process algebras. We use predicate \(\overset{\rightarrow}{\rightarrow} \sqrt{\text{a}}\) to denote that a process may execute a and then terminate. We make a case distinction over the atomic actions that can be executed.

Each process \(a\) can do an a-step and then terminate (rule 1). Unlocking actions and non-lockable actions are influenced by neither the locking (rules 6, 7, 9, 10, 11 and 13) nor the unlocking operator (rules 14, 15, 17, 18, 19 and 21). Depending on the parameters of the locking and unlocking operators, lock counters can be increased (rules 8 and 12) or decreased (rules 16 and 20), respectively.

Rule 22 handles rollback actions: If a transaction has started \((A \neq \emptyset)\), the transaction can roll back by executing a rollback action \(R_A\), after which the transaction can start over again. A unlocking action that comes from within a transaction may not influence actions outside the transaction (rules 23, 26, 31 and 34). Furthermore, normal actions and lockable actions which are not locked, i.e. \(a_n\) with \(n = 0\), can always be executed (rules 24, 25, 27–30, 32, 33 and 35–38). Depending on whether they have been executed by the transaction before, i.e. if \(a\) is in \(A\), they get lockable and they are added to the set of executed actions \(A\).

For defining the deduction rules for the parallel composition operators, again we distinguish between atomic action in \(A\), \(L\) and \(LL\). Execution of unlock actions cause the process running in parallel to get unlocked once (rules 39, 42, 45 and 48) where execution of lockable actions introduce the lock operator, causing the parallel running processes to get locked once more (rules 40, 43, 46 and 49). All other executions do not influence parallel running processes (rules 41, 44, 47 and 50).
6 Properties of Process Algebra with Transactions

In this section we prove some properties of PAtrans. First of all, we give a soundness proof, i.e. we prove that the set of closed PAtrans terms modulo bisimulation equivalence, $T_{PAtrans}/\sim$, is a model for PAtrans.

**Definition 6.1 (Bisimulation for PAtrans)** Bisimulation for PAtrans is defined as follows: a binary relation $R$ on closed terms in PAtrans is a bisimulation if and only if the following transfer conditions hold for all closed PAtrans terms $p$ and $q$:

1. if $R(p, q)$ and $T_{PAtrans}(p) \models a \xrightarrow{\sigma} y'$, where $a \in A \cup L \cup \{\tau\}$, then $T_{PAtrans}(q) \models a \xrightarrow{\sigma} y'$.

2. if $R(p, q)$ and $T_{PAtrans}(p) \models a \xrightarrow{\sigma} p'$, where $a \in A \cup L \cup \{\tau\}$, then there exists a process term $q'$ such that $T_{PAtrans}(q) \models a \xrightarrow{\sigma} q'$ and $R(p', q')$. 

Table 2: Operational Semantics of PAtrans
Two closed PAtrans terms $p$ and $q$ are bisimilar, notation $p \leftrightarrow q$, if there exists a bisimulation relation $R$ such that $R(p, q)$.

Using bisimulation, we can now construct a model for the axioms of PAtrans. In order to do this, we first need to know that bisimulation is a congruence with respect to all operators.

**Lemma 6.2 (Bisimulation is a congruence)** Let $T(\text{PAtrans})$ be the term deduction system induced by the deduction rules shown in Table 2. Then bisimulation equivalence is a congruence on the set of closed PAtrans terms.

**Proof** It can be easily seen that the operational semantics given in Table 2 is in path format [5]. Since it is proven that if a term deduction system is in path format, strong bisimulation is a congruence [6] (based on [5, 15]), this immediately proves this lemma. 

So now that we know that bisimulation is a congruence, we can construct a model for the axioms of PAtrans.

**Definition 6.3 (Bisimulation model for PAtrans)** The bisimulation model for PAtrans is constructed by taking the equivalence classes of the set of all closed PAtrans terms with respect to bisimulation equivalence. As bisimulation is a congruence, the operators can be pointwise defined on the equivalent classes.

**Theorem 6.4 (Soundness)** The set of closed PAtrans terms modulo bisimulation equivalence, $T(\text{PAtrans})/\leftrightarrow$, is a model for PAtrans.

**Proof** We will prove this theorem by proving that each axiom is sound, i.e., prove that for all closed instantiations of the axiom both sides of the axiom correspond to the same element of the bisimulation model. This proof outline is taken from [24, 6]. The proof can be found in Section A.1.

Apart from proving soundness, we prove that all PAtrans terms can be eliminated to a term in a basic process algebra with recursion (BPArec), as defined in [6]. By doing this, we prove that the expressiveness of the process theory has not increased. Since the same set of processes can be defined without using PAtrans operators, the transactional operators introduced can be considered a syntactic extension for simplifying the notation of transactional processes. The following definitions are based on [6].

**Definition 6.5 (Recursive specification)** Let $V$ be a set of variables. A recursive specification $E = E(V)$ is a set of so-called recursion equations, $E = \{X = s_X(V) \mid X \in V\}$, where each $s_X(V)$ is a BPA term that only contains variables of $V$. The set of actions of the BPA is $\text{A}_{\text{BPArec}} = \text{A} \cup \text{U} \cup \text{U}$. 

**Definition 6.6 (Solution)** A solution $\{(X|E) \mid X \in V\}$ of a recursive specification $E(V)$ is a set of processes in some model of BPA such that replacing variable $X$ by $(X|E)$ in the recursion equations of $E(V)$ yields true statements in that model.

**Definition 6.7** Let $E = E(V)$ be a recursive specification and let $t$ be an open BPA term. Then $(t|E)$ is the process $t$ with all variables $X$ both occurring in $t$ and $V$ replaced by $(X|E)$.

We give a set of recursion equations in the proof of the elimination theorem. Apart from the atomic actions of PAtrans and all lockable and unlock actions, the domain of $\text{BPArec}$, $\text{A}_{\text{BPArec}}$, contains the set of constants $(X|E)$ for all $X \in V$:

$$\text{A}_{\text{BPArec}} = \text{A} \cup \text{U} \cup \text{U} \cup \{(X|E) \mid X \in V\}.$$ 

Since a solution is a (possibly empty) set of processes, we extend the model $T(\text{PAtrans})$ with two assumptions, RSP and RDP\textsuperscript{+}, which are defined in Definitions 6.8 and 6.9, respectively. These assumptions state that there is exactly one solution. Before giving the exact definitions, we introduce the concept of guardedness. We call an occurrence of variable $X$ in term $t$ guarded if $t$ has a sub-term of the form $a \cdot s$ with $s$ a BPA term containing this occurrence of $X$. If we can rewrite a term to a guarded term using the axioms, we call this term guarded too.
**Definition 6.8** The Recursive Specification Principle (RSP) is the following assumption:

A guarded recursive specification has at most one solution.

**Definition 6.9** The Restricted Recursive Definition Principle (RDP-) is the following assumption:

Every guarded recursive specification has a solution.

We can only make use of these two principles if all recursive occurrences of processes in PAtrans are guarded.

**Theorem 6.10** All recursive occurrences of processes in PAtrans are guarded.

**Proof** The proof can be easily seen by looking at the axioms for the transactional composition in Table 1, TR1-20. Since recursion only takes place after a rollback, all recursion specifications, i.e. all occurrences of $\langle x \rangle$ on the right-hand side of the equal sign in axioms T2-20, are preceded by a rollback action $\mathcal{R}$.

Since all recursive specifications in PAtrans are guarded, we can make use of model $T(\text{PAtrans}) + \text{RDP}^- + \text{RSP}$ to prove the following elimination theorem.

**Theorem 6.11 (Elimination to BPArecc)** For every PAtrans term $t$ there exists a guarded recursive specification $E$ over BPA such that $t$ is a solution of $E$.

**Proof** This theorem is proven by induction on the general structure of $t$ and can be found in Section A.2.

Herewith we have proven that the transactional operators can be considered a syntactic extension for simplifying the process algebraic notation of transactional processes.

## 7 Towards Real-life Transactions

We introduce some additional concepts which enable us to better model real-life processes. As mentioned in Section 2, we abstracted from read access to variables and we only took first degree isolated transactions into account. We shortly discuss some concepts to come closer to real-life transactions.

### 7.1 Explicit Write Actions

Up till now, we only took write actions into account. However, both read actions and internal actions might be needed when giving real-life examples. Therefore, we need to make a distinction between write actions and other (i.e. read or internal) actions. In former sections, we assumed that execution of action $a$ meant a write action to (shared) variable $a$. We can explicitly indicate whether an action is a write action to a variable. The set of actions $A$ in $\langle x, A, y \rangle$ will then be redefined such that it contains only write actions.

Although this is a major change in the notation and the way we deal with variables, this does not influence the axioms as presented in Section 4 drastically. If we consider 1° isolated transactions, there are dependencies between write actions only. So both read actions and internal actions are not influenced by the locking operator and therefore only write actions should have their lock counter increased. We make this distinction between different kinds of actions by adapting the conditions in the axioms and operational rules.

Note that since only (more) conditions on the format of the actions are added, this extension does not influence the soundness nor the elimination to BPArecc substantially.
7.2 Degrees of Isolation

In real-life transactions, a distinction is drawn between four degrees of isolation, mainly due to performance issues [17]. For reaching our goal, i.e. for giving formal specifications of Internet applications, this notion of degrees of isolation should be added. A short overview of the different degrees of isolation is given in Table 3.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Degree 0</th>
<th>Degree 1</th>
<th>Degree 2</th>
<th>Degree 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common name</td>
<td>Chaos</td>
<td>Browse</td>
<td>Cursor Stability</td>
<td>Isolated</td>
</tr>
<tr>
<td>Protection provided</td>
<td>Lets others run at higher isolation</td>
<td>0° and no lost updates</td>
<td>No lost updates, no dirty reads</td>
<td>No lost updates, no dirty reads, repeatable reads</td>
</tr>
<tr>
<td>Transaction structure</td>
<td>Well-formed w.r.t. write</td>
<td>Well-formed w.r.t. write and two-phase w.r.t. write</td>
<td>Well-formed and two-phase w.r.t. write</td>
<td>Well-formed and two-phase</td>
</tr>
<tr>
<td>Dependencies</td>
<td>None</td>
<td>write → write</td>
<td>write → write</td>
<td>write → write</td>
</tr>
</tbody>
</table>

Table 3: Degrees of isolation as given in [17].

A 0° isolated transaction is called chaos. It does not overwrite another transaction’s dirty data if the other transaction is 1° or greater. A 1° isolated transaction is called browse. It prevents data updates to get lost. It is both well-formed and two-phase with respect to writes. A transaction is said to be well-formed with respect to writes if all data updates are preceded by locks, locking data updates to the same data in other transactions until it is committed or rolled back. Two-phase means that all locks precede all unlocks. A 2° isolated transaction, called cursor stability, has the same properties as a first degree transaction, but it also implements well-formedness with respect to reads. So also the reading of updated data by other transactions is locked. Finally, a 3° isolated transaction also locks data read by a transaction until it commits or rolls back. This is called isolated, serializable or repeatable reads. Optimally, all transactions should be 3° isolated.

Next to differentiating between the type of actions, we can also make a distinction between degrees of isolation. Although this does not increase the complexity of the transactional locking mechanism, we need to add lots of extra syntax to make this possible. One of the causes is that we need to introduce an explicit read action. On the other hand this is caused by the fact that actions from within 1° isolated transactions both are lockable and cause other actions to get locked. So the lock counter we make use of is not only a counter which stores the number of times the action is locked, but it also specifies that execution of the action causes other action to get locked (as stated in axiom M3). We call an action that causes other actions to get locked a locking action. In zeroth, second and third degree isolated transactions, lockable actions do not necessarily have to be locking and vice versa, as can be seen in Table 4.

<table>
<thead>
<tr>
<th>degree of isolation</th>
<th>lockable</th>
<th>locking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>write</td>
<td>read</td>
</tr>
<tr>
<td>zeroth</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>first</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>second</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>third</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 4: Locking versus lockable actions

So apart from the lock counter, we need to extend actions from within transactions with a locking attribute to indicate whether the action is a locking action. This of course depends on the
degree of isolation, which should be added to the transactional operators. Furthermore, we need to make a distinction between shared locks and exclusive locks [17]. Shared locks are set by read actions from within 3° isolated transactions and cause other transactions not to write to variables read by the transactions. However, the other transactions are allowed to read them. On the other hand, write actions set exclusive locks on variables, causing other transactions to get locked when accessing variables, even for read actions. A 3° isolated transaction can upgrade a shared lock to an exclusive lock by writing to a variable it has a shared lock on.

The set of variables that we stored in the auxiliary transactional operator (the $A$ in $\langle x, A, y \rangle$) is used for keeping track of the variables the transaction has exclusively locked. By introducing shared locks, we need to either split this set into two sets, one for shared and one for exclusive locks, or we should extend the elements in the set with an attribute which indicates whether the element is shared locked or exclusively locked.

To conclude, adding degrees of transactions to the formalism presented leads to the introduction of several extensions. Although these extensions do not make the concepts more complex, they introduce a considerably large amount of syntactical overhead, which goes beyond the scope of this article. Giving a detailed description of this is left for future work.

8 Related Work

Since both transactions and process algebra are widely used concepts, a lot of research is done in both areas. Transactions can be considered as groups of actions. In process algebra there are mechanisms available to group actions. In [10] a mechanism is introduced for specifying asynchronous communication between processes, based on process algebra. Each communication consists of (independent) write and read actions. Each read action should be preceded by its corresponding write action. If this is not the case, actions can get locked which can be compared to transactional locking. The semantics of this mechanism is given in [13]. In [9] the tight multiplication operator is introduced. This operator is used in the same way as the sequential composition operator. However, no interleaving can take place between two actions which are composed into a process using this tight multiplication operator.


The classical transaction concept appeared for the first time in [14]. In [16, 18] the ACID properties of transactions are explicitly indicated. A nice and complete overview of the main concepts of transactions is given and discussed by Gray and Reuter in [17].

Our model of nesting of transactions is an extension of the concept of nested transactions as developed by Moss [19]. Other extensions of Moss’ concept are for example multi-level transactions [25] and open nested transactions [26].

For the concepts described in this paper we make use of the two-phase locking (2PL) protocol (i.e. all locks within a transaction precede all unlocks) as introduced in [14]. This concurrency control technique is widely used in most database management systems. Many variations on the 2PL technique exist [1, 23, 17, 21]. Apart from two-phase locking, other concurrency control mechanisms exist, like timestamp-ordering (TO) techniques [22] and optimistic schedulers [2]. All techniques can be combined into hybrid techniques, e.g. 2PL-TO combinations [12].

9 Conclusions

Both transactions and process algebra are widely used, however, as far as we know, no formalism to express transactions using process algebra has been developed before. In this paper we joined these concepts which led to a nice way of formally specifying transactional behaviour.
Although we abstracted from parts of the concept which must be added to make the formalism useful for specifying real-life processes, a basic framework for transactional reasoning using process algebra has been introduced. We summarized what has to be done to make the formalism put into practice. In our opinion, these extensions do not influence the complexity of the formalism, however, a lot of (syntactical) extensions have to be added.

By combining the concepts described in this paper with the process algebra we are making use of for modelling Internet applications [4, 3], we are able to give specifications that come closer to real-life applications. Currently, we are working on this combination to come to a complete process algebra for specifying Internet applications.
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A Proofs

A.1 Soundness

Theorem A.1 (Soundness) The set of closed PAtrans terms modulo bisimulation equivalence, $T(PAtrans)/\sim\sim$, is a model for PAtrans.

Proof We will prove this theorem by proving that each axiom is sound, i.e., prove that for all closed instantiations of the axiom both sides of the axiom correspond to the same element of the bisimulation model. This proof outline is taken from [24, 6]. For each axiom, we take the relation which relates each process to itself (identity) and which relates the left-hand side of the equation to its right-hand side. So e.g. for proving axiom A1, we take relation

$$R = \{(x, x), (x + y, y + x) \mid x, y \text{ closed PAtrans terms}\}.$$ 

Furthermore, $x$, $y$, and $z$ are closed PAtrans terms. We use subscript notation to indicate the deduction rules we make use of.

Axiom A1 We have to show that $x + y \sim\sim y + x$.
First we look at the transitions of the left-hand side.

- Suppose $x + y \xrightarrow{\alpha} \emptyset$. Then $x \xrightarrow{\alpha} \emptyset$ or $y \xrightarrow{\alpha} \emptyset$. But then also $y \xrightarrow{\alpha} \emptyset$ and $R(z, z)$.

Axiom A2 We have to show that $(x + y)z \sim\sim xz + yz$.
Note that there is no possibility for either the left-hand side or the right-hand side to execute a terminating action. First we look at the transitions of the left-hand side. Suppose $(x + y)z \xrightarrow{\alpha} x'$, then

- either $x + y \xrightarrow{\alpha} \emptyset$ and $x' = z$. Then $x \xrightarrow{\alpha} \emptyset$ or $y \xrightarrow{\alpha} \emptyset$. But then $xz \xrightarrow{\alpha} z$ or $yz \xrightarrow{\alpha} z$ and $R(x', x')$.

- or $x + y \xrightarrow{\alpha} y'$ and $x' = y'z$. Then $x \xrightarrow{\alpha} y'$ or $y \xrightarrow{\alpha} y'$. But then $xz \xrightarrow{\alpha} y'z$ or $yz \xrightarrow{\alpha} y'z$ and $R(x', x')$.

Next, look at the transitions of the right-hand side. Suppose $xz + yz \xrightarrow{\alpha} x'$, then $xz \xrightarrow{\alpha} x'$ or $yz \xrightarrow{\alpha} x'$. Note that this case is symmetric in $x$ and $y$, so suppose $xz \xrightarrow{\alpha} x'$. Then $x \xrightarrow{\alpha} \emptyset$ and $x' = z$ or $x \xrightarrow{\alpha} y'$ and $x' = y'z$. 
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• if \( x \rightarrow^\alpha y \) and \( x' = z \), then \( x + y \rightarrow^\alpha z \) and thus \( x + y \rightarrow^\alpha x' \) and \( R(x', x') \).

• if \( x \rightarrow^\alpha y' \) and \( x' = y'z \), then \( x + y \rightarrow^\alpha y' \) and thus \( x + y \rightarrow^\alpha x' \) and \( R(x', x') \).

**Axiom A5**

We have to show that \( (xy)z \rightarrow^\alpha x(yz) \).

Note that there is no possibility for either the left-hand side or the right-hand side to execute a terminating action. First we look at the transitions of the left-hand side. Suppose \( (xy)z \rightarrow^\alpha x' \), then the only possibility is that \( xy \rightarrow^\alpha y' \) and \( x' = y'z \). Then \( x \rightarrow^\alpha y \) or \( x \rightarrow^\alpha z \) and \( y' = y'z \).

• if \( x \rightarrow^\alpha y \) and \( y' = y \), then \( x' = yz \) and \( x(yz) \rightarrow^\alpha x' \), \( R(x', x') \).

• if \( x \rightarrow^\alpha z \) and \( y' = y'z \), then \( x' = (y'z)z \) and \( x(yz) \rightarrow^\alpha z'(yz) \). Furthermore, \( R(z'(yz), (z'y)z) \).

The proof of the right-hand side is analogous.

**Axiom M1**

We have to show that \( x || y \rightarrow x || y + y || x \).

We look at the transitions of both sides of the axiom at the same time, making a case distinction over the actions \( x \) can execute. Note that this axiom is symmetric in \( x \) and \( y \).

• If \( x \rightarrow^\alpha y \), then \( x \rightarrow^\alpha [y]_A \) and \( y \rightarrow^\alpha [y]_A \); \( x \rightarrow^\alpha [y]_A \). Note that \( R([y]_A, [y]_A) \).

• If \( x \rightarrow^\alpha y \), then \( x \rightarrow^\alpha [y]_A \) and \( y \rightarrow^\alpha [y]_A \); \( y \rightarrow^\alpha [y]_A \). Note that \( R([y]_A, [y]_A) \).

• If \( x \rightarrow^\alpha y \), then \( x \rightarrow^\alpha [y]_A \) and \( y \rightarrow^\alpha [y]_A \); \( y \rightarrow^\alpha [y]_A \). Note that \( R([y]_A, [y]_A) \).

• If \( x \rightarrow^\alpha y \), then \( x \rightarrow^\alpha [y]_A \) and \( y \rightarrow^\alpha [y]_A \); \( y \rightarrow^\alpha [y]_A \). Note that \( R([y]_A, [y]_A) \).

• If \( x \rightarrow^\alpha y \), then \( x \rightarrow^\alpha [y]_A \) and \( y \rightarrow^\alpha [y]_A \); \( y \rightarrow^\alpha [y]_A \). Note that \( R([y]_A, [y]_A) \).

• If \( x \rightarrow^\alpha x' \), then \( x \rightarrow^\alpha x' \); \( x \rightarrow^\alpha x' \). Note that \( R(x', x') \).

**Axiom M2**

We have to show that \( U_A || x \rightarrow U_A || x \).

We look at the transitions of both sides of the axiom at the same time. Since \( U_A \rightarrow^\alpha \sqrt{1} \), we conclude that \( U_A || x \rightarrow^\alpha U_A || x \). Furthermore, \( U_A || x \rightarrow^\alpha U_A || x \) and note that \( R([x]_A, [x]_A) \).

**Axioms M3–M4**

Similar to axiom M2, using deduction rules 46 and 47, respectively.

**Axiom M5**

We have to show that \( U_A || x \rightarrow U_A || x \).

Note that neither side of the axiom can execute a terminating action. We look at the transitions of both sides of the axiom at the same time. \( U_A || x \rightarrow^\alpha [x]_A \) iff \( U_A || x \rightarrow^\alpha x' \) and \( x = x' \). Then \( a = U_A \) and \( x' = x \), so \( U_A || x \rightarrow^\alpha x \). Furthermore, \( U_A || x \rightarrow^\alpha x \) and \( R([x]_A, [x]_A) \).

**Axioms M6–M7**

Similar to axiom M5, using deduction rules 49 and 50, respectively.

**Axiom M8**

We have to show that \( (x + y) || z \rightarrow^\alpha x || y || z \).

First of all, note that this axiom is symmetric in \( x \) and \( y \). First, we look at the transitions of the left-hand side. Suppose \( (x + y) || z \rightarrow^\alpha x' \). Then

• either \( x \rightarrow^\alpha y \) \( \sqrt{1} \) and \( x' = [x]_A \). \( U_A || x \rightarrow^\alpha \sqrt{1} \) or \( y \rightarrow^\alpha [x]_A \) and thus \( x \rightarrow^\alpha [x]_A \). Note that \( R([x]_A, [x]_A) \).

• or \( x \rightarrow^\alpha y \) \( \sqrt{1} \) and \( x' = [x]_A \). \( U_A || x \rightarrow^\alpha \sqrt{1} \) or \( y \rightarrow^\alpha [x]_A \) and thus \( x \rightarrow^\alpha [x]_A \). Note that \( R([x]_A, [x]_A) \).
• or₄₇ \( x + y \xrightarrow{a} \sqrt{.} \) and \( x' = z \). Then there \( x \xrightarrow{a} \sqrt{.} \) or \( y \xrightarrow{a} \sqrt{.} \), thus \( x \| z \xrightarrow{a} \sqrt{.} \) or \( y \| z \xrightarrow{a} \sqrt{.} \) and thus \( x \| z \xrightarrow{a} \sqrt{.} \). Note that \( R(z, z) \).

• or₄₈ \( x + y \xrightarrow{Uₐ⁴} y' \) and \( x' = y' \| z \). But then \( x \xrightarrow{Uₐ⁴} y' \) or \( y \xrightarrow{Uₐ⁴} y' \), thus \( x \| z \xrightarrow{Uₐ⁴} y' \| z \) \( z \) and thus \( x \| z \xrightarrow{a} y' \| z \) \( z \) \( z \). Note that \( R(y' \| z \), \( y' \| z \)).

• or₄₉ \( x + y \xrightarrow{aₙ₋₁} y' \) and \( x' = y' \| z \). But then \( x \xrightarrow{aₙ₋₁} y' \) or \( y \xrightarrow{aₙ₋₁} y' \), thus \( x \| z \xrightarrow{aₙ₋₁} y' \| z \) \( z \) \( z \) \( z \). Note that \( R(y' \| z \), \( y' \| z \)).

• or₅₀ \( x + y \xrightarrow{a} y' \) and \( x' = y' \| z \). But then \( x \xrightarrow{a} y' \) or \( y \xrightarrow{a} y' \), thus \( x \| z \xrightarrow{a} y' \| z \) \( z \) \( z \) \( z \). Note that \( R(y' \| z \), \( y' \| z \)).

The proof of the right-hand side is similar, again using a case distinction on the actions.

**Axiom L₁** We have to show that \([Uₐ]_b \xrightarrow{a} Uₐ\).

We look at the transitions of both sides at the same time. Observe that either side can only do a \(Uₐ\)-transition to \(\sqrt{.}\). No other transitions are possible.

**Axioms L₂–L₄** These axioms are similar to L₁, using rules 7, 8 and 9, respectively.

**Axiom L₅** We have to show that \([ax]_b \xrightarrow{a} [a]_b \cdot [x]_b\).

We look at the transitions of both sides at the same time. Note that neither the left-hand side nor the right-hand side can do a transition to \(\sqrt{.}\) since \(x \cdot y\) cannot do a transition to \(\sqrt{.}\). We use a case distinction on the actions:

- \( [ax]_b \xrightarrow{Uₐ} y \) iff \( y = [x]_b \) and \( a = Uₐ \).
  \( [a]_b \cdot [x]_b \xrightarrow{Uₐ} y \) iff \( y = [x]_b \) and \( a = Uₐ \). Note that \( R([x]_b, [x]_b) \).

- Suppose, \( a = b \). Then, \( [ax]_b \xrightarrow{aₙ₊₁} y \) iff \( y = [x]_b \) and \( a = aₙ \).
  \( [a]_b \cdot [x]_b \xrightarrow{aₙ₊₁} y \) iff \( y = [x]_b \) and \( a = aₙ \). Note that \( R([x]_b, [x]_b) \).

- Suppose, \( a \neq b \). Then, \( [ax]_b \xrightarrow{aₙ} y \) iff \( y = [x]_b \) and \( a = aₙ \).
  \( [a]_b \cdot [x]_b \xrightarrow{aₙ} y \) iff \( y = [x]_b \) and \( a = aₙ \). Note that \( R([x]_b, [x]_b) \).

- \( [ax]_b \xrightarrow{a} y \) iff \( y = [x]_b \) and \( a = a \).
  \( [a]_b \cdot [x]_b \xrightarrow{a} y \) iff \( y = [x]_b \) and \( a = a \). Note that \( R([x]_b, [x]_b) \).

**Axiom L₆** We have to show that \([x + y]_b \xrightarrow{a} [x]_b + [y]_b\).

Note that this axiom is symmetric in \(x\) and \(y\) as a result of the commutativity of the alternative composition operator. First we have a look at the left-hand side. Suppose \( [x + y]_b \xrightarrow{a} \sqrt{.} \), then

- either \( a = Uₐ \) and \( x \xrightarrow{Uₐ} \sqrt{.} \) or \( y \xrightarrow{Uₐ} \sqrt{.} \). But then \( [x]_b \xrightarrow{Uₐ} \sqrt{.} \) or \( [y]_b \xrightarrow{Uₐ} \sqrt{.} \) and thus \( [x]_b + [y]_b \xrightarrow{Uₐ} \sqrt{.} \).

- or \( a = aₙ \) \(  \neq b \) and \( x \xrightarrow{aₙ} \sqrt{.} \) or \( y \xrightarrow{aₙ} \sqrt{.} \). But then \( [x]_b \xrightarrow{aₙ} \sqrt{.} \) or \( [y]_b \xrightarrow{aₙ} \sqrt{.} \) and thus \( [x]_b + [y]_b \xrightarrow{aₙ} \sqrt{.} \).

- or \( a = aₙ \) \(  \neq b \) and \( x \xrightarrow{aₙ} \sqrt{.} \) or \( y \xrightarrow{aₙ} \sqrt{.} \). But then \( [x]_b \xrightarrow{aₙ} \sqrt{.} \) or \( [y]_b \xrightarrow{aₙ} \sqrt{.} \) and thus \( [x]_b + [y]_b \xrightarrow{aₙ} \sqrt{.} \).

The proof of \([x + y]_b \xrightarrow{a} \sqrt{.} \) is similar to the proof of \([x + y]_b \xrightarrow{a} \sqrt{.} \), using axioms 5, 2 and 10–13.

Next, we have a look at the right-hand side. Suppose \( [x]_b + [y]_b \xrightarrow{a} \sqrt{.} \), then either \( [x]_b \xrightarrow{a} \sqrt{.} \) or \( [y]_b \xrightarrow{a} \sqrt{.} \). Since this axiom is symmetric in \(x\) and \(y\), we suppose that \( [x]_b \xrightarrow{a} \sqrt{.} \). Then,
• either\( a = \mathcal{U}_A \) and \( x \xrightarrow{\mathcal{U}_A} \sqrt{.} \). But then, \( x + y \xrightarrow{\mathcal{U}_A} \sqrt{.} \) and thus\( x + y \xrightarrow{\mathcal{U}_A} \sqrt{.} \).

• or\( a = a_n, a \neq b \) and \( x \xrightarrow{a_n} \sqrt{.} \). But then, \( x + y \xrightarrow{a_n} \sqrt{.} \) and thus\( x + y \xrightarrow{a_n} \sqrt{.} \).

• or\( a = a_{n+1}, a = b \) and \( x \xrightarrow{a_n} \sqrt{.} \). But then, \( x + y \xrightarrow{a_n} \sqrt{.} \) and thus\( x + y \xrightarrow{a_n} \sqrt{.} \).

• either\( a = a \) and \( x \xrightarrow{a} \sqrt{.} \). But then\( x + y \xrightarrow{a} \sqrt{.} \) and thus\( x + y \xrightarrow{a} \sqrt{.} \).

The proof of \([x]_b + [y]_b \xrightarrow{a} z\) is similar to the proof of \([x]_b + [y]_b \xrightarrow{a} \sqrt{.}\), using axioms 5 and 2.10–13.

**Axioms UL1–UL6** The proofs for axioms UL1 to UL6 are similar to the proofs for axioms L1 to L6, using rules 14–21 instead of rules 6–13.

**Axiom TR1** We have to show that \(\mathcal{A} \vdash (x, \emptyset, x)\).

We make a case distinction on the set of possible transitions \(\mathcal{A}\) and can do and show that \(\mathcal{A} \vdash (x, \emptyset, x)\) can do exactly the same transitions. Furthermore, we show that the right-hand side cannot do any other transitions.

- Suppose\( x \xrightarrow{\mathcal{U}_b} x' \). Then\( (x, \emptyset, x) \xrightarrow{\mathcal{U}_b} (x, \emptyset, x')\). Note that \(\mathcal{R}(C_{\emptyset}, C_{\emptyset})\).

- Suppose\( x \xrightarrow{a_0} x' \) and \(\mathcal{A} \vdash (x, \emptyset, x) \xrightarrow{a_0} (x, \emptyset, x')\). Note that \(\mathcal{R}(C_{\{a\}}, C_{\{a\}})\).

- Suppose\( x \xrightarrow{a} x' \). Then\( (x, \emptyset, x) \xrightarrow{a} (x, \emptyset, x')\). Note that \(\mathcal{R}(C_{\{a\}}, C_{\{a\}})\).

So \(\mathcal{A} \vdash (x, \emptyset, x)\) can do any other transitions since for all other transitions (using deduction rule 22, 28 or 36) \(A \neq \emptyset\) or \(a \in A\) is needed. However, \(A = \emptyset\).

**Axiom TR2** We have to show that \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B) \xrightarrow{a} (x, \emptyset, \mathcal{U}_B)\).

First of all, note that neither the left-hand side nor the right-hand side can do a transition to \(\sqrt{.}\). Suppose \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B) \xrightarrow{a} x'\). Then\( (x, \emptyset, \mathcal{U}_B) \xrightarrow{a} (x, \emptyset, x')\). Furthermore, \(\mathcal{U}_B \cdot C_{\emptyset}\) can only do a \(\mathcal{U}_B\)-transition to \(C_{\emptyset}\), and note that \(\mathcal{R}(C_{\emptyset}, C_{\emptyset})\).

**Axiom TR3** We have to show that if \(A \neq \emptyset\), \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B) \xrightarrow{a} (x, \emptyset, \mathcal{U}_B) \cdot C_A + R_A \cdot (x)\).

Let \(A \neq \emptyset\). We look at both sides of the axiom at the same time. Since \(A \neq \emptyset\), \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B)\) can do a \(R_A\)-transition to \(\mathcal{A}\). \(R_A \cdot (x)\) can do this transition too, and thus\( \mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B) \cdot C_A + R_A \cdot (x)\) can do a \(R_A\)-transition to \(\mathcal{A}\). Note that \(\mathcal{R}(\mathcal{A}, \mathcal{A})\).

For the rest, \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B)\) can do a \(\mathcal{U}_B\)-transition to \(C_A\). This is exactly the only other transition \(\mathcal{U}_B \cdot C_A + R_A \cdot (x)\) can do.

**Axiom TR4** We have to show that if \(n > 0\) and \(A \neq \emptyset\), \(\mathcal{A} \vdash (x, \emptyset, a_n) \xrightarrow{a} (x, \emptyset, a_n)\).

Let \(n > 0\) and \(A \neq \emptyset\). Since \(A \neq \emptyset\), \(\mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B)\) can do a \(R_A\)-transition to \(\mathcal{A}\). \(R_A \cdot (x)\) can do this transition too, and thus\( \mathcal{A} \vdash (x, \emptyset, \mathcal{U}_B) \cdot C_A + R_A \cdot (x)\) can do a \(R_A\)-transition to \(\mathcal{A}\). Note that \(\mathcal{R}(\mathcal{A}, \mathcal{A})\).

**Axiom TR5** We have to show that \(\mathcal{A} \vdash (x, \emptyset, a_0) \xrightarrow{a_0} (x, \emptyset, a_0)\).

The right-hand side can only do a \(a_0\)-transition to \(C_{\{a\}}\). Furthermore, \(\mathcal{A} \vdash (x, \emptyset, a_0) \xrightarrow{a_0} (x, \emptyset, a_0)\) and \(R(C_{\{a\}}, C_{\{a\}})\). Note that rule 27 is the only deduction rule that can be applied to \(\mathcal{A}\).

**Axiom TR6** We have to show that if \(a \notin A\) and \(A \neq \emptyset\), then \(\mathcal{A} \vdash (x, \emptyset, a_0) \xrightarrow{a_0} (x, \emptyset, a_0)\).

Suppose \(a \notin A\) and \(A \neq \emptyset\). We look at both sides of the axiom at the same time. Since \(A \neq \emptyset\), \(\mathcal{A} \vdash (x, \emptyset, a_0)\) can do a \(R_A\)-transition to \(\mathcal{A}\). \(R_A \cdot (x)\) can do this transition too, and thus\( a_0 \cdot C_{A \cup \{a\}} + R_A \cdot (x)\) can do a \(R_A\)-transition to \(\mathcal{A}\). Note that \(\mathcal{R}(\mathcal{A}, \mathcal{A})\).
Furthermore, \( \langle x, A, a_0 \rangle \overset{\alpha_0}{\rightarrow} C_{A \cup \{a\}} \). \( a_0 \cdot C_{A \cup \{a\}} \) can do this transition too, and thus, \( a_0 \cdot C_{A \cup \{a\}} + R_A \cdot \langle x \rangle \) can do an \( a_0 \)-transition to \( C_{A \cup \{a\}} \). Note that \( R(C_{A \cup \{a\}}, C_{A \cup \{a\}}) \). It can be verified that rules 22 and 27 are the only deduction rules that can be applied to \( \langle x, A, a_0 \rangle \) and that the two transitions given for \( a_0 \cdot C_{A \cup \{a\}} + R_A \cdot \langle x \rangle \) are the only two transitions possible.

**Axiom TR7** The proof of axiom TR7 is similar to the proof of axiom TR6, using deduction rule 28 instead of 27.

**Axioms TR8–10** The proofs for axioms TR8 to TR10 are similar to the proofs for axioms TR5 to TR7, using rules 29 and 30 instead of rules 27 and 28.

**Axioms TR11–19** The proofs for axioms TR11 to TR19 are similar to the proofs for axioms TR2 to TR10, using rules 34–38 instead of rules 26–30.

**Axiom TR20** We have to show that \( \langle x, A, y + z \rangle \overset{R_A}{\rightarrow} \langle x, A, y \rangle + \langle x, A, z \rangle \).

First of all, a rollback can take place iff \( A \vDash \emptyset \) and \( \langle x, A, y + z \rangle \overset{R_A}{\rightarrow} \langle x, A, y \rangle + \langle x, A, z \rangle \).

Axioms TR8–10. The proofs for axioms TR8 to TR10 are similar to the proofs for axioms TR5 to TR7, using rules 29 and 30 instead of rules 27 and 28.

Next, we look at the transitions of the left-hand side. Suppose \( \langle x, A, y + z \rangle \overset{R_A}{\rightarrow} x' \). Then

- either \( x + z \overset{\alpha_0}{\rightarrow} x', a = U_0 \) and \( x' = C_A \). But then \( y \overset{\alpha_0}{\rightarrow} y' \) or \( z \overset{\alpha_0}{\rightarrow} z', \) thus \( \langle x, A, y \rangle \overset{U_0}{\rightarrow} C_A \) or \( \langle x, A, z \rangle \overset{U_0}{\rightarrow} C_A \) and thus \( \langle x, A, y \rangle + \langle x, A, z \rangle \overset{U_0}{\rightarrow} C_A \). Note that \( R(C_A, C_A) \).

- or \( x + z \overset{\alpha_0}{\rightarrow} x', a \notin A, a = a_0 \) and \( x' = C_{A \cup \{a\}} \). But then \( y \overset{\alpha_0}{\rightarrow} y' \) or \( z \overset{\alpha_0}{\rightarrow} z', \) thus \( \langle x, A, y \rangle \overset{\alpha_0}{\rightarrow} C_A \) or \( \langle x, A, z \rangle \overset{\alpha_0}{\rightarrow} C_A \) and thus \( \langle x, A, y \rangle + \langle x, A, z \rangle \overset{\alpha_0}{\rightarrow} C_A \). Note that \( R(C_A, C_A) \).

The proof of the right-hand side is similar, again using a case distinction on the actions.
A.2 Proving elimination to BPAREC

Theorem A.2 (Elimination to BPAREC) For every PAtrans term \( t \) there exists a guarded recursive specification \( E \) over BPA such that \( t \) is a solution of \( E \).

Proof This theorem is proven by induction on the general structure of \( t \).

1. \( t = a \) for \( a \in \mathcal{A} \cup \mathbb{I} \cup \mathbb{U} \). Then \( t \) is a finite BPAREC term.

2. \( t = t_1 + t_2 \) for PAtrans terms \( t_1 \) and \( t_2 \). By induction, there are finite guarded BPAREC terms \( s_1 \) and \( s_2 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_1 = t_1 \) and \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_2 = t_2 \). But then also \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_1 + s_2 = t_1 + t_2 \) and \( s_1 + s_2 \) is a finite BPAREC term.

3. \( t = t_1 \cdot t_2 \) for PAtrans terms \( t_1 \) and \( t_2 \). This case is treated analogous to case 2.

4. \( t = [t_1]_b \) for PAtrans term \( t_1 \) and \( b \in \mathcal{A} \). By induction, there exists a finite guarded BPAREC term \( s_1 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_1 = t_1 \). Since all recursive specifications in PAtrans are guarded, there is a BPAREC term \( r_1 \) which is in head normal form, such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models r_1 = s_1 = t_1 \). We prove this case by induction on the structure of \( r_1 \):

- \( r_1 \equiv \mathcal{U}_A \) for \( A \subseteq \mathcal{A} \). Then \( \text{PAtrans} \vdash t = [\mathcal{U}_A]_b = \mathcal{U}_A \) and \( \mathcal{U}_A \) is a finite BPAREC term since \( \mathcal{U}_A \in \mathcal{A}_{\text{BPAREC}} \).

- \( r_1 = a_n \) for \( a \in \mathcal{A} \) and \( n \in \mathbb{N}, n \geq 0 \). Then, depending on whether \( a = b \), \( \text{PAtrans} \vdash t = [a_n]_a = a_{n+1} \) or, if \( a \neq b \), \( \text{PAtrans} \vdash t = [a_n]_b = a_n \). Both \( a_{n+1} \) and \( a_n \) are finite BPAREC terms.

- \( r_1 \equiv a \) for \( a \in \mathcal{A} \). Then \( \text{PAtrans} \vdash t = [a]_b = a \) and \( a \) is a finite BPAREC term.

- \( r_1 = a \cdot r_2 \) for \( a \in \mathcal{A}_{\text{BPAREC}} \) and BPAREC term \( r_2 \). Then \( \text{PAtrans} \vdash t = [a]_b \cdot [r_2]_b \). By induction there exist finite guarded BPAREC terms \( p_1 \) and \( p_2 \) such that \( \text{PAtrans} \vdash p_1 = [a]_b \) and \( \text{PAtrans} \vdash p_2 = [r_2]_b \). Then also \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models t = [a]_b \cdot [r_2]_b = p_1 \cdot p_2 \) and \( p_1 \cdot p_2 \) is a finite linear BPAREC term.

- \( r_1 \equiv r_2 + r_3 \) for \( r_2 \) and \( r_3 \) closed BPAREC terms. Then \( \text{PAtrans} \vdash t = [r_2 + r_3]_b = [r_2]_b + [r_3]_b \). By induction there exist finite guarded BPAREC terms \( p_2 \) and \( p_3 \) such that \( \text{PAtrans} \vdash p_2 = [r_2]_b \) and \( \text{PAtrans} \vdash p_3 = [r_3]_b \). Then also \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models t = [r_2]_b + [r_3]_b = p_1 + p_2 \) and \( p_1 + p_2 \) is a finite guarded BPAREC term.

- \( r_1 \equiv X \) for some recursion variable \( X \). This case is not possible since \( r_1 \) should be guarded.

5. \( t = [t_1]_A \) for PAtrans term \( t_1 \) and \( A \subseteq \mathcal{A} \). This case is treated analogous to case 4.

6. \( t = t_1 || t_2 \) for PAtrans terms \( t_1 \) and \( t_2 \). By induction, there exists a finite guarded BPAREC term \( s_1 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_1 = t_1 \). But since all recursive specifications in PAtrans are guarded, there is a BPAREC term \( r_1 \) which is in head normal form, such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models r_1 = s_1 = t_1 \). We prove this case by induction on the structure of \( r_1 \):

- \( r_1 \equiv \mathcal{U}_A \) for \( A \subseteq \mathcal{A} \). Then \( \text{PAtrans} \vdash t = \mathcal{U}_A || t_2 = \mathcal{U}_A [t_2]_A \). We proved (5) that there exists a finite guarded BPAREC term \( s_2 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_2 = [t_2]_A \). Since \( \mathcal{U}_A \) is in \( \mathcal{A}_{\text{BPAREC}} \), there exists a finite guarded BPAREC term \( s_3 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models t = \mathcal{U}_A [t_2]_A = s_3 \), viz. \( s_3 = \mathcal{U}_A \cdot s_2 \).

- \( r_1 = a_n \) for \( a \in \mathcal{A} \) and \( n \in \mathbb{N}, n \geq 0 \). Then \( \text{PAtrans} \vdash t = a_n || t_2 = a_n [t_2]_a \). We proved (4) that there exists a finite guarded BPAREC term \( s_2 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models s_2 = [t_2]_a \). Since \( a_n \) is in \( \mathcal{A}_{\text{BPAREC}} \), there exists a finite guarded BPAREC term \( s_3 \) such that \( T(\text{PAtrans}) + \text{RDP}^- + \text{RSP} \models t = a_n [t_2]_a = s_3 \), viz. \( s_3 = a_n \cdot s_2 \).
• $r_1 = a$ for $a \in \mathbb{A}$. Then $\text{PAttrans} \vdash t = a \cdot t_2 = a \cdot t_2$. By induction there exists a finite guarded BPAREC term $s_2$ such that $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s_2 = t_2$. Since $a$ is in $\mathbb{A}_{\text{BPAREC}}$, there exists a finite guarded BPAREC term $s_3$ such that $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models t = a \cdot t_2 = a \cdot s_2 = s_3$, viz. $s_3 = a \cdot s_2$.

• $r_1 = a \cdot r_2$ for $a \in \mathbb{A}_{\text{BPAREC}}$ and BPAREC term $r_2$. Then $\text{PAttrans} \vdash t = (a \cdot r_2) \cdot t_2$. Depending on the structure of $a$, PAttrans $\vdash t = \mathcal{U}_a(r_2) \cdot [t_2], a$, PAttrans $\vdash t = a_n(r_2) \cdot [t_2], a$ or PAttrans $\vdash t = a(r_2) \cdot t_2$. So there is a function $f$ such that $\text{PAttrans} \vdash t = (a \cdot r_2) \cdot t_2 = a \cdot (r_2 \cdot f(t_2))$ where $f(x) \in \{ [x]_a, [a], x \}$. We proved (4.5) that $f(t_2)$ is a finite guarded BPAREC term. Furthermore, PAttrans $\vdash r_2 \cdot f(t_2) = r_2 \cdot (f(t_2) \cdot f(t_2)) = r_2$ and, by induction, both $r_2 \cdot f(t_2)$ and $f(t_2) \cdot r_2$ are finite guarded BPAREC terms and thus $r_2 \cdot f(t_2)$ is a finite guarded BPAREC term. Since $a$ is in $\mathbb{A}_{\text{BPAREC}}$, $a \cdot (r_2 \cdot f(t_2))$ and thus $(a \cdot r_2) \cdot t_2$ is a finite guarded BPAREC term.

• $r_1 = r_2 + r_3$ for $r_2$ and $r_3$ BPAREC terms. Then $\text{PAttrans} \vdash t = (r_2 + r_3) \cdot t_2 = r_2 \cdot t_2 + r_3 \cdot t_2$. By induction there exist finite guarded BPAREC terms $s_2$ and $s_3$ such that PAttrans $\vdash s_2 = r_2 \cdot t_2$ and PAttrans $\vdash s_3 = r_3 \cdot t_2$. Then also $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models t = (r_2 + r_3) \cdot t_2 = r_2 \cdot t_2 + r_3 \cdot t_2 = s_2 + s_3$ and $s_1 + s_2$ is a finite guarded BPAREC term.

• $r_1 = X$ for some recursion variable $X$. This case is not possible since $r_1$ should be guarded.

7. $t = t_1 \cdot t_2$ for PAttrans terms $t_1$ and $t_2$. PAttrans $\vdash t_1 \cdot t_2 = t_1 \cdot t_2 = t_1 \cdot t_2 + t_2 \cdot t_1$. We have proved (6) that there exist finite guarded BPAREC terms $s_1$ and $s_2$ such that $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s_1 = t_1 \cdot t_2$ and $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s_2 = t_2 \cdot t_1$. But then, $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models t_1 \cdot t_2 = t_1 \cdot t_2 + t_2 \cdot t_1 = s_1 + s_2$ and $s_1 + s_2$ is a finite guarded BPAREC term.

8. $t = \langle t_1 \rangle$ for closed PAttrans term $t_1$. PAttrans $\vdash \langle t_1 \rangle = \langle t_1, \emptyset, t_1 \rangle$. As will be proven in 9, there exists a finite guarded BPAREC term $s_1$ such that $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s_1 = \langle t_1, \emptyset, t_1 \rangle$ and thus $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s = \langle t_1, A, t_2 \rangle$. Let $E$, the set of recursive equations, be defined as follows:

$$E = \{ X_{t_1}^{t_2}, X_{t_2}^{t_1}, X_{t_1}^{t_2}, X_{t_2}^{t_1}, \ldots \}$$

9. $t = \langle t_1, A, t_2 \rangle$ for PAttrans terms $t_1$ and $t_2$ and $A \subseteq \mathbb{A}$. We give a set of recursive equations, $E$, and prove by induction on the structure of $t_2$ that for all terms $\langle t_1, A, t_2 \rangle$ there exists a BPAREC term $s$ such that $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models s = \langle t_1, A, t_2 \rangle$. Let $E$, the set of recursive equations, be defined as follows:

$$E = \{ X_{t_1}^{t_2}, \ldots \}$$

As can be easily seen by comparing axioms TR2–20 with the recursive equations in $E$, $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models \langle X_{t_1}^{t_2}, A \rangle \models \langle t_1, A, t_2 \rangle$ holds for all $t_1, A$ and $t_2$. So there exists a BPAREC term for every $\langle t_1, A, t_2 \rangle$ in PAttrans, viz. $\langle X_{t_1}^{t_2}, A \rangle \models \langle t_1, A, t_2 \rangle$. Furthermore, since PAttrans $\vdash \langle t \rangle = \langle t, \emptyset, t \rangle$, $T(\text{PAttrans}) + \text{RDP}^- + \text{RSP} \models \langle t \rangle = \langle X_{t_1}^{t_2}, \emptyset \rangle \models \langle t \rangle$. So for all PAttrans terms $t$ there exists a finite guarded BPAREC term $s$ such that PAttrans $+ \text{RDP}^- + \text{RSP} \models s = t$. □