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Summary

MIMO Instantaneous Blind Identification and Separation based on Arbitrary Order Temporal Structure in the Data

This thesis is concerned with three closely related problems. The first one is called Multiple-Input Multiple-Output (MIMO) Instantaneous Blind Identification, which we denote by MIBI. In this problem a number of mutually statistically independent source signals are mixed by a MIMO instantaneous mixing system and only the mixed signals are observed, i.e. both the mixing system and the original sources are unknown or ‘blind’. The goal of MIBI is to identify the MIMO system from the observed mixtures of the source signals only. The second problem is called Instantaneous Blind Signal Separation (IBSS) and deals with recovering mutually statistically independent source signals from their observed instantaneous mixtures only. The observation model and assumptions on the signals and mixing system are the same as those of MIBI. However, the main purpose of IBSS is the estimation of the source signals, whereas the main purpose of MIBI is the estimation of the mixing system. If the number of source signals is not larger than the number of sensors, the source signals can be recovered by applying the inverse of the estimated mixing system to the observed mixtures. Hence, from this point of view IBSS is merely a direct application of MIBI. The third problem is called Instantaneous Semi-Blind Source Localization (ISBSL) and concerns the localization of a set of narrowband sources from their observed instantaneous mixtures only. In this case, the instantaneous mixing system is parameterized by the source position parameters. Hence, narrowband ISBSL can be considered as a parameterized version of MIBI in which more a priori knowledge is available than in the general ‘fully blind’ MIBI case. For this reason we call this problem ‘semi-blind’. Because MIBI is a kind of abstraction or generalization of both IBSS and ISBSL, the main focus in this work is on MIBI, while IBSS and ISBSL are considered as applications or examples.

Many methods and algorithms for performing MIBI, IBSS and ISBSL have been developed during the last decade. Until now, mainly three different approaches have been used. These are based on the following properties of the source signals, several of which are related to the guiding principle of statistical independence: non-Gaussianity, second order spatial uncorrelatedness in combination with temporal non-whiteness/correlatedness, and second order spatial uncorrelatedness in combination with second order non-stationarity. What is lacking from those approaches is the exploitation of higher order temporal structure in the data, such as higher order non-whiteness/correlatedness and non-stationarity. Some methods for exploiting Higher Order Temporal Structure (HOTS) exist, but usually these are quite specific. In addition, most blind methods described in the literature cannot deal with a MIBI scenario of great interest, viz. one with more sources than sensors. In this work we present a unifying framework for exploiting arbitrary order temporal structure in the signals by means of cumulant functions, which possess convenient mathematical properties such as multilinearity. The MIBI problem is formulated in such a way that any kind of temporal structure in the data, such as arbitrary order non-stationarity and non-whiteness, is exploited in a unified manner. Based
on physically plausible assumptions on the temporal structure of the source and noise signals, and applying subspace techniques to a subspace matrix containing cumulant values arranged in a specific manner, it is shown that the MIBI problem can be ‘projected onto’ two dual mathematical problems in the sense that solving these problems solves the MIBI problem. In the first problem, MIBI is projected onto the problem of solving a system of multivariate homogeneous polynomial or so-called polyconjugal (polynomial-like) equations. The number of variables and the degree (of homogeneity) of the functions in the system equal the number of sensors and the order of the considered statistics, respectively. In the second problem, MIBI is projected onto the problem of solving a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem that is dual to the first problem. Possible solution approaches for those problems are described. In particular, a so-called homotopy method is used for solving the system of equations. Because of the connection between the system of homogeneous equations on the one hand, and the MMGEVD problem on the other hand, this in fact solves both mathematical problems.

The theory developed in this thesis is unifying in several senses. Firstly, it is general with respect to the order of the exploited temporal structure in the sense that the mathematical problem formulation has the same structure for any considered order. Secondly, all types of statistical variability in the data, such as arbitrary order non-stationaritity and non-whiteness, are exploited in a unified manner. Finally, for complex-valued signals, the conjugation pattern of the arguments of the involved cumulant functions can be chosen arbitrarily. In practice, this should be done in accordance with the characteristics of the involved signals. Our approach allows the identification of a mixing system with more sources than sensors, even with second order statistics. Depending on the number of sensors, the order and type of the exploited temporal structure, the chosen conjugation pattern, and the arrangement of the statistics in the subspace matrix, a certain maximum number of mixing matrix columns can be determined that usually exceeds the number of sensors for orders larger than one. We provide insight into the computation of the maximum number of identifiable columns as a function of the number of sensors, the employed statistical order, and the conjugation pattern. The rationale behind the work presented in this thesis is based on providing insight and highlighting the geometric and algebraic structure of the different problem formulations that are developed. Therefore, the practical problems associated with the use of estimated sensor cumulants are not discussed in great detail. Nevertheless, the theory is directly applicable to many practical scenarios. This is demonstrated by various examples, including the identification of an instantaneous mixing system for different types of signals, the separation of instantaneously mixed artificial random signals, speech signals and images, Direction Of Arrival (DOA) estimation, etcetera. Finally, the theory allows us to make trade-offs between various related quantities such as the arrangement of the statistics in the subspace matrix, maximum number of identifiable mixing matrix columns, number of sensors, exploited type(s) of temporal structure, exploited order(s) of temporal structure, employed conjugation pattern(s), number of samples required for reliable estimation of the involved statistics, and so on.
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CHAPTER 1

Introduction

In this chapter, we introduce, contextualize and motivate the main topics considered in this thesis. These topics concern the so-called Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI), the Instantaneous Blind Signal Separation (IBSS), and the Instantaneous Semi-Blind Source Localization (ISBSL) problems; see Figures 1.1, 1.2 and 1.7 respectively. MIBI, IBSS and ISBSL all concern systems where multiple source signals propagate simultaneously to multiple sensors via a certain physical transfer mechanism or mixing system. Such systems are commonly called Multiple-Input Multiple-Output (MIMO) systems. The kinds of topics mentioned above typically are investigated in a research area called Array Signal Processing (ASP) [62, 84, 147, 179, 184]. In general, ASP can be defined as the part of signal processing that deals with the extraction of information from signals collected by an array of sensors, where each sensor observes a different mixture of the source signals. In this work, we will only consider passive sensor arrays, i.e. arrays that only receive signals as opposed to active arrays that also transmit signals. The type of sensor that is employed in a specific application depends on the physical characteristics of the source(s) and propagation medium [84, 119, 179]. For example, microphone arrays are used for measuring acoustic signals in air, e.g. speech, whereas hydrophone arrays are used for measuring acoustic signals in water, e.g. submarine engine/noise signals. Similarly, phased-array radar systems or radio antenna arrays measure electromagnetic signals that can be used for communication purposes or localization of sources or targets. Likewise, X-ray, radio and optical telescope arrays measure electromagnetic radiation from our universe for astronomical investigation [3, 66, 67, 136, 142, 160]. The significance of the ASP research area is evident from the wide variety of practical applications.

The information of interest can be either the transfer system from the sources to the sensors, the (waveforms of the) source signals, or the number and location of the sources. For example, in radio and speech communication applications the main interest usually is in the particular waveforms of the signals, whereas in submarine and defense applications the main interest usually is in the location of the sources or emitters. Also, for several applications, both the signals themselves, as well as the locations of the sources are of interest, e.g. pointing a video camera to a speaking person, determining the types and locations of submarines, etc. For MIBI the main interest is in the transfer system from the sources to the sensors, for IBSS in the source signals, and for ISBSL in the positions of the sources. Depending on the amount of information that is known a priori, a certain problem can be characterized as blind, semi-blind, or non-blind, if little, medium, or a lot of information is available respectively. The less information is available, i.e. the more blind a problem is, the more strict the assumptions on the ‘remaining information’ need to be, and vice versa. For example, we call MIBI and IBSS ‘blind’ because both the source signals and the transfer system are unknown; see also [47, 75, 80] and the references therein. This considerable lack of information has to be compensated for by strong assumptions on the statistics\(^1\) of the signals and the form of the

\(^1\)See Appendix B for a review of the statistical concepts underlying the work in this thesis.
transfer system. Specifically, the results in this thesis are mainly based on the common Blind Signal Processing (BSP) assumptions that the source signals are mutually statistically independent and that the transfer or mixing system is instantaneous and linear. Many researchers have contributed to the development of, and current interest in, BSP. Some of them are: Jutten and Hérault [55, 91], Cardoso [26, 27, 31, 33–35], Comon [36, 52], Bell and Sejnowski [11, 12], Hyvärinen [79, 80, 83], and Cichocki and Amari [6, 7, 47].

The fact that many blind or semi-blind problems with multiple sources can be tackled by processing multiple sensor signals is due to the different kinds of diversity assumed to be present in the system. On the one hand, the mixing system has to possess a certain kind of spatial diversity, i.e. each of the sensors should observe a mixture of the source signals that is sufficiently different from the others. In practice, this is usually achieved by properly positioning the sensors. On the other hand, the source signals are usually required to possess a certain kind of statistical diversity regarding either the probability distribution(s) of, or the temporal relation(s) between, the signals samples, e.g. blind identification methods may require that the source signals have different kurtoses. In this work, we are particularly interested in exploiting another type of statistical diversity, namely any kind of temporal structure in the source signals of any chosen order, such as arbitrary order non-whiteness/correlatedness and non-stationarity. For instance, when Second Order Statistics (SOS) are employed [14, 41, 43, 45, 46, 48], the required temporal diversity means that the source signals have auto-correlation functions that are sufficiently different from each other. Our main focus in this thesis will be on the development of a unified method for exploiting the temporal structure in the data of any kind and any order for solving the MIBI, IBSS, and ISBSL problems. We do not consider the conventional (fixed and/or adaptive) beamforming approach to array signal processing that is mainly concerned with the design of a beampattern, i.e. the (power) response to a monochromatic plane wave with a certain frequency and arriving from a certain direction. This topic, which in some sense is complementary to our work, is treated in several excellent works, e.g. see [57, 84, 90, 97, 180].

It is widely recognized that many possible applications exist for blind identification, blind separation and source localization problems. Since these three topics are strongly related, their application areas overlap. In fact, we will show in the coming sections that both IBSS and ISBSL are applications or examples of the more general MIBI problem. Therefore, only examples of IBSS and ISBSL will be given in Sections 1.1.2 and 1.1.3 respectively. Several examples of IBSS can be found in the field of biomedical engineering, where the purpose of various applications is to reveal independent sources in different kinds of biological signals like EEG’s and ECG’s. Other examples can be found in the separation of speech signals from competing speakers in the so-called ‘cocktail party’ problem, images, data communication signals, etcetera. Examples of ISBSL, which essentially is a semi-blind MIBI problem with a known parameterization of the mixing system, can be found in many sensor array systems. Typical examples include high-resolution Direction Of Arrival (DOA) and range estimation in sonar and phased-array radar systems.

The outline of this chapter is as follows. In Section 1.1, the main problems considered in this thesis, i.e. MIBI, IBSS and ISBSL, are described and some of their application areas are mentioned. Next, in Section 1.2 the motivations, objectives, and main contributions of the thesis are formulated. In Section 1.3 we give an overview of the contents of our publications. Then, in Section 1.4 we discuss some notational issues. Subsequently, in Section 1.5 an outline of the thesis is given. Finally, conclusions are drawn in Section 1.6.
1.1 Main thesis topics and applications

The next sections describe each of the three main thesis topics and their possible applications in turn. The structure and main assumptions of the mathematical models associated with these problems are presented. Without loss of generality, everywhere in the thesis we will assume that all signals have zero mean. In addition, we assume that all involved signals are sampled at discrete time instants. We will emphasize the relationships and differences between the various topics. In order to clearly distinguish the objectives associated with the different problems, and for future reference, a problem statement is formulated for each of them. A general thesis problem statement will be formulated in Section 1.2.8.

1.1.1 Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI)

One of the main problems considered in this thesis is the so-called Multiple-Input Multiple-Output (MIMO) Instantaneous Blind Identification (IBI) problem. We will concisely denote this problem by the acronym MIBI. The MIBI problem setup is shown in Fig. 1.1. A set \( \{ s_1[n], \ldots, s_S[n] \} \) of \( S \) mutually statistically independent source signals is mixed by a Multiple-Input Multiple-Output (MIMO) linear instantaneous (i.e. memory-less) mixing system \( A \), and only a set \( \{ x_1[n], \ldots, x_D[n] \} \) of \( D \) mixed sensor/observation signals corrupted by a set of \( D \) additive noise signals \( \{ \nu_1[n], \ldots, \nu_D[n] \} \) is available. Hence, both the mixing system and the original sources are unknown. For this reason, the MIBI problem is called ‘blind’ [47,80]. The main conditions and purpose of MIBI can now be formulated as follows.

**MIBI problem statement:**

The purpose of MIBI is to identify the MIMO instantaneous mixing system from the observed mixtures of the source signals only. The main assumptions are that the source signals are mutually statistically independent and that they possess sufficient statistical diversity.

As we will see in the next chapter, the type of statistical diversity that is assumed is algorithm-specific. For example, one algorithm may exploit the non-Gaussianity of the source signals, whereas another may exploit their temporal auto-correlation structure (see Chapter 2). Depending on the considered application, the signals and mixing system can be real- or complex-valued. In this thesis, we will always denote the number of sources by \( S \) and the number of sensors by \( D \). Mathematically, the MIBI observation model can be stated as follows:

\[
x[n] = \sum_{j=1}^{S} a_j s_j[n] + \nu[n] = A s[n] + \nu[n] \quad \forall \ n \in \mathbb{Z},
\]

\[\text{(1.1.1)}\]

![Figure 1.1: MIBI problem setup.](image)
where:

\[
\begin{align*}
x[n] & \triangleq \begin{bmatrix} x_1[n] \\ \vdots \\ x_D[n] \end{bmatrix}, & s[n] & \triangleq \begin{bmatrix} s_1[n] \\ \vdots \\ s_S[n] \end{bmatrix}, & \nu[n] & \triangleq \begin{bmatrix} \nu_1[n] \\ \vdots \\ \nu_D[n] \end{bmatrix}, & a_j & \triangleq \begin{bmatrix} a_{j1} \\ \vdots \\ a_{jD} \end{bmatrix},
\end{align*}
\]

are column vectors of sensor signals, source signals, additive noise signals and mixing elements, respectively. Subscript indices are used to index the components of a column vector, whereas superscript indices are used to index the components of a row vector\(^1\). Furthermore, the symbol \(n\) denotes discrete time. The vectors \(x[n]\), \(\nu[n]\), and \(a_1, \ldots, a_S\) are elements of \(\mathbb{R}_D(\mathbb{C}_D)\), i.e. the vector space of real (complex) column vectors of length \(D\). The length-\(S\) source signal vector \(s[n]\) is an element of \(\mathbb{R}_S(\mathbb{C}_S)\). The coefficient \(a_{ji}\) denotes the instantaneous transfer from the \(j\)-th source to the \(i\)-th sensor. As model (1.1.1) shows, the whole unknown transfer system is modelled by a mixing matrix \(A\) that is an element of \(\mathbb{R}_S^D(\mathbb{C}_S^D)\), i.e. the vector space of matrices containing real- or complex-valued elements with \(D\) rows and \(S\) columns\(^2\). For convenience, \(A\) is often written in terms of its columns as follows \(A = [a_1 \ldots a_S^T]\); see also (2.2.2) on page 31 for other expressions. As is shown in Section 2.4, two ambiguities are inherent to the MIBI model. Namely, the norms and the order of the columns of the mixing matrix cannot be resolved. In general, these two indeterminacies do not cause serious problems because for many applications the most relevant information is contained in the ‘directions’ of the columns rather than in their magnitudes or order.

In order to be able to identify the mixing system and/or recover the source signals, the apparently large lack of information needs to be compensated for by means of a strong hypothesis on the source signals. This hypothesis is the so-called statistical independence\(^3\) assumption on the source signals [34, 80]. Although it is strong, it is physically plausible in many practical situations because the source signals are often generated independently of each other by different sources. Usually, also some other assumptions that characterize the statistical properties of the individual source signals are required. Typical examples can be found in Section 2.2.2. In addition to assumptions on the source signals, assumptions on the mixing system and noise signals are required. Each sensor should receive a combination of the source signals that is sufficiently different from the others. In other words, there should be sufficient spatial diversity in the mixing system. In practice, this is often achieved by positioning the sensors properly. Assumptions on the diversity of the mixing system often are formulated in terms of the size and rank of the mixing matrix. Typical examples can be found in Section 2.2.1. Finally, in order to be able to properly cope with additive observation or sensor noise, certain assumptions about the statistical structure of the noise signals have to be made. See Section 2.2.3 for characteristic examples.

As we have stated earlier and will explain in the next two sections, MIBI is a kind of abstraction or generalization of both IBSS and ISBSL. This implies that applications of IBSS and ISBSL are applications of MIBI as well. Therefore, the IBSS and ISBSL examples presented in the next sections can be considered as examples of MIBI. Finally, we note that many practical problems can be described more adequately by more complex mixing models such as convolutive or nonlinear models. However, apart from being applicable to many practical problems that do (approximately) satisfy the model described above, MIBI can also be seen and used as a stepping stone for more complicated identification problems.

\(^{1}\)See Appendix A for our notational conventions.

\(^{2}\)See Section B.2.3 for the definition of statistical independence.
1.1 Main thesis topics and applications

1.1.2 Instantaneous Blind Signal Separation (IBSS)

A problem closely related to MIBI is Instantaneous Blind Signal Separation (IBSS), which deals with the separation/recovery of mutually statistically independent source signals from their observed instantaneous mixtures only. The problem setup is depicted in Fig. 1.2 for $S$ sources and $D$ sensors. The observation model and assumptions on the signals and mixing system are the same as those of MIBI. However, while the main purpose of MIBI is the estimation of the mixing system (only), the main purpose of IBSS is the estimation of the (waveforms of the) source signals [47,75,80]. Summarizing, the main conditions and purpose of IBSS can be formulated as follows.

**IBSS problem statement:**

The purpose of IBSS is to recover the source signals from their observed mixtures only. The main assumptions are that the source signals are mutually statistically independent and that they possess sufficient statistical diversity.

As with MIBI, the type of statistical diversity that is assumed is algorithm-specific. Mathematically, the IBSS problem can be formulated as the estimation of a separation/de-mixing matrix $W$ in such a way that the output vector $y[n]$ defined by:

$$y[n] \triangleq Wx[n] \quad (1.1.2)$$

contains estimates of the waveforms of the source signals $s_1[n], \ldots, s_S[n]$. The IBSS problem is typically tackled by designing a de-mixing system $W$ in such a way that the (statistical) properties of the source signals are restored at the output. For instance, the output signals $y_1[n], \ldots, y_S[n]$ should be statistically independent. Since the data observation model is the same as that of the MIBI model (1.1.1), two IBSS indeterminacies are present that correspond to the MIBI indeterminacies, viz. the scaling and order of the original source signals cannot be recovered. Taking these into account, the goal of IBSS is to recover the source signals in some arbitrary order and with some arbitrary nonsingular scaling. Hence, the de-mixing matrix $W$ should satisfy $WA \approx PD$, where $P$ is some permutation matrix and $D$ is some nonsingular diagonal matrix. See Section 2.4 for more information about this issue.

As stated above, contrary to MIBI the main interest in IBSS is in the source signals instead of the mixing system. In fact, once MIBI has been performed, the source signals can be recovered (approximately) by applying the (pseudo-)inverse of the estimated mixing system (provided it is nonsingular) to the observed mixtures. Hence, from this point of view IBSS is merely a direct application of MIBI. Therefore, the main focus in this work will be on MIBI, while IBSS will be considered as an application or example.

![Figure 1.2: IBSS problem setup.](image-url)
Examples

IBSS can be used in several real-world applications that are relatively simple, but it also often serves as a stepping stone to more complicated problems, such as Convolutive Blind Signal Separation (CBSS) [47, 75]. In this work we will not focus on the question whether or not a specific real-world application can be represented accurately by the model in (1.1.1) and its related assumptions, but rather on the actual estimation or separation process. Therefore, in this section some examples with artificially mixed signals are presented. During the development of the theory in the coming chapters, we will apply our method to similar examples and explain how the source signals can be recovered from the mixtures by exploiting a specific type of statistical diversity in the signals. In order to focus on main principles, for the moment we do not consider additive sensor noise but defer this issue till later chapters. Likewise, for the sake of simplicity of exposition the examples in this section involve only two source and two sensor signals. More complicated scenarios, including ones with more sources than sensors, will be considered later on. Hence, in the following examples we consider the instantaneous mixing model depicted in Fig. 1.3 (see Section 4.1 for details).

\[
\begin{bmatrix}
    s_1[n] \\
    s_2[n]
\end{bmatrix} = \begin{bmatrix}
    a_1^1 & a_1^2 \\
    a_2^1 & a_2^2
\end{bmatrix} \begin{bmatrix}
    s_1[n-1] \\
    s_2[n-1]
\end{bmatrix} + \begin{bmatrix}
    w_1[n] \\
    w_2[n]
\end{bmatrix},
\]

(1.1.1)

Note that the subscript indices of the elements correspond to row indices, which are associated with the sensors, whereas the superscript indices correspond to column indices, which are associated with the sources. For convenience and without loss of generality we have normalized the columns \( \mathbf{a}^1 \) and \( \mathbf{a}^2 \) of \( \mathbf{A} \) to unit norm. Fig. 1.4 shows 500 samples of \( s_1[n] \) and \( s_2[n] \) at the left side, and the two mixtures \( x_1[n] \) and \( x_2[n] \) obtained by substituting (1.1.4) into (1.1.1) at the right side. From (1.1.3) it is clear that both source signals are time series that possess an 'AR(1) temporal structure'. As can clearly be seen in Fig. 1.4, the variations in \( s_1[n] \) are much slower than those in \( s_2[n] \). This is due to the fact that the pole \( \rho_1 \) of AR(1) filter \( H_1(z) \triangleq \frac{z}{z - \rho_1} \) associated with \( s_1[n] \) is located much closer to the unit circle than

Stationary Gaussian AR(1) source signals

In this example, two computer generated stationary Gaussian autoregressive (AR) source signals of order one are mixed. The source signals are generated independently of each other according to the following AR(1) model:

\[
s_j[n] = \rho_j s_j[n-1] + w_j[n], \quad j = 1, 2,
\]

(1.1.3)

where \( \rho_1 \) and \( \rho_2 \) are AR(1) regression coefficients, and \( \{w_1[n]\}_{n \in \mathbb{N}} \) and \( \{w_2[n]\}_{n \in \mathbb{N}} \) are sequences of independently and identically distributed (i.i.d.) Gaussian random variables. Here, we choose \( \rho_1 = 0.95 \) and \( \rho_2 = 0.40 \). Furthermore, the variances of \( w_1[n] \) and \( w_2[n] \) have been chosen in such a way that \( s_1[n] \) and \( s_2[n] \) both have unit variance. The two source signals are mixed according to the model in (1.1.1), where the mixing matrix is given by:

\[
\mathbf{A} = \begin{bmatrix}
    a_1^1 & a_1^2 \\
    a_2^1 & a_2^2
\end{bmatrix} = \frac{1}{2} \sqrt{2} \begin{bmatrix}
    -1 & 1 \\
    1 & 1
\end{bmatrix}.
\]

(1.1.4)
the pole $\rho_2$ of AR(1) filter $H_2(z) \triangleq z/(z - \rho_2)$ associated with $s_2[n]$. Formulated differently, the correlation coefficient between adjacent samples of time series $s_1[n]$ is larger than that for $s_2[n]$. Furthermore, as expected, the right part of Fig. 1.4 shows that the mixed signals have very similar characteristics, e.g. they roughly have the same ‘speed of variation’. The purpose of applying IBSS to this example is the estimation of $s_1[n]$ and $s_2[n]$ from $x_1[n]$ and $x_2[n]$ only, i.e. without knowing the mixing system $A$. Blind identification of $A$, and thus recovery of $s_1[n]$ and $s_2[n]$, is possible because two different mixtures are observed and the statistical characteristics of the source signals are sufficiently different. More specifically, the fact that the source signals have different AR(1) coefficients implies that they have linearly independent auto-correlation functions. This property will prove to be essential for the identification/separation method that we will develop in later chapters. It is reminiscent of the condition of sufficient statistical diversity posed in the IBSS problem statement on page 5.

The presence of statistical dependence between different time samples of a signal is commonly referred to as correlatedness, coloredness, or non-whiteness. Since correlatedness is associated with the temporal relations between different time samples, it is an example of the presence of temporal structure in the data. In the next example, we will encounter another kind of temporal structure.

**Speech signals**   Now, two real-world speech signals $s_1[n]$ and $s_2[n]$, which have been sampled at 8 kHz and normalized to unit variance, are mixed artificially by the same mixing matrix as in the previous example. Fig. 1.5 shows 8000 samples of the source signals $s_1[n]$ and $s_2[n]$ at the left side, and the two mixtures $x_1[n]$ and $x_2[n]$ at the right side. When several people are talking simultaneously, at the ‘signal level’ their words and sentences generally are independent of each other because the signal of one of the speakers does not provide any predictive information about the signal of another speaker. Hence, loosely speaking we can
consider the sound signals produced by different speakers as being statistically independent. As in the previous example, the mixed signals are very similar and again blind recovery of the original speech signals is possible because two different mixtures are observed and the source signals have certain statistical characteristics that are sufficiently diverse. Now we can distinguish two types of temporal structure in the data. In addition to being non-white (for most parts), speech signals are also non-stationary at the word or sentence level. This means that the signal statistics change in time. For example, Fig. 1.5 clearly shows that the (short-term) variances change in time. Different stationary parts of speech represent different sounds because they possess different temporal characteristics. For example, the short-term time-averaged auto-correlation function of a speech signal corresponding to the vowel ‘a’ is different from that of ‘u’. Likewise, speech is non-stationary because different sounds (and their corresponding statistics) are produced in the course of time. In fact, those changes in the statistics make a speech signal interesting as an information carrier.

The cocktail party problem mentioned at the beginning of this chapter is an example of the separation of speech signals. The examples given above with AR(1) and speech signals demonstrate typical signal scenarios with one-dimensional signals. Several other examples of IBSS with 1D signals can be found for example in telecommunication scenarios and also in the field of biomedical engineering, where the purpose of various applications is to reveal independent sources in different kinds of biological signals like EEG’s and ECG’s. In the next section, we present an example with non-white and non-stationary two-dimensional signals, viz. images. The exploitation of second order non-whiteness and non-stationarity for IBSS has been investigated by several researchers, e.g. see [14, 41, 43, 45, 46, 48]. In later chapters, we will develop a MIBI/IBSS method that can exploit both types of temporal structure in a completely similar and transparent way, both for second and higher orders.
1.1 Main thesis topics and applications

Images  In this final example, two 8-bit grayscale images of 512 by 512 pixels are mixed according to model (1.1.1) with mixing matrix \( A = \frac{1}{2} \left[ \begin{array}{ll} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{array} \right] \), which has unit-norm columns. Fig. 1.6 shows the two source images at the left side and the two mixtures at the right side. Instead of dealing with one-dimensional signals, as we did in the previous two examples, now we are dealing with two-dimensional signals because images have two spatial dimensions (note that the term ‘spatial’ now has a meaning that differs from the one used in the previous sections). For clarity we replace the time index \( n \) in (1.1.1) by two ‘spatial indices’ \( u \) and \( v \) that represent the pixel locations in the horizontal and vertical directions respectively. For example, the \((u, v)\)-th pixel of the \( j \)-th source image is denoted by \( s_j[u, v] \). Hence, we obtain the following equivalent of (1.1.1) for spatial signals (or 2D signals of any kind):

\[
x[u, v] = \sum_{j=1}^{s} a^j s_j[u, v] + \nu[u, v] = A s[u, v] + \nu[u, v] \quad \forall (u, v) \in P, \quad (1.1.5)
\]

where:

\[
x[u, v] \triangleq \begin{bmatrix} x_1[u, v] \\ x_2[u, v] \end{bmatrix}, \quad s[u, v] \triangleq \begin{bmatrix} s_1[u, v] \\ s_2[u, v] \end{bmatrix}, \quad \nu[u, v] \triangleq \begin{bmatrix} \nu_1[u, v] \\ \nu_2[u, v] \end{bmatrix},
\]

and \( P \) is the set of all valid pixel pairs within the limits of the images. In this example, the noise terms are assumed to be zero. Similarly to the speech example, since the source images

\[
\begin{align*}
\text{Source signals} & \quad \text{Sensor signals} \\
\begin{array}{c}
s_1[u, v] \\
s_2[u, v] \\
x_1[u, v] \\
x_2[u, v]
\end{array}
\end{align*}
\]

Figure 1.6: Image sources (left) and their mixtures (right).
have been captured from different unrelated source scenes, we can consider them as being statistically independent. This means that the intensity of a specific pixel in one source image does not provide any predictive information about the pixel intensity of any pixel in the other source image. Fig. 1.6 shows that both ‘sensor images’ contain mixtures of the kittens and the bird. Again, similarly to the previous examples blind recovery of the original images is possible because two different mixtures are observed and the source signals have certain statistical characteristics that are sufficiently diverse. Although the statistics are spatial in nature now (e.g. we need to compute spatial instead of temporal correlation functions, see Section 4.4.5), we can still distinguish the same two types of structure in the image data as we did for the speech data, viz. spatial non-whiteness and spatial non-stationarity. Fig. 4.19 on page 198 shows the separated images obtained by an algorithm that is developed in Chapter 4, and which exploits the spatial non-whiteness.

There are several real-world applications of blind image separation where the linear instantaneous model represents the physical situation reasonably well. Depending on the lighting, reflections, shadows, etcetera, the image of an object or scene as captured by a camera can vary significantly [23, 68]. It is often advantageous or needed to separate the intrinsic components from the extrinsic ones. The phenomenon of a virtual image, which is (semi-)reflected by a transparent medium that is situated somewhere along the optical axis between the imaged scene and the observation point, and superimposed on the imaged scene, is typical for many optical setups. It is often important to separate the real image of the scene from the virtual component. For example, the separation of reflections may be useful to facilitate tasks like object recognition, vision-based navigation (e.g. autonomous vehicles with on-board cameras where reflections from the windshield cause problems for navigation), for surveillance where activities behind a reflective window have to be guarded, for professional photographers (e.g. for the correct functioning of auto-focussing devices), etcetera. For IBSS purposes different observations of the same source images can be obtained for instance by using different polarizers. For more examples and details, see [23, 37, 68].

We will show in later chapters that the kind of signals we are dealing with, e.g. 1D time signals, 2D images, 3D volumetric data, or spectral data, does not make any difference for the MIBI/IBSS method presented in this thesis. Therefore, for convenience we will mostly consider time dependent signals and thus talk about ‘temporal’ structure. However, it should be kept in mind that ‘temporal’ can be replaced with any other appropriate adverb such as ‘spatial’ or ‘spectral’ that characterizes the nature of a signal.

1.1.3 Instantaneous Semi-Blind Source Localization (ISBSL)

Another problem that is closely related to MIBI is Instantaneous Semi-Blind Source Localization (ISBSL) for narrowband signals. The ISBSL problem deals with locating a set of narrowband sources using only the signals observed by an array of sensors [62, 84, 147, 179, 184]. As an example, we first consider the problem setup for a scenario with $S$ sources and $D$ sensors located in a two-dimensional plane, see Fig. 1.7. The sensors are indicated by black dots and the sources by white dots. The source signals propagate spatially through a medium such as air or water, and the resulting wavefront is sampled spatially and temporally by the sensor array. We assume that the sources in Fig. 1.7 are omnidirectional and located in the far field, i.e. the distances from the sources to the array are very large compared to the array aperture $\dagger$.

$\dagger$The array aperture is the length/area/volume of the sensor constellation over which the energy is ‘sensed’.
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which implies that the signal wavefronts are planar when impinging on the array. In this case, there is only one parameter characterizing the position of a source w.r.t. the chosen coordinate system, namely the so-called Direction Of Arrival (DOA). The DOA is denoted by $\theta$ and defined as the angle between the line from the source to the origin and one of the axes of the coordinate system, e.g. in Fig. 1.7 the DOA of the $j$-th source w.r.t. the positive vertical axis is denoted by $\theta_j$. For this simple example the purpose of ISBSL is to recover the DOA's of all sources. Often, it is convenient to model the position of a source in terms of polar or spherical coordinates. For a scenario in which the sensors and far field sources can be located 'anywhere' in three-dimensional space, two angles are necessary for uniquely characterizing a source position or direction of arrival. These angles are commonly called azimuth and elevation for the angles measured in the horizontal and vertical planes respectively. Evidently, for a scenario like this the purpose of ISBSL is to recover the azimuth and elevation of all sources. For the most general scenario, the purpose of ISBSL is to recover all parameters characterizing the source positions from the sensor data only. In fact, the quintessence of many array signal processing problems is the extraction of position related parameters such as DOA and range. These parameters may be of interest themselves or can for example be used to estimate (certain properties of) the source signals in the same spirit as IBSS. We will reason in the next paragraph and in Section 3.1 that by making assumptions on the source and noise signals that are similar or equal to those of MIBI (see Sections 1.1.1, 2.2.2, and 2.2.3), the ISBSL problem can be seen as a specific instance of a MIBI problem. In particular, we will assume in this thesis that the source signals are statistically independent and that the mixing matrix has a known parameterization, i.e. its functional dependence on the unknown parameters (e.g. DOA's) is known. Before explaining how the ISBSL problem can be cast into a MIBI problem, we formulate the main conditions and problem statement of ISBSL:

Figure 1.7: Source Localization problem setup.
**Instantaneous Semi-Blind Source Localization problem statement:**
The purpose of ISBSL is to identify the position parameters of all sources from the sensor array signals only. The main assumptions are that the source signals are narrowband, mutually statistically independent, that they possess sufficient statistical diversity, and that the propagation medium characteristics and sensor positions are known.

It is assumed that each source generates a wave field consisting of plane or spherical waves that propagate through space [62, 84, 179, 184]. We consider source signals that are generated by modulating a baseband information signal (which is the signal of interest) onto a carrier. At the receiver side, the signals are demodulated to baseband. When the bandwidth of the information signal is small compared to the carrier frequency, the resulting signal is called narrowband [90]. The complex representation of the modulating information signal is commonly called the complex envelope of the carrier or received signal. In the sequel, by 'source signal' we refer to this complex envelope. The narrowband assumption implies that the propagation time across the array for a narrowband signal from any direction is small compared to the time variations of the amplitude and phase of the complex envelope. This in turn implies that propagation time differences of a source signal between any pair of sensors can be modelled by a phase shift, which is a result that is crucial for obtaining an instantaneous mixing model. Such a model is adopted in the majority of the literature on source localization with sensor arrays that sense electromagnetic fields, such as the ones used in telecommunication applications. Source localization is possible due to certain assumptions that are made on the propagation medium, the source signals, and the sensor characteristics and positions. We adopt the common assumptions that the propagation medium is linear, homogeneous (i.e. not dispersive) and isotropic (i.e. propagation is uniform in all directions) [179]. In addition, we assume that the sources and sensors are omnidirectional. Under those assumptions, the response of the array to a single source signal is a function of the source position, the sensor positions, and the propagation medium parameters (e.g. propagation velocity). Because the propagation medium is linear the response to several incident source signals is given by the superposition of the individual source responses. In addition, because of the narrowband property the complex envelope of a received signal essentially remains constant during the time it takes for a wavefront to travel across the array aperture. Hence, the complex mixing process is instantaneous and thus narrowband source localization is also modelled by (1.1.1).

To get a firm grip on the relation between ISBSL and MIBI, we consider the array response vector, which in the context of ISBSL is defined as the noise-free response of the array to a unit-amplitude complex exponential plane wave coming from a certain source position. It is a function-valued vector of the parameters employed for characterizing a source position. For example, for the scenario in Fig.1.7 the array response vector is denoted by \( z(\theta) \) and is a function of the DOA \( \theta \), i.e. it represents the noise-free complex array response to a unit-amplitude complex exponential plane wave arriving from DOA \( \theta \). Its functional form for general sensor positions is given by equation (3.1.7) in Chapter 3, and for a Uniform Linear Array (ULA) by (3.1.13). Note that in addition to the DOA and the carrier frequency, \( z(\theta) \) also depends on the (fixed) array geometry, i.e. the positions of the sensors, and the propagation medium characteristics such as the propagation velocity. As an example, we briefly consider the situation that all sensors in Fig. 1.7 are distributed uniformly on the horizontal axis, thereby forming a ULA. As depicted in Fig. 1.8, we assume that the array consists of three sensors located at positions \(-d, 0, d\) of the horizontal axis denoted by \( p^x \), and that
Figure 1.8: Determination of array response vector for ULA.

a unit-amplitude complex exponential plane wave coming from DOA $\theta$ with the positive vertical axis denoted by $p^2$ is incident on the array. Then, the propagation time difference of the wavefront for two adjacent sensors is given by $\tau(\theta) \triangleq dsin(\theta)/c$, where $c$ is the propagation velocity. Due to the single-frequency (narrowband) character of the source signal, the time delay $\tau(\theta)$ corresponds to the phase factor $\exp(-j\omega c \tau(\theta))$, where $\omega_c$ is the angular frequency of the carrier signal. Taking the middle sensor as a reference, it follows that the array response vector $z(\theta)$ is given by:

$$z(\theta) = \begin{bmatrix} \exp(-j\omega c \tau(\theta)) \\ 1 \\ \exp(j\omega c \tau(\theta)) \\ 1 \end{bmatrix} = \begin{bmatrix} \exp(-j\omega_c dsin(\theta)/c) \\ 1 \\ \exp(j\omega_c dsin(\theta)/c) \end{bmatrix}.$$

From the right-most expression, we clearly see that apart from the DOA $\theta$ and the angular frequency $\omega_c$ of the carrier, $z(\theta)$ also depends on the array geometry (through the sensor spacing parameter $d$) and the propagation medium characteristics (through the propagation velocity parameter $c$). For more information and details, see Section 3.1.2.

In general, due to the available a priori knowledge about the propagation medium characteristics and sensor positions (see the problem statement), the specific dependence of an array response vector on the source position parameters is known. Since the purpose of ISBSL is to recover the position parameters of all sources from the sensor data, these source position parameters are truly variables of the array response vector, whereas the sensor position parameters and propagation medium characteristics should be considered as given parameters. As an example that can be generalized easily, we consider the following scenario. Assuming that the sources are located in three-dimensional space and in the near field, i.e. the distance from the sources to the array is of the same order as the array aperture, and using a spherical coordinate system, the array response vector can be written as a function of three variables, namely azimuth $\theta$, elevation $\zeta$ and range $\rho$. In addition, the array response vector has the sensor positions $\tilde{p}_1, \ldots, \tilde{p}_D$ and the propagation velocity $c$ as its parameters. Hence, it can be written as $z(\theta, \zeta, \rho; \{\tilde{p}_i\}_{1 \leq i \leq D}, c)$, where the semicolon separates the variables from the
parameters. However, because the parameters are assumed to be known and fixed, we usually leave them out for the sake of brevity and expedience of notation. Hence, we will write \( z(\theta, \zeta, \rho) \) instead of \( z(\theta, \zeta, \rho; \{ \tilde{p}_i \}_{1 \leq i \leq D}, c) \), and similarly for other scenarios. The ISBSL mixing matrix \( A \) is obtained by stacking the array response vectors corresponding to the different sources along each other. Like an array response vector, it can be written in functional form in terms of its variables. For example, for the 3D near field case, we write:

\[
A(\tilde{\theta}, \tilde{\zeta}, \tilde{\rho}) = [a_1 \cdots a_S] = [z(\theta^1, \zeta^1, \rho^1) \cdots z(\theta^S, \zeta^S, \rho^S)] \in \mathbb{C}^D_S,
\]

where \( \theta^j, \zeta^j, \rho^j \) and \( z(\theta^j, \zeta^j, \rho^j) \) are the azimuth, elevation, range, and array response vector respectively corresponding to the \( j \)-th source. The row vectors \( \tilde{\theta}, \tilde{\zeta}, \tilde{\rho} \in \mathbb{R}^S \) are defined by stacking the (set of) azimuthal angles \( \{ \theta^j \}_{1 \leq j \leq S} \), elevation angles \( \{ \zeta^j \}_{1 \leq j \leq S} \) and ranges \( \{ \rho^j \}_{1 \leq j \leq S} \) respectively of all sources in row vectors as follows:

\[
\tilde{\theta} \triangleq [\theta^1 \cdots \theta^S], \quad \tilde{\zeta} \triangleq [\zeta^1 \cdots \zeta^S] \quad \text{and} \quad \tilde{\rho} \triangleq [\rho^1 \cdots \rho^S].
\]

For obvious reasons, the matrix \( A(\tilde{\theta}, \tilde{\zeta}, \tilde{\rho}) \) in (1.1.6) is called array response matrix (note that it is a function of the position parameters of all sources). Its extension to more general scenarios with more and/or different source position parameters is straightforward.

From the discussion above, it follows that ISBSL can be considered as a parameterized version of MIBI because the columns of the mixing matrix have a known functional dependence on the source position parameters. Mathematically, this is expressed by writing the array response vectors and matrix as a function of the variables that represent the source position parameters/coordinates. Depending on the considered model or application, different parameterizations may be used. Since the purpose of ISBSL is the unique determination of the source position parameters from the sensor data only, and because the sensor data is observed via the array response vectors (see (1.1.1)), the set of position parameters characterizing a source and its corresponding array response vector need to be related bijectively for all possible allowed values of these parameters. For instance, for the scenario in Fig. 1.7 a DOA \( \theta \) and its corresponding array response vector \( z(\theta) \) must be related bijectively for all possible allowed values of \( \theta \) in order to allow the unique determination of the \( S \) source DOA’s \( \theta^1, \ldots, \theta^S \) from the sensor data. Because the functional dependence of the array response vectors on the source position parameters is assumed to be known, the ISBSL problem is not fully but semi-blind. As we will see in later chapters, the so-called subspace techniques [16, 62, 84, 137, 138, 147, 184] that are commonly employed in the subspace approach to source localization problems can be generalized to fully blind problems.

Finally, we note that in practice the narrowband source localization problem often is more complicated than we have sketched in this section. For example, the sensor characteristics may not be as ideal as we have assumed (a possible solution is to calibrate the array, but this might complicate the problem considerably), multipath propagation may occur, and the source signals may not be (fully) statistically independent. In general, when the involved physics concerning the sources, propagation medium, and sensor characteristics cannot be appropriately determined or modeled (for instance, unknown source and sensor directivity patterns, inhomogeneous and isotropic propagation medium), the functional dependence of the array response matrix on the source positions is not known (sufficiently accurate), and thus the problem is truly blind. In this case, we have to solve a more general, e.g. fully blind and/or convolutive, MIBI problem.
1.1 Main thesis topics and applications

Examples

**Radio Telescope Array**  In radio astronomy, the interest is in radio emission from celestial sources [186]. Several radio telescope arrays (see Fig. 1.9) consisting of tens or hundreds of antenna elements, and ranging from hundreds of meters to thousands of kilometers, have been constructed. Amongst the most well-known are the Cambridge 5-km telescope [135], the Very Large Array (VLA) telescope of the National Radio Astronomy Observatory in New Mexico [84, 90, 155], the Westerbork synthesis radio telescope [113], and the Square Kilometer Array Interferometer (SKAI) [136, 142]. The purpose of radio telescope array processing [174, 186] is not restricted to source localization, but also encompasses the complete reconstruction of radio images of the sky, with emphasis on resolution, sensitivity, dynamic range, noise suppression, and interference rejection. The latter point is particularly relevant nowadays due to the heavy use of the electromagnetic spectrum for telecommunication purposes [101]. For more information, see [84, 90].

![Figure 1.9: Radio Telescope Array.](image)

**Hydrophone arrays**  In underwater acoustics, hydrophone arrays are employed in various applications such as geophysical research and detection of hostile submarines and/or ships [84, 120, 121]. See Fig. 1.10 for some possible deployments. For example, cylindrical arrays are typically lowered from a ship or off-shore platform, towed arrays are pulled by a ship or submarine, and many submarines contain a hydrophone array mounted in their hull. For more information, see [84, 90, 120].

![Figure 1.10: Deployments of hydrophone arrays.](image)
1.2 Motivations, contributions and problem statement

In this section, we first give a brief overview of the main principles of, and approaches to, blind signal processing problems, which are treated elaborately in Chapter 2. Then, by analyzing these approaches we deduce lacunas in the literature that motivate our work. In addition, we discuss several other motivations extensively. Finally, we formulate our main thesis problem statement and objectives, and describe our main contributions.

1.2.1 Main approaches to blind problems

Many methods and algorithms for performing Multiple-Input Multiple-Output Instantaneous Blind Identification, Instantaneous Blind Signal Separation, and Instantaneous Semi-Blind Source Localization have been developed during the last decades. For example, see [34, 47, 75, 79, 80] and the references therein. Although many of these methods and algorithms are different, their underlying principles can be classified into a few distinctive classes that mainly differ in their assumptions about the spatial and temporal statistical structure and variability of the involved signals. Until now, usually three different principles or approaches have been distinguished, most of which are related to the assumption of statistical independence between the source signals:\[PR1: Non-Gaussianity\]

This approach assumes that the source signals are mutually statistically independent and that at most one of them is Gaussian. By the Central Limit Theorem (CLT), the sensor/observation signals, which are linear mixtures of the statistically independent source signals, are more Gaussian than the source signals. This property can be exploited for identifying the mixing system and/or recovering the source signals. Since the non-Gaussianity approach exploits the marginal non-Gaussianity of the source signals, it requires the use of Higher Order Statistics (HOS), e.g. in the form of higher order cumulants. See Sections 2.3.1 and 2.7, and references [5, 27, 29, 30, 34, 80] for examples and more information.

\[PR2: Spatial uncorrelatedness and temporal non-whiteness/auto-correlatedness\]

This approach assumes that the source signals are mutually spatially and temporally uncorrelated (note that this is less restrictive than being mutually statistically independent), and that each source has non-vanishing temporal auto-correlation (on some Region Of Support) that is sufficiently different from the other sources, i.e. it assumes that the spectra of the source signals are sufficiently different. Under those assumptions Second Order Statistics (SOS) can be exploited to estimate the mixing matrix. See Sections 2.3.2 and 2.8, and references [14, 48, 106, 107, 114] for examples and more information.

\[PR3: Spatial uncorrelatedness and temporal second order non-stationarity\]

Like \(PR2\) this approach assumes that the source signals are mutually spatially and temporally uncorrelated, but instead of exploiting the second order temporal auto-correlation of the sources, it exploits their second order temporal non-stationarity under the assumption that each source signal has a ‘non-stationarity pattern’ that is sufficiently different from the others. See Sections 2.3.2 and 2.8, and references [43–46, 110, 125] for examples and more information.

\[\text{\textsuperscript{1}‘PR’ in abbreviations \textit{PR1-PR3} stands for ‘P\textsuperscript{\textregistered}inciple’; see also the list on page xviii.}\]
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1.2.2 Unifying approach for exploiting temporal structure of any kind

Approach PR1 requires the use of Higher Order Statistics and typically neglects any temporal structure in the data, i.e. only lag-zero higher order cumulants are considered. On the contrary, approaches PR2 and PR3 require the presence of temporal structure in the data and typically neglect any HOS in the data. They are based on Second Order Statistics and exploit what we will refer to as the Second Order Temporal Structure (SOTS). PR2 and PR3 are often considered and treated separately from each other. However, as is intuitively clear and as we will show in the coming chapters, essentially they are quite similar because both are examples of exploiting spatial uncorrelatedness together with second order temporal structure in the data (or spatial structure in case of images, see Section 1.1.2). This calls for a unifying approach to the exploitation of both temporal non-whiteness and non-stationarity, or any possible kind of temporal structure. The method that will be presented in this thesis complies with this demand, both for SOS and HOS.

1.2.3 Unifying method for exploiting temporal structure of any order

What is lacking from the categories PR1-PR3 discussed in Section 1.2.1 is an approach that is based on the exploitation of the Higher Order Temporal Structure (HOTS) in the data, i.e. the combination of HOS and temporal structure. This has been one of our main motivations for performing research in this direction. Somewhat surprisingly, only very few algorithms that do exploit the HOTS in the data have been developed [40, 190]. Possible reasons might be the difficulty of extending existing methods for the exploitation of SOTS to HOTS, and the difficulty or computational complexity of accurately estimating the involved HOS. As we will show, it is possible to develop methods that exploit the temporal structure in the data of any kind and any order in a unifying way. This approach is complementary to most common approaches, which usually consider SOS and HOS based methods separately and design specific algorithms for each of them. For this reason, many similarities between them are overlooked.

The first problem mentioned above, i.e. the difficulty of extending existing SOTS methods to HOTS, is mainly due to the specific nature of many SOTS based algorithms that requires the use of conventional linear algebra tools. In fact, signal processing problems are commonly formulated more or less deliberately as linear algebra problems. This certainly may have significant advantages because mainly systems of linear equations or (generalized) eigenvalue decomposition problems need to be solved, for which many good off-the-shelf algorithms exist. However, it also has the disadvantage that the underlying more general and possibly nonlinear structure of the problem often is overlooked or neglected. In our opinion, always (blindly) trying to (re)formulate a problem in linear algebra terms may disguise the true nature or structure of the problem, and impedes the development and use of nonlinear algebra tools in signal processing. In other research areas nonlinear tools are employed and developed more often. In particular, several approaches have been developed for the problem of finding multiple solutions of a multivariate system of nonlinear equations, which arises in our problem and many other (signal processing) applications. In general, this problem is very difficult because a global zeroing or optimization method that can find multiple or all solutions is required. In practice, often heuristic methods are used that are unable to find all relevant solutions. In this thesis, among other contributions we will ‘project’ the MIBI problem onto the problem of solving a multivariate system of homogeneous polynomial or
polynomial-like equations (see Section 1.2.8). The vector-valued solutions of this system are the estimations of the columns $a^1, \ldots, a^S$ of the mixing matrix $A$; in order to obtain them, we will use a method called homotopy\(^1\) [2,105,116,144]. Simply stated, a homotopy method provides a deterministic means for solving a system of nonlinear equations by smoothly deforming the known solutions of a simple start system into the desired solutions of the target system. It is relatively unknown and unused in the signal processing community. Since in our opinion homotopy techniques are very powerful and useful for several signal processing problems, one of our goals in this work is the advocacy of homotopy methods for use in the signal processing research area.

The second problem mentioned above, i.e. accurate estimation of HOS from data, is encountered in several applications utilizing estimated HOS. According to Brillinger [22], the sample size needed for the estimation of the $l$-th order statistics of a stochastic process, under the constraint of prescribed estimation bias and variance, increases almost exponentially with $l$. Another disadvantage of HOS is that they can be very sensitive to outliers in the data. Under certain conditions these consequences can be alleviated. For example, if the data is ergodic and stationary up to the exploited (cumulant) order, and the MIMO system is time-invariant, sufficient observation samples may be acquired to obtain accurate estimates of the required statistics. Since our focus will be on principles, concepts and insight, those latter issues will not be addressed extensively in this thesis. However, as we will see in later chapters, for many scenarios our theory yields practical algorithms (i.e. algorithms that do not lead to a prohibitively large required number of samples or computational complexity) for exploiting HOTS for orders smaller than five.

1.2.4 More sources than sensors: underdetermined blind problems

With most approaches to MIBI, IBSS and ISBSL, problems arise when more sources than sensors are present. This so-called underdetermined or overcomplete scenario [18, 19, 29, 56, 61, 96, 102] is typically (considered to be) much more difficult than the conventional case where the number of sources is equal to or smaller than the number of sensors. However, nowadays it is recognized by several researchers that studying underdetermined blind problems becomes more and more important because in many practical applications there are more sources than sensors. For example, in several practical scenarios many interfering and/or noise sources propagating towards the sensor array are present. Such signals can be considered as undesired source signals in our model (1.1.1) because they are not just additive sensor noise. Since the mixing matrix has more columns than rows in the underdetermined case, it does not have a left inverse. Hence, the source signals cannot be recovered by a linear transformation of the sensor signals and the conventional IBSS approaches do not work because these are based on the assumption that there exists an inverse of the mixing system $A$, viz. the de-mixing system $W$; see also (1.1.2). Therefore, the common approach to underdetermined IBSS consists of two stages. Firstly, the mixing matrix is identified, and secondly the sources are estimated from the sensor signals and the estimated mixing matrix in as far this is possible according to some measure. Note that for MIBI and ISBSL only the first stage is necessary since their purpose is to estimate (parameters of) the mixing system.

A few methods exist that can handle the first stage for underdetermined instantaneous blind problems. Most of them assume that the source signals are sparse [18, 19, 96, 102] or

\(^1\)See Appendix E for an introduction to homotopy methods.
that their regions of support in some transform domain (where they are non-zero) are disjoint. Simply stated, this means that only a few of the source signals are allowed to differ significantly from zero at any point in some appropriate representation domain. Another category of methods that do not require the sparsity assumption is based on the (approximate) algebraic decomposition of a higher order tensor. In this context, a tensor can be considered as a higher-dimensional array, i.e. a generalization of a matrix; see Section 2.7.3.1 for more information. There are several methods that are based on the (approximate) algebraic decomposition of a lag-zero higher order cumulant tensor. In this context, a tensor can be considered as a higher-dimensional array, i.e. a generalization of a matrix; see Section 2.7.3.1 for more information. There are several methods that are based on the (approximate) algebraic decomposition of a lag-zero higher order cumulant tensor. For example, see the methods by Cardoso [29], De Lathauwer [61], and Comon and Mourrain [56]. Since these methods do not require the sparsity assumption, they are more generally applicable.

It is commonly believed that HOS are required for dealing with underdetermined scenarios and thus that the SOS based approaches of categories PR2 and PR3 in Section 1.2.1 will not work. In this thesis, we will show that by exploiting the temporal structure in the source signals it is possible to deal with underdetermined scenarios with a sufficiently large number of sensors by using SOS only. For example, when using three sensors and second order statistics four mixing matrix columns can be identified. Among other things, the maximum number of columns of the mixing matrix that can be identified correctly for a given number of sensors depends on the order of the exploited temporal structure (assuming that the temporal ‘auto-structures’ of the source signals are sufficiently diverse for that order). For example, we will demonstrate later on that with two sensors the number of columns of the mixing matrix that can be identified is equal to the order of the exploited statistics. The precise dependence of the maximum number of identifiable columns/sources on the number of sensors and the order of the statistics will be determined in later chapters. This is another motivation for, and contribution of, this work because virtually all MIBI methods that are able to handle the underdetermined problem do not describe this dependence. Due to their inherent parameterization, i.e. the use of more a priori knowledge, for ISBSL problems the maximum number of identifiable columns often exceeds that for the more general MIBI case.

The second stage of noise-free underdetermined IBSS, i.e. the recovery of the source signals for a certain set of time indices $\Omega$ from the estimated mixing matrix $\hat{A}$ and the observations $\{x[n]\}_{n \in \Omega}$ requires the solution of the system $\{x[n] = \hat{A}s[n]\}_{n \in \Omega}$ for the time-dependent source signal vector $s[n]$. In Section 2.2.4, we will briefly discuss the most common approach to this problem, but as we have said above in this work we will mainly focus on the matrix estimation stage. For more elaborate information, see [102], [153], and the references therein. Here, we limit ourselves to the following remarks. Since the size of the mixing matrix $A$ is $D$ by $S$ with $S > D$, the solution of $\{x[n] = \hat{A}s[n]\}_{n \in \Omega}$ yields an affine vector space of dimension at least $S - D$. Hence, there is no unique solution and an additional criterion is required for selecting a specific solution. A commonly employed criterion is derived from the maximum-likelihood approach of maximizing the a posterior probability density function $p_{\hat{A}}(s[n]|x[n];\hat{A})$ of $s[n]$ for all $n \in \Omega$, where $\hat{A}$ and $\{x[n]\}_{n \in \Omega}$ are considered to be known [102], [153]:

$$\hat{s}[n] = \arg\max_{s[n]} p_{\hat{A}}(s[n]|x[n];\hat{A}) \quad \forall n \in \Omega. \quad (1.2.1)$$

This is a linear optimization problem for which several known algorithms exist [115], [108].
1.2.5 Annihilating the influence of noise with ‘simple’ structure

In many applications/scenarios, it is (or may be) assumed that the noise signals have a ‘simpler’ temporal structure than the signals of interest, i.e. the source signals. For example, this is the case when the noise signals are white and the source signals colored. Another example is the situation where non-white noise signals have non-zero auto-correlation only on a finite Region Of Support (ROS), e.g. a small set of lags for stationary signals, that is smaller than that of the source signals. We will show in later chapters that under some assumptions, which will be made precise later on, our method can annihilate the effects of additive sensor noise on the estimation of the mixing matrix in such scenarios. For instance, if the source signals have auto-correlation functions that are sufficiently different/diverse, and additive white noise is present at the sensors, the mixing matrix can be estimated in a noise-free manner by using only the sensor correlation values for lags unequal to zero; see Chapters 4 and 5. In general, the influence of additive sensor noise on the estimation of the mixing system can be annihilated by considering the sensor cumulants functions only for those specific tuples of time, time-lag, or lag indices for which the noise cumulant functions are zero. This principle is a major advantage of exploiting the temporal structure in the data.

The concept of annihilating the influence of additive sensor noise by considering the sensor cumulant functions only for tuples of time, time-lag, or lag indices for which the noise cumulant functions are zero is similar to another common principle in signal processing, viz. that of suppressing Gaussian noise by using fourth order cumulants; e.g. see [30]. The latter idea is based on the fact that all cumulants of order larger than two are zero for Gaussian random variables (see also UCP2 on page 425) and it can easily be generalized as follows: if the noise signals have non-zero cumulants only for orders up to and including \( l - 1 \), the influence of noise on the estimation of the mixing system can be annihilated by only using sensor cumulants of order \( l \) and higher. This principle is an advantage of using HOS. To emphasize the parallel between the ideas in the previous and this paragraph, we conclude this section with the following comparison (where we should keep in mind the generalizations of this parallel). The advantage of using HOS is that Gaussian noise can be suppressed no matter what spatial and temporal structure it has. Note that Gaussian random variables have the most informative probability density function (pdf) in the sense that the Gaussian pdf has the largest entropy\(^1\) among all random variables with the same variance; see also Section 2.7.2.1. On the other hand, the advantage of using temporal structure is that temporally white noise can be suppressed no matter what spatial structure it has and for what orders it has non-zero statistics. Note that a sequence of statistically independent random variables is the most informative among all sequences of random variables in the sense that there is no mutual information\(^1\) between successive variables. Obviously, combining the exploitation of HOS and temporal structure has both advantages, thereby providing another motivation for developing a (unifying) method for exploiting the HOTS in the data.

1.2.6 Subspace methods and arranging sensor statistics

Subspace methods [10, 16, 137, 138, 147, 171, 173, 175, 184] are commonly used for solving the semi-blind DOA estimation problem and for several other parameterized MIBI problems. Most of them rely on partitioning the eigen-space of the lag-zero sensor correlation matrix into a subspace associated with the source signals, the so-called signal subspace, and

\(^1\)See Section 2.7.2 for an explanation of information theoretical concepts.
1.2 Motivations, contributions and problem statement

A subspace associated with the noise signals (or, more appropriately, not associated with the source signals), the so-called noise subspace [147, 179, 184]. The desired parameters, e.g. the source DOA’s, are determined by the intersections between the signal subspace and the array manifold (see Section 1.1.3 and Chapter 3 for more information), or, formulated differently, by the parameter values for which the array response vector function is orthogonal to the noise subspace. Among other differences, the various subspace methods differ in the way the desired parameters are extracted from the signal and/or noise subspace(s). Well-known algorithms are Multiple Signal Classification (MUSIC), which is discussed in Section 3.2.2 and e.g. [16, 137, 138, 147], Root Multiple Signal Classification (ROOT-MUSIC), which is discussed in Section 3.2.3 and e.g. [10, 147), and Minimum-Norm (MIN-NORM), which is discussed in Section 3.2.4 and e.g. [98, 99, 154].

Although most subspace methods are based on the conventional lag-zero sensor correlation matrix $R_x \triangleq E\{x[n] \cdot x[n]^H\}$ (note that $E\{\cdot\}$ denotes the ensemble averaging operator, see Appendix B), the underlying concepts can be generalized in different ways. Firstly, HOS can be exploited instead of SOS. For example, a matrix of fourth order sensor cumulants can be used instead of second order correlations. This directly leads us to the second kind of generalization, viz. the way the sensor cumulant samples are arranged in a matrix is arbitrary to a certain extent and thus can be chosen in several manners. In the literature, usually a well-known fixed arrangement is considered and no attention is paid to this issue. In this work we will show that the way of arranging the cumulant samples significantly influences the solution method, the number of identifiable columns, etcetera. Much insight is obtained by considering several arrangements. In a sense that will be made precise later on, our method for exploiting the temporal structure in the data is at one end of a whole range or spectrum of methods, whereas the methods exploiting only lag-zero cumulants are at the other end. Thirdly, subspace methods can be generalized to include temporal information. Finally, although subspace methods are typically used in parameterized array signal processing tasks, we will show that they can also be generalized to unstructured, i.e. fully blind, MIBI problems. Because subspace methods play an important role in this thesis, an elaborate explanation of their main principles is given in Chapter 3.

1.2.7 Conjugation pattern

For complex-valued signals different moment and cumulant functions can be defined corresponding to the pattern in which the arguments of the functions are conjugated. As is explained in Section B.3, for a certain signal scenario the conjugation pattern of the arguments of the involved functions can be chosen in several ways, which may or may not be sensible depending on the complex statistical structure of the source signals. Therefore, in practice the conjugation pattern should be chosen in accordance with the characteristics of the involved signals. As an example, consider the two correlation matrices defined by $R_x^{\circ,\circ} \triangleq E\{x[n] \cdot x[n]^T\}$ and $R_x^{\circ,\ast} \triangleq E\{x[n] \cdot x[n]^H\}$, and assume that $x[n]$ is a vector containing complex circular signals [94, 147] of unit variance. Then, it can easily be shown [94, 147] that $R_x^{\circ,\circ} = 0$ and $R_x^{\circ,\ast} = I$. Hence, in this case $R_x^{\circ,\circ}$ does not contain any information. For signals that are not complex circular, this need not be the case and the situation might even be the other way around. Note that for real-valued signals both correlation matrices are the same. See Sections A.5, A.6 and B.3 for more information. The theory that we will develop in this work is general and unifying w.r.t. the order of the exploited temporal structure and the employed conjugation pattern.
1.2.8 Thesis problem statement, objectives and contributions

Inspired by the problem descriptions in Section 1.1 and the motivations given above, we now formulate the main Thesis Problem Statement (TPS) and the main objectives of our work.

**Thesis problem statement:**

Develop a method for performing MIBI, IBSS and ISBSL based on the temporal structure in the data of arbitrary order $l$ such that:

TPS1: it is unifying w.r.t. the types of temporal statistical variability in the data, such as $l$-th order non-whiteness and non-stationarity;

TPS2: it is unifying w.r.t. the order $l$ of the exploited temporal structure, i.e. as long as certain conditions on the temporal structure of the source and noise signals are satisfied, $l$ can be chosen arbitrarily;

TPS3: for complex systems/signals it is unifying w.r.t. the conjugation pattern;

TPS4: it allows to annihilate the influence of additive sensor noise that has a simpler temporal structure than the source signals;

TPS5: it allows to make trade-offs between various quantities such as the maximum number of sources or mixing matrix columns that can be identified, number of sensors, exploited order of statistics, exploited type of temporal structure, conjugation pattern, etcetera;

TPS6: it allows us to understand the dependence of the maximum number of identifiable columns/sources on the number of sensors, the order of the statistics, and the conjugation pattern;

TPS7: the use of homotopy methods for solving nonlinear systems of equations in signal processing is advocated.

Since the MIBI method that will be presented in this thesis adheres to the conditions listed here, these conditions at the same time represent the main objectives and contributions of our work. As we will see, our approach provides a lot of insight into the geometric and algebraic structure of the problem. In addition, it provides closed-form solutions for relatively simple scenarios and can deal with underdetermined blind problems.

Based on certain assumptions about the statistical structure and diversity of the signals and mixing system, and using subspace techniques, in this thesis the MIBI problem will be ‘projected onto’ two different dual mathematical problems. In the first problem, MIBI is projected onto the problem of solving a system of multivariate homogeneous polynomial or polyconjugal (polynomial-like) equations, the solutions of which yield (possibly scaled) estimates of the columns of the mixing matrix. A so-called homotopy method will be presented for solving this system. In the second problem, MIBI is projected onto the problem of solving what we call a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem, whose generalized eigenvectors are related to the columns of the mixing matrix by a linear transformation. Under certain conditions, this problem can be solved using existing mathematical tools, whereas for some other conditions appropriate tools still need to be developed. The sense in which the two different formulations are complementary will be clarified in later chapters. In the course of the thesis, we will provide additional evidence of, and enhanced
1.3 Publication overview

The assumptions underlying the two problem formulations are defined on a certain Region Of Support (ROS) consisting of a set of chosen time, time-lag, or lag index tuples, and mainly serve to ensure that:

**MAS1:** The source signals are mutually unrelated;

**MAS2:** Sufficient temporal structure is present in the source signals;

**MAS3:** The source and noise signals are mutually unrelated;

**MAS4:** The noise signals have a ‘simpler’ temporal structure than the source signals.

We will state and discuss these assumptions in more detail in later chapters (the abbreviation ‘MAS’ stands for ‘Main Assumption’).

We conclude this section by mentioning another contribution of our work. Namely, along the way we identify several unsolved or incompletely solved mathematical problems that are useful for our problem and for signal processing in general. In our view, solutions to those problems are particularly relevant for many signal processing problems and also for other engineering areas; hence they need to be addressed. Among other things, these include the generalization of GEVD algorithms to MMGEVD algorithms, the development of general MMGEVD algorithms that can also handle rectangular matrices, robust approximate MMGEVD algorithms, robust joint approximate diagonalization algorithms for higher order tensors, and robust solution methods for systems of multivariate polynomial/polyconjugal equations with approximated coefficients.

1.3 Publication overview

In [167, 170], we first investigated the principles of exploiting non-whiteness and non-stationarity in the data for achieving IBSS in a unifying manner for the simplest possible case with a $2 \times 2$ mixing matrix and SOS. For this scenario, we showed that a specific closed-form solution can be derived. After that, in [161] we formulated the theory for a real-valued square mixing matrix $A \in \mathbb{R}^{D \times D}$ and SOS in such a way that it can be generalized in several directions. In that paper we first derived the system of multivariate homogeneous polynomial equations referred to above, and its connection with the dual Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem. Moreover, insight into the algebraic structure of the problem was provided by showing that the columns $a_j \in \mathbb{R}^{D}$ of $A$ satisfy a system of $D$-variate 2-homogeneous polynomial equations. Likewise, insight into the geometric structure of the problem was provided by showing that the zero contour levels of the involved homogeneous polynomials are cones in $D$-dimensional space and that the columns of the mixing matrix are defined by the intersections between all these cones. In [165], we demonstrated the viability of our concepts and solution approach by presenting a MIBI method based on SOS without conjugations and a homotopy method. As an example, an algorithm specific for the scenario with three sensors and four sources was provided, thereby demonstrating the ability of estimating a mixing matrix for a scenario with more sources than sensors by exploiting SOS only, and the applicability of homotopy methods to solving the non-exact system of polynomial equations. The generalization of this work to a MIBI scenario with an arbitrary
conjugation pair was presented in [166]. In [162], we generalized our MIBI problem formulation to \( l \)-th order statistics and a \( D \times S \) real-valued mixing matrix \( A \). For this scenario, it was shown that the columns of \( A \) satisfy a system of \( D \)-variate \( l \)-homogeneous polynomial equations. Likewise, it was shown that the zero contour levels of these homogeneous polynomials are ‘\( l \)-cones’ in \( D \)-dimensional space and that the columns of \( A \) are defined by the intersections between all these cones. In addition, a first result on the maximum number of identifiable columns in terms of \( D \) and \( l \) was presented. All those concepts have been applied to Direction Of Arrival estimation of superimposed statistically independent complex narrowband signals in noise, where complex mixing matrices are involved (see Section 1.1.3). For example, in [164] and [163] we have presented algorithms similar to the conventional MUSIC algorithm for a Uniform Linear Array (ULA) and an arbitrary planar array respectively. In other ‘non-MIBI’ papers [168,169], we have shown that non-stationarity of the data can be very useful in other signal processing problems as well.

1.4 Notation

The notation employed in this thesis has been set up in such a way that it allows a uniform description of the developed theory for the general MIBI problem. For instance, for any considered order of the temporal structure, the problem formulation and the involved quantities have the same structure. At first sight, our notation and problem formulation might seem much more convoluted than necessary for some of the problems considered in this work. However, as we will see, they have the significant advantage that they make all kinds of generalizations much easier, and in a sense even trivial. For example, we heavily employ both sub- and superscript indices. This allows us to make a clear distinction between quantities that are essentially different in a natural way, whereas such a distinction would not have been so clear and natural when using e.g. only subscript indices. Most of our notational conventions are introduced in the text and summarized for reference in Appendix A. We suggest the reader to read Sections A.1 and A.2, where we explain our notation regarding vectors, matrices, vector spaces, tuples and sets respectively. See also the list of symbols on page xix and the list of mathematical operator names on page xxii. Here, we emphasize two important notational issues regarding linear vector spaces of discrete-time functions on the one hand, and bijective mappings between functions and vectors, and function-valued vectors and matrices, on the other.

Firstly, throughout the thesis the space of discrete-time functions defined on a given Region Of Support (ROS) will be considered as a linear vector space. Consequently, a discrete-time function \( f \equiv f[n] \) defined on a given ROS \( T \) will be considered as a vector in a linear vector space. For convenience of notation, let \( \mathbb{C}[T] \left( \mathbb{R}[T] \right) \) denote the set or linear vector space of all complex-valued (real-valued) functions that depend on a certain discrete-time variable and are defined on a certain Region Of Support \( T \). Likewise, let \( \mathbb{C}_M[T] \left( \mathbb{R}_M[T] \right) \) denote the set or linear vector space of all ‘function-valued’ column vectors of length \( M \) whose elements belong to \( \mathbb{C}[T] \left( \mathbb{R}[T] \right) \). Let \( f, g \in \mathbb{C}[T] \left( \mathbb{R}[T] \right) \) and let \( \alpha \) be a scalar. Then addition is defined by the rule \( (f + g)[n] = f[n] + g[n] \) \( \forall n \in T \), and scalar multiplication by \( (\alpha f)[n] = \alpha f[n] \) \( \forall n \in T \). Equality of vectors is defined as follows: \( f = g \iff f[n] = g[n] \ \forall n \in T \). The null or zero vector is the function that is identically zero on the ROS \( T \) and is denoted by \( 0 \) or \( 0[n] \). Depending on whether the considered functions and scalars are allowed to be real- or complex-valued, the space will also be referred to as the
vector space of real- or complex-valued discrete-time functions on the ROS $T$. The linear span of a set of functions or vectors $V$ in a linear vector space is denoted by $L(V)$, and its dimension by $\dim(L(V))$.

Secondly, in addition to using the ‘functional notation’ described in the previous paragraph, we often use matrix-vector notation to describe the same or similar results. Formulating problems in these two equivalent ways often provides enhanced insight. In order to establish a bijective mapping between functions and vectors, and function-valued vectors and matrices, we need to set up appropriate correspondences as depicted in Fig. 1.11 on the next page for the multivariate case (see further). With each function $f[n]$ a row vector $\tilde{f}$ is associated that contains the values of $f$ for all $n \in T$ in some arbitrary, but fixed, order. For example, if $T$ is given by $T = \{n_1, \ldots, n_N\}$, where $N = |T|$, the row vector $\tilde{f} \in \mathbb{C}^N(\mathbb{R}^N)$ associated with $f[n] \in \mathbb{C}[T](\mathbb{R}[T])$ is defined by $\tilde{f} = [f[n_1] \cdots f[n_N]]$. This way, a bijective mapping between a function defined on some ROS $T$ and its corresponding row vector is established. Similarly, a bijective mapping is established between the function-valued vector $f[n] \triangleq [f[n_1] \cdots f_M[n]]^T \in \mathbb{C}_M[T](\mathbb{R}_M[T])$ and the matrix $F \in \mathbb{C}_M^N(\mathbb{R}_M^N)$ defined by stacking the row vectors $\{\tilde{f}_1, \ldots, \tilde{f}_M\}$ on top of each other, or column vectors $\{f[n_1], \ldots, f[n_N]\}$ along each other, as follows:

$$F \triangleq \begin{bmatrix} \tilde{f}_1 \\ \vdots \\ \tilde{f}_M \end{bmatrix} = [f[n_1] \cdots f[n_N]] \in \mathbb{C}_M^N(\mathbb{R}_M^N).$$

Clearly, the associated concepts are related bijectively as well. For example, the linear span of a set of functions $\{f_1[n], \ldots, f_M[n]\}$ defined on $T$ is mapped bijectively to the linear span of the corresponding row vectors $\{\tilde{f}_1, \ldots, \tilde{f}_M\}$, and its dimension is equal to the rank of the matrix $F$ associated with $f[n]$ defined on $T$.

Finally, note that we can extend the notation and all concepts described above to discrete multi-variable functions. For example, suppose that $f$ depends on a multi-variable argument $n$ and is defined on some Region Of Support (ROS) $T$. Then, we say that $f[n] \in \mathbb{C}[T](\mathbb{R}[T])$. Furthermore, for $T = \{n_1, \ldots, n_N\}$ we can define a bijective mapping between $f[n] \in \mathbb{C}[T](\mathbb{R}[T])$ and the row vector $\tilde{f} = [f[n_1] \cdots f[n_N]] \in \mathbb{C}^N(\mathbb{R}^N)$. Likewise, as before we can define a bijective mapping between the function-valued vector $f[n] \triangleq [f_1[n] \cdots f_M[n]]^T \in \mathbb{C}_M[T](\mathbb{R}_M[T])$ and the matrix $F \in \mathbb{C}_M^N(\mathbb{R}_M^N)$. See Fig. 1.11 for an overview of the various bijective mappings.

### 1.5 Thesis outline

In this section, we provide an outline of the thesis. To start with, in this chapter we have provided an introduction to the blind signal processing topics considered in this work. Secondly, Chapter 2 provides the theoretical background and a literature review of the instantaneous blind signal processing research area, and further contextualizes our work. Likewise, Chapter 3 presents the theoretical background of the subspace approach, which is of paramount importance for the unifying blind identification method that is developed in this thesis. Next, Chapter 4 gives an elaborate introduction to our problem solving approach for the simplest possible MIBI scenario with a $2 \times 2$ real-valued mixing system and stationary signals. This chapter explains the rationale behind using subspace techniques for exploiting the second order temporal structure in the source signals. Moreover, it serves to abstract and emphasize
the key points of the method and to introduce a notational device that allows a description of the theory that is uniform in several senses. Chapter 5 generalizes the ideas and framework from Chapter 4 in several directions. A scenario with a complex-valued $D \times S$ mixing system, complex-valued signals, second order statistics, and an arbitrary conjugation pair is considered. Subsequently, in Chapter 6 the sequence of generalizations presented in the previous chapters is completed by providing a unifying framework for exploiting arbitrary order temporal structure present in the source signals for performing MIBI with real- or complex-valued signals and mixing system, and an arbitrary conjugation pattern. This thesis has been set up in such a way that new theory is introduced gradually in the course of the chapters culminating in the most general and complex form of the theory in Chapter 6. In Chapter 7 the developed theory is applied to narrowband source localization, yielding several new algorithms. Furthermore, several issues related to array design are discussed. Finally, in Chapter 8 we discuss trade-offs, conclusions and future research.
1.6 Conclusions

In this chapter, we have introduced, contextualized and motivated the main topics considered in this thesis, viz. Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI), Instantaneous Blind Signal Separation (IBSS), and Instantaneous Semi-Blind Source Localization (ISBSL). In all three problems the source signals and MIMO instantaneous transfer system are unknown, and little a priori information is available. For these reasons, the problems are called ‘blind’. Since in ISBSL slightly more prior information is available, viz. the parameterization of the mixing matrix is known, this problem is called ‘semi-blind’. With respect to the goals of MIBI, IBSS and ISBSL, we have explained that for MIBI the main interest is in the transfer system, for IBSS in the waveforms of the source signals, and for ISBSL in the positions of the sources. We also have shown that MIBI is a kind of generalization of both IBSS and ISBSL, and we have given several application examples. In order to be able to identify the mixing system and/or recover the source signals, the apparently large lack of information needs to be compensated for by means of strong assumptions on the source signals. The ‘main source signal assumption’ underlying all blind methods is that the source signals are mutually statistically independent. We have argued that MIMO instantaneous blind or semi-blind problems can be tackled by processing multiple sensor signals because of the different kinds of diversity assumed to be present in the mixing system and source signals, viz. the spatial and statistical diversities respectively. Furthermore, we have stated that in this thesis our main focus will be on the development of a unified blind identification method for exploiting any kind of temporal structure in the source signals of any chosen order, such as (higher order) non-whiteness/correlatedness and non-stationarity. Finally, we have given several motivations for the work presented in this thesis and formulated problem statements pertaining to MIBI, IBSS, ISBSL, and an encompassing thesis problem statement.
Chapter 2

Theory, literature review and problem context

This chapter presents the theoretical background and a literature review of instantaneous blind signal processing, thereby allowing us to contextualize the work presented later on in this thesis w.r.t. other work. Different principles and approaches are identified and discussed; see also Chapter 1. Several overviews of the Blind Signal Processing (BSP) research area have already been published in the literature; for example, see [1, 24, 34, 47, 52, 54, 55, 61, 63, 64, 75, 79, 80, 83, 92, 128, 139, 158, 189], and the references therein. Although the known approaches to BSP are all based on the same guiding principle of statistical independence, nowadays the field has become so elaborate that it is virtually impossible to cover all details of all approaches in a single reasonably-sized volume, let alone in a single chapter. Therefore, most overviews focus on one specific approach and briefly mention the others. In our review, we also have to skip some approaches, but nevertheless we will try to present a coherent view of the field. Moreover, we attempt to add value to the existing overviews by stressing insight and relationships. Among other things, we hope to achieve this goal by describing the basic ideas in such a way that in principle they can be generalized to more complicated scenarios rather straightforwardly, even when this has not been done yet in the literature. The provided insight will be used during the development of our temporal structure based MIBI method later on in the thesis. We also hope that the presented generalizations and relationships will serve as starting points for further development and research.

The outline of this chapter is as follows. We start our review in Section 2.1 by presenting a brief survey of, and viewpoint on, the development of blind signal processing methods. Then, in Section 2.2 we discuss the most common model assumptions concerning the mixing system, source signals, and additive sensor noise signals. The most important of these will be elaborated on in later sections. Next, in Section 2.3 we categorize the approaches to BSP problems like MIBI, IBSS and ISBSL into two main categories that reflect our point of view and represent a framework for contextualizing our work. The first category consists of methods that do not exploit any temporal structure in the data and are based on two main assumptions, viz. mutual spatial statistical independence and non-Gaussianity of the source signals; see Sections 2.3.1 and 2.7.1. This category of methods is typically referred to as Independent Component Analysis (ICA). The second category consists of methods that do exploit temporal structure in the data and are also based on two main assumptions, viz. mutual spatial statistical independence and the presence of a certain temporal structure in the data; see Sections 2.3.2 and 2.8. The method that will be presented in later chapters belongs to the latter category. In Section 2.4, two indeterminacies that are inherent to the MIBI data model in (1.1.1) are discussed. No matter what kind of approach or algorithm is used, these indeterminacies can never be resolved without more a priori knowledge than is usually assumed to be available. Then, in Section 2.5 we cover some general topics that are heavily used in BSP, such as objective functions, optimization methods, (stochastic) gradient ascent or descent methods, and standard versus natural gradient. After that, in Section 2.6 a preprocessing
stage that often is employed by BSP methods, viz. the so-called whitening stage, is explained. Subsequently, in Section 2.7 we discuss several aspects, identification/separation principles, and algorithms or methods belonging to the category that is based on exploiting spatial independence and non-Gaussianity. In Section 2.8 we do the same for the category of methods that is based on exploiting spatial independence and temporal structure. Finally, conclusions and discussion are presented in Section 2.9.

2.1 Overview of development of blind methods

The development of blind identification or separation methods for problems like MIBI, IBSS, and ISBSL involves different steps. First of all, several assumptions are made on the mixing system, source signals, and sensor noise signals. Different methods or approaches usually adopt different assumptions. Examples of commonly adopted assumptions are that the mixing matrix is square and full rank, that the source signals are statistically independent and non-Gaussian, that the sensor noise is temporally and spatially white, etc. Next, based on the assumptions, an identification or separation criterion is chosen. For example, in IBSS it may be desired to make (the absolute values of) the fourth order cross-cumulants of the estimated source signals as small as possible, or to make their cross-correlations as small as possible for different lags, etc. Departing from such a criterion, essentially two different approaches can be followed for estimating the mixing system, de-mixing system, or source signals. Firstly, an objective function (see Section 2.5) can be constructed in such a way that its minima or maxima correspond to a desired solution [52]. Secondly, a system of (nonlinear) equations can be constructed in such a way that its roots correspond to a desired solution. For the first approach, an optimization method or algorithm for optimizing the objective function has to be designed or chosen. Note that we make a clear distinction between an objective function and the method or algorithm used to optimize it. Loosely speaking, the development or composition of blind methods based on this approach can be expressed as follows:

\[
\text{Method} = \text{Assumptions} + \text{Objective function} + \text{Optimization algorithm}.
\]

For the second approach, a method or algorithm for solving the system of equations has to be designed or chosen. Again, we make a clear distinction between the system of equations and the method or algorithm used to solve it. Loosely speaking, the development of blind methods based on this approach can be expressed as follows:

\[
\text{Method} = \text{Assumptions} + \text{System of equations} + \text{Root-finding algorithm}.
\]

In case the system of equations (and involved statistics) is known accurately, it might be attempted to solve the system directly. Otherwise, again an objective function must be constructed the optima of which correspond to approximate solutions of the system, and we have a kind of ‘indirect form’ of the first approach. Hereafter, by MIBI, IBSS or ISBSL ‘method’ or ‘algorithm’, we mean all issues involved in a complete working identification or separation method. That is, such a method encompasses all assumptions, the criterion, objective function or system of equations, and the optimization or root-finding algorithm. In the next section, we start by describing several assumptions on the mixing system, source signals, and sensor noise signals, which are adopted by many methods. We will encounter some specific objective functions, systems of equations, optimization, and root-finding algorithms in later sections and chapters, where specific algorithms are discussed.
2.2 Model assumptions

There are many different methods and approaches for blind identification and separation. This is largely due to the different assumptions adopted by different methods. This section gives an overview of the most common assumptions. The most important ones will be elaborated on in later sections. The assumptions are divided into three different categories. The first contains assumptions on the mixing system, the second on the source signals, and the last on the noise signals (see also [54]). MIBI and IBSS methods adopt several assumptions from each category simultaneously. We will discuss each class of assumptions in turn, followed by a discussion of the general issues addressed by the assumptions in that class. In this chapter, we will always assume that the source and noise signals are statistically independent.

In this chapter,
we will always assume that the source and noise signals are statistically independent. For convenience of discussion, the considered MIBI model (1.1.1) is repeated here:

$$x[n] = \sum_{j=1}^{S} a_j s_j[n] + \nu[n] = As[n] + \nu[n] \quad \forall n \in \mathbb{Z}.$$  \hspace{1cm} (2.2.1)

2.2.1 Assumptions on mixing system

The following list is representative of the most common assumptions on the mixing matrix $A$:

ASM1: $A$ is square and invertible;

ASM2: $A$ has more rows than columns, i.e. there are more sensors than sources;

ASM3: $A$ has more columns than rows, i.e. there are more sources than sensors;

ASM4: $A$ has full column rank;

ASM5: $A$ has full row rank;

ASM6: $A$ is allowed to be rank-deficient;

ASM7: $A$ has columns with unit Euclidean norm;

ASM8: $A$ has a known specific structure.

As can be observed from this list, the assumptions on the mixing system cover issues concerning the size, rank, and possible structure of the mixing matrix $A$. Assumptions ASM1-ASM3 concern the size of $A$, and in particular the relation between the number of sensors $D$ and the number of sources $S$. In order to highlight some of the notation adopted in this work\(^1\), we have written $A$ in terms of its elements, columns and rows respectively:

$$A = \begin{bmatrix} a_1^1 & \cdots & a_1^S \\ \vdots & \ddots & \vdots \\ a_D^1 & \cdots & a_D^S \end{bmatrix} = \begin{bmatrix} \tilde{a}_1 \\ \vdots \\ \tilde{a}_D \end{bmatrix} \in \mathbb{R}_D^S \left( \mathbb{C}_D^S \right).$$  \hspace{1cm} (2.2.2)

As we have seen already, in this work matrices are denoted by upper case boldface letters, and their elements are denoted by lower case letters with both sub- and superscript indices. The subscript indices correspond to row indices, whereas the superscript indices correspond to column indices. Column vectors are denoted by lower case boldface letters and their elements are indexed by subscript indices. Row vectors are denoted by lower case boldface letters with a tilde and their elements are indexed by superscript indices. Assumptions ASM1

---

\(^1\)See Appendix A for detailed information about notational issues.
and ASM4-ASM6 concern the rank of \( A \). Together with the assumptions on the size, to a large extent they determine which MIBI, IBSS or ISBSL problem formulation is most suitable for a given practical problem. Most IBSS methods, where the interest by definition is in the source signals, assume that \( A \) is square and invertible. Hence, in this case it is assumed that there exists a separation matrix \( W \) (e.g. \( A^{-1} \)) such that the components of \( y[n] \triangleq Wx[n] = WAs[n] \) (see Fig. 1.2 on page 5 and (1.1.2)) are estimates of the source signals, possibly up to some ambiguities; see Section 2.4. Practical IBSS algorithms try to estimate \( W \) from the observed sensor signals \( x[n] \) only by imposing the same assumptions on the output signals \( y[n] \) as the ones made on the source signals; see Section 2.2.2. The same approach works when there are more sensors than sources and \( A \) has full column rank because then there exists a left pseudo-inverse \( A^\dagger \) of \( A \) by which the source signals can be recovered. For MIBI and ISBSL, where the main interest is in the mixing system, the matrix \( A \) can be estimated directly from the observed sensor signals \( x[n] \) instead of first estimating its inverse \( W \). We note that the vast majority of blind methods deals with the conventional case \( D \geq S \), whereas only a few methods consider the underdetermined case \( D < S \). The main reason is that the latter case is typically considered to be much more difficult, see Sections 1.2.4 and 2.2.4. Assumption ASM7 is a normalization constraint that is often imposed in MIBI and IBSS. As will be explained in Section 2.4, this is due to the scaling indeterminacy or ambiguity inherent to the MIBI model in (2.2.1), which means that the norm of the columns of the mixing matrix and the variances of the source signals cannot be determined from the sensor data. Finally, assumption ASM8 deals with the case that \( A \) has a certain known specific structure. For example, in narrowband source localization the specific dependence of the mixing matrix, also known as array response matrix in this context, on the source position parameters is known because of the available a priori knowledge about the propagation medium characteristics and sensor positions. See Section 1.1.3 for examples and more information. Note that we call blind problems in which a priori knowledge about the structure of \( A \) is available ‘semi-blind’.

### 2.2.2 Assumptions on source signals

The following list is representative of the most common assumptions made on the source signals \( s_1[n], \ldots, s_S[n] \):

- **ASS1**: The source signals are mutually statistically independent; for approaches based on statistics of order \( l \), independence is understood to be at, or up to, order \( l \) only\(^3\);
- **ASS2**: Each source signal is independently and identically distributed (i.i.d.), i.e. it is temporally strongly white and stationary;
- **ASS3**: At most one of the source signals is Gaussian;
- **ASS4**: The source signals have different kurtosis;
- **ASS5**: The source signals are stationary;
- **ASS6**: The source signals are non-stationary;
- **ASS7**: The source auto-correlation functions are linearly independent;
- **ASS8**: The \( l \)-th order source auto-cumulant functions are linearly independent;

\(^3\)See Section 2.7.3.1 and Appendix B for more information about statistical independence and cross-cumulants.
2.2 Model assumptions

ASS9: The source signals have unit variance;

ASS10: The source auto-correlation functions are known;

ASS11: The source signals have a known $l$-th order temporal structure, e.g. the $l$-th order source auto-cumulant functions are known;

ASS12: The probability density functions of the source signals are known, or have a known property such as (a)symmetry;

ASS13: The source signals have other specific properties such as constant modulus, discrete probability distribution, etc.

As can be observed from this list, the assumptions on the source signals cover several issues concerning the statistics, temporal structure, specific properties of the sources, etc. ASS1 is the most fundamental assumption in blind signal processing and is exploited implicitly or explicitly by all identification and separation approaches. It concerns the relation between the different source signals and forms the guiding principle in blind signal processing; see MAS1 on page 23. Although it is a strong assumption, it is physically plausible in many practical situations because the source signals often are generated independently of each other by different sources. Assumptions ASS2-ASS13 concern the statistics of the individual source signals, i.e. the ‘auto-statistics’, and ensure that the source signals possess sufficient statistical diversity; see the MIBI, IBSS and ISBSL problem statements in Sections 1.1.1, 1.1.2 and 1.1.3 respectively, and MAS2 on page 23. In addition to ASS1, all blind methods require at least one of the assumptions ASS2-ASS8. Note that ASS7 is a specific example of ASS8. In Section 2.3, we will show that source assumptions in the spirit of ASS2-ASS8 roughly divide the MIBI, IBSS and ISBSL methods into two main categories: one that does not, and one that does exploit the temporal structure present in the signals. The first category requires assumption ASS3 to be satisfied, see Section 2.7, whereas the second relies on assumptions like ASS6 and ASS7. Like ASM7 in the previous section, assumption ASS9 merely is a normalization constraint that often is imposed in MIBI and IBSS because of the scaling indeterminacy inherent to MIBI. In practical MIBI or IBSS, either ASM7 or ASS9 has to be chosen, i.e. either the norms of the columns of $A$ or the variances of the source signals have to be fixed. Finally, assumptions ASS10-ASS13 specify extra a priori information about the statistical structure of the source signals. For example, in some wireless communication systems, the correlation functions of the transmitted signals could be fixed and known at both the transmitter and receiver sides. Similarly to ASM8 in the previous section, this kind of prior knowledge makes the identification or separation problem semi-blind.

2.2.3 Assumptions on noise signals

The following list is representative for the most common assumptions on the additive sensor noise signals $\nu_1[n], \ldots, \nu_D[n]$:

ASN1: The noise signals are mutually statistically independent; the remark about the order $l$ in ASS1 of Section 2.2.2 is also applicable here;

ASN2: Each noise signal is i.i.d., i.e. it is temporally strongly white and stationary;

ASN3: The noise signals have a ‘simpler’ temporal structure than the source signals in the sense explained in Section 1.2.5;

ASN4: The noise signals are Gaussian;
ASN5: The noise signals are stationary;
ASN6: The noise signals are non-stationary;
ASN7: The noise auto-correlation functions are known;
ASN8: The noise signals have a (partially) known \(l\)-th order temporal structure, e.g. the \(l\)-th order noise auto-cumulant functions are known;
ASN9: The noise signals are not mutually statistically independent, but the spatial statistics of the noise signals are (partially) known, e.g. the spatial correlation matrix \(E\{\mathbf{n}[n]\mathbf{n}^H[n]\}\) is known a priori;
ASN10: The probability density functions of the noise signals are known, or have a known property such as (a)symmetry.

All these assumptions are frequently encountered in many signal processing problems, and many more can be added to the list. On the one hand they concern the relation between different noise signals, and on the other hand their 'auto-statistics'. Some of them are more realistic than others, but the 'simplest' ones are adopted most often because they make a signal processing problem mathematically (more) tractable while still approximating some practical scenario reasonably well. For instance, ASN1-ASN5 belong to this category. Different noise assumptions usually require different noise elimination or reduction approaches. Several of the assumptions above, e.g. ASN1-ASN4, ensure that the noise signals have a certain lack of statistical diversity compared to the source signals. For example, as we have argued in Section 1.2.5, when ASS3 and ASN4 are satisfied, the influence of noise on the mixing matrix estimation can be eliminated by using cumulants of order larger than two. Likewise, when ASS7 and ASN2 are satisfied, the influence of noise can be eliminated by considering only noise-free time or lag tuples (note that ASN2 is reminiscent of MAS4 in Section 1.2.8 and ASN3). Finally, assumptions ASN7-ASN10 specify extra a priori information about the statistical structure of the noise signals that can be exploited.

2.2.4 Underdetermined blind problems

In Section 1.2.4, we have seen that most approaches to MIBI, IBSS and ISBSL cannot deal with underdetermined blind problems in which the sources outnumber the sensors. Only a few methods exist for this underdetermined case, and most of them are based on sparsity [18, 19, 96, 102] or/and non-Gaussianity [30, 56, 61]. Most underdetermined IBSS methods follow the two-stage approach described in Section 1.2.4, i.e. first the mixing matrix is identified and then the source signals are estimated. Different approaches for exploiting the sparsity of the source signals are the maximization of some (a posteriori) likelihood function, finding a sparse representation of the source signals in some proper signal dictionary, using a clustering algorithm, etc. [18, 100, 102, 153]. In this section, our purpose is to explain the main principles of the source recovery stage for underdetermined IBSS based on the sparsity assumption.

In general, sparsity based underdetermined IBSS source recovery methods assume that at most points in some appropriate representation domain the number of sources that differs significantly from zero is smaller than or equal to the number of sensors \(D\). If the sensor data is not sufficiently sparse, sometimes it is possible to transform the mixtures linearly and reversibly into a domain with improved sparsity, in which the resulting signals are separated and then transformed back to the original domain. Sparse sources are usually modeled by
random variables with high kurtosis\(^1\). This means that the source signals are strongly Super-Gaussian, also known as leptokurtic. Consequently, they can be modeled by probability density functions with large peaks centered at zero. For instance, a commonly assumed
c source probability density function (pdf) is the Laplacian pdf. In the sequel of this section, we
assume that all source signals have the same known pdf \(p_s(s)\) for all considered time samples;
hence, \(p_s(s_j) = p_s(s) = p_{s[n]}(s[n])\) \(\forall 1 \leq j \leq S, \forall n\) and the source joint probability
density function (pdf) \(p_{s[n]}(s[n]) = p_s(s)\) of the signals \(s_1[n], \ldots, s_S[n]\) factorizes. Now,
we reconsider the problem described at the end of Section 1.2.4, i.e. recovering the source
signals from the estimated mixing matrix and sensor signals for a set of time indices \(\Omega\). For
simplicity, the noise is neglected, i.e. we consider the system \(\{\Omega\}\) signals from the estimated mixing matrix and sensor signals for a set of time indices \(\Omega\).
\[
\begin{align*}
\hat{s} &= \arg\max_{s} p_{s|\hat{A}}(s|\hat{A}) = \arg\max_{s} p_{s|\hat{A}}(s|\hat{A}) p_{s}(s) = \arg\max_{s} p_{s}(s). \quad (2.2.3)
\end{align*}
\]
Hence, the general method for the source-recovery stage in IBSS is the maximization of the
joint pdf \(p_{s}(s)\) under the constraint \(x = \hat{A}s\). This is a linear optimization problem that can be
tackled using various optimization algorithms [108, 115]. In order to further interpret this
result, we consider several source prior pdf’s.

1) Firstly, assume that the source prior pdf is Laplacian, i.e.:
\[
\begin{align*}
p_{s}(s) &= \alpha \exp\left(-\frac{\|s\|}{\beta}\right), \quad (2.2.4)
\end{align*}
\]
where \(\alpha\) and \(\beta\) are fixed positive constants and \(\|s\| = \sum_{j=1}^{S} |s_j|\) is the 1-norm of \(s\). This
prior pdf is characteristic of sparse signals. For the general problem with all time samples
\(n \in \Omega\), using (2.2.4) in (2.2.3) yields:
\[
\begin{align*}
\hat{s}[n] &= \arg\max_{s[n]} p_{s[n]}(s[n]) = \arg\max_{s[n]} \exp \left(-\frac{\|s[n]\|}{\beta}\right) \\
&= \arg\min_{s[n]} \|s[n]\|_1 \quad \forall n \in \Omega. \quad (2.2.5)
\end{align*}
\]
Hence, for a Laplacian source prior pdf, estimating the source signals according to (2.2.3) is
equivalent to minimizing the 1-norm \(\|s[n]\|_1\) of \(s[n]\) subject to the constraint \(s[n] = \hat{A}s[n]\).
As has been shown in [18] by Bofill and Zibulevsky, this minimization has a nice visual in-
terpretation, which they call shortest-path decomposition. If the columns \(\{\hat{a}_j\}^{1 \leq j \leq S}\) of \(\hat{A}\)
are normalized, the optimal representation of the data point \(x[n]\) in the ‘overcomplete basis’
(frame) \(\{\hat{a}_j\}^{1 \leq j \leq S}\) that minimizes \(\|s[n]\|_1\) s.t. \(x[n] = \hat{A}s[n]\) will include at most \(D\) of the
columns corresponding to the minimal simplex enclosing the direction of \(x[n]\), thereby ob-
taining a sparse representation of the source signals [18]. The non-zero components of the

\(^1\)See Section B.1.3.3 for the definition and meaning of statistical terms like skewness, kurtosis, Sub-Gaussian,
Super-Gaussian, platykurtic, mesokurtic, and leptokurtic.
optimal decomposition correspond to the shortest path from the origin to the data point when only the directions of the columns of the mixing matrix may be used [18, 152]. Note that $s[n]$ must have the same sparsity structure for each value of $n$, i.e. the zero components must be in the same position for all $n \in \Omega$. The problem in (2.2.5) is closely related to overcomplete signal representation and best basis selection problems [96, 102, 133]. It can be shown that the solutions of (2.2.5), i.e. the source estimates, are unique under mild conditions [152].

2) Secondly, assume that the source prior density is Gaussian, i.e.:

$$p_{\alpha}(s) = \alpha \exp \left( -(\|s\|_p^p / \beta) \right),$$

(2.2.6)

where $\alpha$ and $\beta$ are fixed positive constants and $\|s\|_2 \triangleq \sqrt{\sum_{j=1}^{S} |s_j|^2}$ is the 2-norm (Euclidian norm) of $s$. This prior pdf does not properly represent sparse data, but our purpose for considering it is to obtain insight by using it in (2.2.3). Following the same reasoning as in the previous paragraph, a result similar to (2.2.5) is obtained for the general problem with all time samples $n \in \Omega$:

$$\hat{s}[n] = \arg\min_{s[n] \text{ s.t. } \Omega} \left( \|s[n]\|_2 \right)^2 = \arg\min_{s[n] \text{ s.t. } \Omega} \|s[n]\|_2 \quad \forall n \in \Omega. \quad (2.2.7)$$

Hence, for a Gaussian source prior pdf, estimating the source signals according to (2.2.3) is equivalent to minimizing the 2-norm $\|s[n]\|_2$ of $s[n]$ subject to the constraint $s[n] = \bar{A}s[n]$. For a single time index $n$, this corresponds to finding the vector $s[n]$ with minimal Euclidian length in the $S$-dimensional Euclidian space from the origin to the hyperplane representing the set of solutions of the system $x[n] = \bar{A}s[n]$ for $s[n]$. The solution of this well-known problem is given by $\hat{s}[n] = \bar{A}^t x[n]$, where $\bar{A}^t = \bar{A}^t (\bar{A}\bar{A}^t)^{-1}$ is the pseudo-inverse of $\bar{A}$. Thus, if $\bar{A}$ has full rank the solution exists and is unique. Note that contrary to the situation with the Laplacian prior, the recovery of the sources now is a linear operation on the sensor data.

3) Finally, we generalize the previous results to source prior pdf’s that are members of the so-called exponential power family. For a positive real-valued power $p$, which determines the type of distribution, the corresponding element of the exponential power family is given by:

$$p_{\alpha}(s) = \alpha \exp \left( -(\|s\|_p^p / \beta) \right),$$

(2.2.8)

where $\alpha$ and $\beta$ are fixed positive constants and $\|s\|_p \triangleq \left( \sum_{j=1}^{S} |s_j|^p \right)^{\frac{1}{p}}$ is the $p$-norm of $s$. Again following the same reasoning as in the previous paragraphs, a result similar to (2.2.5) and (2.2.7) is obtained for the general problem with all time samples $n \in \Omega$:

$$\hat{s}[n] = \arg\min_{s[n] \text{ s.t. } \Omega} \left( \|s[n]\|_p \right)^p = \arg\min_{s[n] \text{ s.t. } \Omega} \|s[n]\|_p \quad \forall n \in \Omega. \quad (2.2.9)$$

Hence, for the exponential source prior pdf (2.2.8) with power $p$, estimating the source signals according to (2.2.3) is equivalent to minimizing the $p$-norm $\|s[n]\|_p$ of $s[n]$ subject to the constraint $s[n] = \bar{A}s[n]$. For a single time index $n$, this corresponds to finding the vector $s[n]$ with minimum $p$-norm in the $S$-dimensional Euclidian space from the origin to the hyperplane representing the set of solutions of the system $x[n] = \bar{A}s[n]$ for $s[n]$. Depending on the considered norm, $\hat{s}[n]$ may or may not be unique. For instance, for the supremum norm ($p = \infty$), it is non-unique.
2.3 Temporal versus no temporal structure

Categorizing blind approaches

As has been stated in Section 2.2.2, all MIBI methods require ASS1 about the mutual statistical independence (possibly at, or up to, a specific order l) of the source signals to be satisfied. In addition, at least one of the assumptions ASS2-ASS8 is required. Depending on whether these require the source signals to possess temporal structure or not, two categories of blind approaches can be distinguished. We will first give an overview of the category that does not exploit any temporal structure in the data and introduce a simplified notation for it without time indices. After that, we consider the category that does exploit the temporal structure. The purpose of this section is to give an overview of both categories; therefore, details are deferred to later sections.

2.3.1 Mutual statistical independence and non-Gaussianity: ICA

Blind methods that are not based on exploiting temporal structure in the data are mainly founded upon ASS1-ASS5. They either neglect any temporal structure, or assume it to be absent (e.g. ASS2), and at least require ASS3 in addition to ASS1; see also Section 2.7. In other words, the lack or negligence of any temporal structure in the data needs to be compensated for by the assumption that the source signals are non-Gaussian, possibly with the exception of one source. This implies that Higher Order Statistics (HOS) have to be used. Hence, we can conclude that methods that do not exploit any temporal structure in the data are based on two main assumptions: the mutual (spatial) statistical independence and non-Gaussianity of the source signals. This category of methods is typically referred to as Independent Component Analysis (ICA). ICA can be considered as a class of methods for performing MIBI; in this context, the source signals are called ‘independent components’. Formally, ICA is often defined as the linear decomposition of a random vector into components that are as independent as possible [80].

Since ICA does not exploit any temporal structure in the signals, and the signals are assumed to be stationary, the time dependence of the signals is not important. Therefore, all time indices are usually dropped and any time signal \( v[n] \) is considered as a random variable \( v \) instead of a time signal or time series; the observed values \( v[n] \) are then (temporal or spatial) samples of this random variable. Hence, the ICA equivalent of model (2.2.1), which is the same as (1.1.1), is given by:

\[
x = \sum_{j=1}^{S} a^j s_j + \nu = As + \nu,
\]

(2.3.1)

where \( x, s \) and \( \nu \) are considered as random vectors, and \( x[n], s[n] \) and \( \nu[n] \) respectively as samples or realizations of them. The marginal probability density functions (mpdfs) of the components \( v_1, \ldots, v_G \) of a length-\( G \) random vector \( v \) are denoted by \( p_{v_1}(v_1), \ldots, p_{v_G}(v_G) \), and their joint probability density function (jpdf) by \( p_v(v) = p_{v_1, \ldots, v_G}(v_1, \ldots, v_G) \). For example, the mpdf’s of the source signals are denoted by \( p_{s_1}(s_1), \ldots, p_{s_S}(s_S) \) and their jpdf by \( p_s(s) = p_{s_1, \ldots, s_S}(s_1, \ldots, s_S) \). The fundamental assumption of mutual (spatial) statistical

\[\text{†See Section B.2.1 for the definition and properties of pdf, mpdf, jpdf, mjpdf, etcetera.}\]
independence of the source signals can now be written mathematically as follows:

\[ p_s(s) = \prod_{j=1}^{S} p_{s_j}(s_j), \]  

(2.3.2)

i.e. the jpdf factorizes into the mpdf’s; see (B.2.10). From this condition, several important properties can be derived that can be used for blind identification or separation. In the literature, the goal of ICA often is formulated as follows:

**Independent Component Analysis (ICA) problem statement:**

The purpose of ICA is to find a linear transformation that transforms a given random vector into another random vector the components of which are as statistically independent and non-Gaussian as possible.

In the current context, the purpose of ICA is to find a matrix \( W \) that transforms the random vector \( x \) of observations into the random vector \( y \triangleq Wx \) the components of which are as statistically independent as possible. Most ICA methods assume that the mixing matrix is square and invertible (see ASM1). This implies that there exists a de-mixing matrix \( W \) such that the output vector:

\[ y \triangleq \hat{s} = Wx \]  

(2.3.3)

contains scaled and permuted estimates of the source signals; see also (2.4.4). ICA methods try to recover/estimate the source signals by imposing the same assumptions on the output (i.e. estimated source) signals as the ones made on the source signals. For example, because the source signals are assumed to be mutually (spatially) statistically independent, the same independence condition should be imposed on the output signals:

\[ p_y(y) = \prod_{j=1}^{S} p_{y_j}(y_j). \]  

(2.3.4)

As we have stated in the introduction to this section, we will show in Section 2.7 why methods for performing ICA require the source signals to be non-Gaussian. There, we will also discuss actual ICA methods for exploiting mutual (spatial) independence and non-Gaussianity. See also [26, 27, 29, 38, 47, 50, 51, 55, 75, 80, 91] and the references therein.

### 2.3.2 Temporal structure

Blind methods that are based on exploiting temporal structure in the data usually are founded upon one or more of assumptions ASS1 and ASS5-ASS8. These assumptions concern certain types of temporal structure, e.g. auto-correlation and non-stationarity, and diversity, e.g. linear independence of source auto-correlation functions, in the data. Many algorithms are based on one or more of them; see Section 2.8 and references [14, 46, 86, 87, 106, 107, 157, 158, 185] for examples. When designing algorithms for blind methods that do exploit temporal structure, the signals involved in data model (2.2.1) usually are modeled as realizations of random processes with certain marginal and joint probability density functions [154]. The marginal and joint probability density functions of the signals should incorporate information about the temporal structure. As an example, consider the \( S \) source signals \( s_1[n], \ldots, s_S[n] \) at a specific time (index) \( n \). Their marginal joint probability density functions are denoted by \( p_{s_1[n]}(s_1[n]), \ldots, p_{s_S[n]}(s_S[n]) \). This notation reflects the fact that in general the signals are allowed to be non-stationary, i.e. have statistics that change in time (as we have
2.3 Temporal versus no temporal structure

seen in the previous section, for stationary signals the time indices could be omitted in principle. The temporal relation between different samples of the same signal can be modelled using a jpdf with different time indices. Another possibility is to use one time index and several ‘lag indices’ (for stationary signals, lag indices only are sufficient). For example, the jpdf that models the relation between \( l \) samples of the \( j \)-th source signal is denoted by \( p_{s_1[n_1],\ldots,s_j[n_l]}(s_{j_1}[n_1],\ldots,s_{j_l}[n_l]) \), where \( n_1,\ldots,n_l \) are arbitrarily chosen time indices. A similar notation is used to model the joint temporal statistics of two or more signals. For example, the jpdf of all sources considered at different times is denoted by \( p_{s_1[n_1],\ldots,s_S[n_S]}(s_{1}[n_1],\ldots,s_{S}[n_S]) \). The fundamental assumption of mutual statistical independence of the source signals now not only is to be understood in the spatial sense, but also in the temporal sense. Hence, similarly to (2.3.2), this assumption can be written as follows:

\[
p_{s_1[n_1],\ldots,s_S[n_S]}(s_{1}[n_1],\ldots,s_{S}[n_S]) = \prod_{j=1}^{S} p_{s_j[n_j]}(s_{j}[n_j]) \quad \forall n_1,\ldots,n_S \in \mathbb{Z}, \tag{2.3.5}
\]

i.e. the jpdf of the sources factorizes into the mpdf’s of the sources. For any (sub)set of \( 1 \leq l \leq S \) different indices \( 1 \leq j_1 \neq j_2 \neq \cdots \neq j_l \leq S \), a similar result holds:

\[
p_{s_{j_1}[n_{j_1}],\ldots,s_{j_l}[n_{j_l}]}(s_{j_1}[n_{j_1}],\ldots,s_{j_l}[n_{j_l}]) = \prod_{k=1}^{l} p_{s_{j_k}[n_{j_k}]}(s_{j_k}[n_{j_k}]) \quad \forall n_{j_1},\ldots,n_{j_l} \in \mathbb{Z}. \tag{2.3.6}
\]

This condition is of paramount importance for all Blind Signal Processing (BSP) problems, and several important properties on which many MIBI methods are based can be derived from it; see Appendix B and Section 2.7.3.

In practice, virtually all blind algorithms that exploit temporal structure are based on Second Order Statistics (SOS). For example, see [14, 42, 46, 71, 85–87, 106, 107, 114, 157, 158, 177, 178, 185]. For SOS, assumption ASS1 of Section 2.2.2 should be interpreted as mutual statistical independence of the sources at order 2 only. In other words, the different source signals are assumed to be uncorrelated with each other. This uncorrelatedness has two different aspects. On the one hand, the source signals are uncorrelated in the spatial sense; this emphasizes the fact that different source signals, which are generated at different positions, are uncorrelated. On the other hand, the source signals are uncorrelated in the temporal sense; this emphasizes the fact that different sources are uncorrelated for all possible combinations of time indices. These two aspects are intertwined and can be formulated as one statement:\(^1\)

\[
r_{ij}^s[m,n] \triangleq E\{s_i[m]s_j[n]\} = 0 \quad \forall 1 \leq i \neq j \leq S, \quad \forall m,n \in \mathbb{Z}. \tag{2.3.7}
\]

The symbol \( r_{ij}^s[m,n] \) at the left hand side denotes the correlation between \( s_i[m] \) and \( s_j[n] \).\(^2\). The indices \( i \) and \( j \) in the subscript position represent the components of the involved signal vector between which the correlation is computed. The superscript symbol ‘s’ indicates which signal is under consideration; in the current case it stands for ‘source’\(^3\). Furthermore, \( E\{\cdot\} \) denotes the mathematical expectation operator\(^4\). Theoretically, \( r_{ij}^s[m,n] \) can be computed from the marginal joint probability density function \( p_{s_i[n],s_j[m]}(s_i[n],s_j[m]) \) or the ‘full’ joint probability density function \( p_{s_1[n_1],\ldots,s_S[n_S]}(s_{1}[n_1],\ldots,s_{S}[n_S]) \). In practice, it is usually estimated directly from the data since this is much easier than first estimating the

---

\(^1\)See Appendix A for the notation of correlation and cumulant functions.

\(^2\)See Appendix B for the notation and definition of statistical operators and quantities.
plied by a scalar $\alpha$ again yields the same vector of sensor signals $x$. In terms of matrices this can be formulated as follows. An estimate of the columns of the mixing system in arbitrary order and with arbitrary non-zero (Euclidian) norms, or (2.2.1), and which no matter what kind of approach or algorithm is used can never be resolved without more a priori knowledge than is usually assumed to be available in MIBI, IBSS and ISBSL. Examination of the observation model reveals two indeterminacies or ambiguities involved in instantaneous blind identification and separation. Firstly, it is clear that permuting the columns of $A$ together with an equal permutation of the source signals in $s[n]$ still yields the same vector of sensor signals $x[n]$. For example, consider the situation with two source signals, i.e. $S = 2$:

$$x[n] = (a^1 s_1[n] + a^2 s_2[n]) + \nu[n] = (a^2 s_2[n] + a^1 s_1[n]) + \nu[n]. \quad (2.4.1)$$

This means that without additional prior information, the order of the columns, respectively sources, cannot be determined. This ambiguity is typically called order indeterminacy. Secondly, as is also clear from (1.1.1), scaling the columns of $A$ by arbitrary real- or complex-valued scalars, together with a corresponding inverse scaling of the source signals in $s[n]$, again yields the same vector of sensor signals $x[n]$. For example, if the $j$-th source is multiplied by a scalar $\alpha_j \neq 0$ for all $1 \leq j \leq S$ with $S = 2$, we have:

$$x[n] = (a^1 s_1[n] + a^2 s_2[n]) + \nu[n] = \left(\frac{a^1}{\alpha_1} (\alpha_1 s_1[n]) + \frac{a^2}{\alpha_2} (\alpha_2 s_2[n])\right) + \nu[n], \quad (2.4.2)$$

and in the general case:

$$x[n] = \left(\sum_{j=1}^{S} \frac{a_j}{\alpha_j} (\alpha_j s_j[n])\right) + \nu[n] = \left(\sum_{j=1}^{S} \frac{a_j}{\alpha_j} (\alpha_j s_j[n])\right) + \nu[n]. \quad (2.4.3)$$

This implies that without additional prior information, the columns and sources can only be recovered up to a scale factor. This ambiguity is typically called scaling indeterminacy, or, when the emphasis is on the columns, norm indeterminacy.

Taking into account these two indeterminacies, the goal of MIBI and ISBSL is to recover the columns of the mixing system in arbitrary order and with arbitrary non-zero (Euclidian) norms. In terms of matrices this can be formulated as follows. An estimate $\hat{A}$ of the mixing system should satisfy $\hat{A} \approx APD$, where $P \in \mathbb{R}^S_S$ is some permutation matrix and $D \in \mathbb{R}^S_S (C^S_S)$ some nonsingular diagonal matrix. In practice, either the columns of the estimated mixing system $\hat{A}$ are normalized to unit Euclidian norm, e.g. see ASM7 on page 31, or the estimated source signals are normalized to unit variance, e.g. see ASS9 on page 33. Note that this normalization fixes the variances of the source signals, but not their signs. For most MIBI and ISBSL applications the order and scaling indeterminacies usually do not cause serious problems because the most relevant information is in the ‘directions’ of the columns rather than in their order or norms. Similar to MIBI and ISBSL, taking into account the two
indeterminacies described above, the goal of IBSS is to recover the source signals in some arbitrary order and with some arbitrary nonsingular scaling or variances. Hence, an estimate $\hat{s}[n]$ of the source signal vector should satisfy:

$$\hat{s}[n] \approx PDs[n], \quad (2.4.4)$$

where $P$ and $D$ have the same meaning as above. Such an estimate is said to be a waveform preserving solution [156, 157]. Equivalently, the de-mixing matrix $W$ in (1.1.2) should satisfy:

$$T \doteq WA \approx PD, \quad (2.4.5)$$

where $T$ denotes the total transfer (matrix) from sources to outputs. Note that choosing $W = PDA^{-1}$ for a square mixing system yields a ‘correct’, i.e. waveform preserving, solution. Also for most IBSS applications the order and scaling indeterminacies usually do not cause serious problems because the most relevant information about the source signals is contained in their waveforms rather than in their order or variances.

### 2.5 Objective and contrast functions, optimization methods

The assumptions listed in Section 2.2, and in particular the ones in Section 2.2.2, provide clues about the way the source signals and/or (de-)mixing matrix should be recovered in MIBI, IBSS and ISBSL. For IBSS and ICA it is clear that the de-mixing matrix $W$ should be estimated in such a way that the output signals $y$ satisfy the same assumptions as the source signals $s$. This can be done by optimizing a so-called ‘objective function’. An objective function is a real-valued function that is constructed in such a way that it penalizes deviations from the desired properties/assumptions, and attains its optimum(a) for the correct solution(s).

For instance, in ICA often an objective function $J(W, \{y\})$ is constructed that is a function of the de-mixing system $W$ and the sequence $\{y\}$ of output signal vector samples, and penalizes deviations of the components of $y = Wx$ from statistical independence and non-Gaussianity [80]. This function is then optimized as a function of $W$. Hence, it should be designed in such a way that it attains its minima or maxima at ‘separating solutions’ of the form $W = PDA^{-1}$ with $P \in P_S$ and $D \in D_S$, where $P_S$ and $D_S$ represent the sets of all nonsingular permutation and diagonal matrices of size $S$ by $S$ respectively. When the separating solutions are at the minima of the objective function, it is also called cost function. In general, objective functions should be insensitive to the model indeterminacies discussed in Section 2.4. Often, for convenience of notation an objective or cost function is written as a function of the output signal $y$ only. The desired properties of an objective/cost function $J(y)$ suitable for blind signal processing can be formulated as follows [1]:

- **JP1:** $J(y)$ is invariant to scaling: $J(y) = J(Dy)$ for all $D \in D^S_S$;
- **JP2:** $J(y)$ is invariant to permutation: $J(y) = J(Py)$ for all $P \in P^S_S$;
- **JP3:** If $y$ has statistically independent components, then: $J(y) \leq J(By)$ for all nonsingular $B \in R^S_S\setminus(C^S_S)$, with equality if and only if $B$ is of the form $PD$ with $P \in P^S_S$ and $D \in D^S_S$.

If the separating solutions are maxima of $J(y)$, the statement $J(y) \leq J(By)$ in JP3 should be replaced by $J(y) \geq J(By)$. Ideally, the entire set of minima/maxima of $J(y)$ should coincide with the set of separating solutions. However, in practice, this often is not the case and the set of separating solutions forms a proper subset of the set of minima/maxima. This implies that a decision has to be made about which solutions should be selected.
A concept that is closely related to the notion of objective function is the so-called contrast function. This is a real-valued function of the joint probability density function \( p_v(y) \) of a random vector \( v \) that satisfies certain properties and achieves its maximum when \( p_v(y) \) factorizes into marginal pdf’s, i.e. when the components of \( v \) are statistically independent; see Appendix B. In the IBSS or ICA context usually \( v = y \), i.e. the (jpdf \( p_y(y) \) of the) output signal vector \( y \), is considered. Contrast functions were introduced into ICA by Pierre Comon who provided a solid mathematical basis for the ICA problem [52]. Essentially, he defined them in the following way:

**Definition 2.5.1. Contrast function.** Let \( \mathbb{E}_G \) be the space of length-\( G \) random vectors that admit a pdf. Then, a contrast function \( \Xi(p_v) \) is defined as a mapping from the set \( \{ p_v \mid v \in \mathbb{E}_G \} \) of jpdf’s to \( \mathbb{R} \), which satisfies the following three requirements:

- **CFP1:** \( \Xi(p_v) \) is invariant to scaling: \( \Xi(p_v) = \Xi(p_D v) \) for all \( D \in \mathbb{D}_S^G \);
- **CFP2:** \( \Xi(p_v) \) is invariant to permutation: \( \Xi(p_v) = \Xi(p_P v) \) for all \( P \in \mathbb{P}_S^G \);
- **CFP3:** If \( v \) has statistically independent components, then: \( \Xi(p_B v) \leq \Xi(p_v) \) for all nonsingular \( B \in \mathbb{R}_S^G \left( \mathbb{C}_S^G \right) \).

In addition, Comon makes the following definition:

**Definition 2.5.2.** A contrast function is said to be discriminating over a set \( \mathbb{E}_G \) if the equality \( \Xi(p_v) = \Xi(p_B v) \), where \( v \) has statistically independent components and \( B \in \mathbb{R}_S^G \left( \mathbb{C}_S^G \right) \) is nonsingular, holds if and only if \( B \) is of the form \( PD \) with \( P \in \mathbb{P}_S^G \) and \( D \in \mathbb{D}_S^G \).

Note that this definition is tantamount to the latter part of property JP3. Contrast functions are most frequently encountered in information-theoretic approaches to MIBI and IBSS, see Section 2.7.2.

The actual optimization of an objective function can be performed using known techniques, such as gradient descent or ascent, conjugate gradient, Newton’s method, RLS-like algorithms, fixed point methods, and genetic algorithms. We will briefly recapitulate the gradient descent method because it is most commonly used in blind signal processing. The other methods will not be treated here, but are described extensively in the literature, for example see [108,109,115]. Suppose that a given cost function \( J(v) \) has to be minimized as a function of its vector-valued argument \( v \) (the argument can also be a scalar or matrix, or just a set of arguments). Then, given the current estimate \( v[k] \), the new update \( v[k+1] \) is computed as follows:

\[
v[k + 1] = v[k] - \mu[k] \frac{\partial J(v)}{\partial v} \bigg|_{v=v[k]},
\]

where \( v[0] \) is any initial-parameter vector and \( \{ \mu[k] \}_{k=0,1,...} \) is a non-negative sequence of step sizes. The vector \( -\frac{\partial J(v)}{\partial v} \bigg|_{v=v[k]} \) represents the steepest-descent direction of the cost function at \( v[k] \). The gradient ascent method used for maximizing an objective function is completely similar to (2.5.1). The only difference is that the minus sign is replaced by a plus sign because now the current estimate should be updated in the direction of steepest-ascent.

In many optimization problems, the underlying parameter space is not Euclidian, but curved, i.e. Riemannian. For instance, this is the case for the space of square matrices subject to some constraint, such as having unit determinant, where another kind of gradient is more suitable for parameter adaptation because it provides a significantly improved convergence. This so-called natural gradient is based on differential geometry and employs knowledge of
the Riemannian structure of the parameter space to adjust the gradient search direction. The natural gradient update is performed as follows:

\[
v[k+1] = v[k] - \mu[k] G^{-1}(v[k]) \frac{\partial J(v)}{\partial v} \Big|_{v=v[k]},
\]

(2.5.2)

where \( G^{-1}(v[k]) \) is the Riemannian metric tensor for the parameter vector \( v \), as defined by the manifold of parameters. See [4] for more information and details.

Often, an objective or contrast function is defined in terms of expectations (see Appendix B), and thus in terms of probability density functions. In practice, these expectations are approximated by averaging certain functions of the available data. Since this turns the resulting objective function into a stochastic quantity, the corresponding gradient ascent/descent method is called stochastic gradient ascent/descent. The simplest possible approximation is based on using only the current data sample, i.e. by not performing any averaging. In this case, the expectation operator is simply neglected and the resulting objective function is referred to as instantaneous objective function. Thus, if \( J_i(v) \) is the ‘instantaneous version’ of some objective function \( J(v) \), the equality \( J(v) = E\{J_i(v)\} \) holds. See Sections 2.7.2.7 and 2.7.3.5, for example.

Now that we have discussed most of the general issues involved in blind methods, we will explain some of their specificities in the following sections.

2.6 Whitening the observations

In this section, a frequently used and important preprocessing step for blind methods is explained, the so-called whitening or sphering stage [34, 36, 47, 52, 64]. For simplicity, we assume that all involved quantities are real-valued, that the mixing and de-mixing matrices are square, i.e. \( D = S \), and that no sensor noise is present. For the same reason, and because whitening is employed by the majority of ICA methods, i.e. the blind methods that exploit the mutual statistical independence and non-Gaussianity of the source signals, we focus on ICA. However, the theory can easily be extended to the more general MIBI problem, and thus to IBSS and ISBSL. As has been explained in Section 2.3.1, in the MIBI problem context the purpose of ICA is to find a matrix \( W \) that transforms a random vector of observations \( x \) into the random vector \( y \equiv Wx \) the components of which are as statistically independent as possible. In Section B.2.6.8 of Appendix B, it is shown that statistical independence of a set of random variables implies that their cross-cumulants of any order are zero. Hence, \( W \) should be constructed in such a way that the cross-cumulants of \( y \) of all orders are zero. Whitening is a method for partially achieving this goal by zeroing the second order lag-zero cross-cumulants in a separate preprocessing stage. Since second order cumulants of zero mean variables\(^1\) are equal to correlations, this comes down to de-correlating the output components in \( y \). In addition to zeroing cross-correlations, the variances of the output signals usually are normalized to unity in the preprocessing stage. The total procedure consisting of de-correlation and normalization to unity is called (spatial) whitening or sphering. In order to achieve complete statistical independence, in addition to whitening ICA methods try to zero cross-cumulants for one or more higher orders, whereas temporal structure based methods try to zero cross-correlations or cross-cumulants for one or more times or non-zero lags; see Fig 2.1 and Section 2.6.3. In the sequel, we will first discuss the whitening procedure in detail, and then show how it simplifies ICA methods.

\(^1\)Everywhere in this thesis all signals are assumed to have zero mean (see Section 1.1).
2.6.1 Whitening transforms and Principal Component Analysis

Formally, the purpose of whitening can be formulated as follows:

Whitening problem statement:
The purpose of whitening is to find a linear transformation that transforms a given random vector into another random vector the components of which are uncorrelated and normalized to unit variance.

In the ICA context, the goal of PCA is to find a whitening transform or whitening matrix \( V \) that transforms the random vector of observations \( x \) into a whitened random vector \( y_w \triangleq Vx \) where \( y_{w,1}, \ldots, y_{w,S} \) of which are uncorrelated and have unit variance. In ‘ICA notation’ without time indices, this can be written as:

\[
\begin{align*}
\mathbf{r}_{ij}^{y_w} &= E\{y_{w,i} y_{w,j}\} = \delta_{ij}, \quad \forall 1 \leq i, j \leq S, \\
\mathbf{R}^{y_w} &= E\{y_w y_w^T\} = \mathbf{I}_S^S,
\end{align*}
\]

where \( \mathbf{r}_{ij}^{y_w} \) denotes a Kronecker delta function (\( \delta_{ij} \) is 1 iff \( i = j \) and 0 elsewhere; see Section A.4). In matrix notation, this condition can be written as:

\[
\begin{align*}
\mathbf{R}^{y_w} &= E\{y_w y_w^T\} = \mathbf{I}_S^S,
\end{align*}
\]

where \( \mathbf{I}_S^S \) denotes the \( S \) by \( S \) identity matrix.

Now, we will explain how a whitening matrix \( V \) can be found. For convenience, we assume real-valued signals and systems. Firstly, a square-root decomposition of the sensor correlation matrix \( \mathbf{R}^x \triangleq E\{xx^T\} \) is computed [72, 115], i.e. a matrix \( \mathbf{L} \) is computed such that \( \mathbf{R}^x = \mathbf{L}\mathbf{L}^T \). Then, assuming that \( \mathbf{R}^x \) is nonsingular, \( V \) is given by the inverse of \( \mathbf{L} \), i.e. \( \mathbf{V} = \mathbf{L}^{-1} \). Using the condition in (2.6.2), it follows immediately that the transformed vector \( y_w \) is spatially white:

\[
\mathbf{R}^{y_w} = E\{y_w y_w^T\} = E\{\mathbf{V}xx^T\mathbf{V}^T\} = \mathbf{V}\mathbf{R}^x\mathbf{V}^T = \mathbf{L}^{-1}\mathbf{L}\mathbf{L}^T\mathbf{L}^{-T} = \mathbf{I}.
\]

The square-root matrix \( \mathbf{L} \) can be found in several ways. For example, the Cholesky decomposition [72, 115] can be used. In ICA, a more common approach is based on the Eigenvalue Decomposition (EVD) that will be explained briefly here; for example, see [47]. Let \( \mathbf{R}^x = \mathbf{E}\mathbf{A}\mathbf{E}^T \) be the EVD of \( \mathbf{R}^x \), where \( \mathbf{E} \) is an orthogonal matrix of eigenvectors and \( \mathbf{A} \) is a diagonal matrix containing the eigenvalues \( \lambda_1, \ldots, \lambda_D \). Then, a valid square-root decomposition of \( \mathbf{R}^x \) is given by \( \mathbf{L} = \mathbf{E}\mathbf{A}^{\frac{1}{2}} \), where \( \mathbf{A}^{\frac{1}{2}} = \text{diag}(\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_D}) \) (note that under some mild assumptions \( \mathbf{R}^x \) is positive definite and thus has positive eigenvalues). Defining \( \mathbf{L}^{-1} = \mathbf{A}^{-\frac{1}{2}}\mathbf{E}^T \) into \( \mathbf{V} = \mathbf{L}^{-1} \) yields the following linear whitening transform:

\[
\mathbf{V} = \mathbf{L}^{-1} = \mathbf{A}^{-\frac{1}{2}}\mathbf{E}^T.
\]

Using the property \( \mathbf{EE}^T = \mathbf{I} \), it can be verified again that the transformed vector \( y_w \) is spatially white:

\[
\begin{align*}
\mathbf{R}^{y_w} &= E\{y_w y_w^T\} = \mathbf{V}\mathbf{R}^x\mathbf{V}^T = \mathbf{L}^{-1}\mathbf{E}\mathbf{A}\mathbf{E}^T\mathbf{E}^T = \mathbf{L}^{-\frac{1}{2}}\mathbf{A}\mathbf{L}^{-\frac{1}{2}} = \mathbf{I}.
\end{align*}
\]

See [34,36,47,52,64] for more information. In addition to the square-root approach described here, whitening can also be performed using the Singular Value Decomposition (SVD), as described in [156], for example.

A technique that is closely related to whitening is Principal Component Analysis (PCA). Given a length-\( D \) random vector \( x \) and an integer \( g \leq D \), the goal of PCA is to find a
set of \( g \) linearly transformed uncorrelated components in such a way that they explain the maximum possible amount of variance in the data. Our purpose here is twofold; on the one hand, we want to highlight the connection between PCA and whitening, and on the other hand the connection between PCA and ICA. For details about the specificities of PCA we refer the reader to [88] and [80]. It can be shown that the PCA transformation and involved variances are completely determined by the eigenvectors and eigenvalues respectively of the correlation matrix \( R^x \) of the considered random vector \( x \). Let \( \mathbf{E}_A \mathbf{E}^T \) be the EVD of \( R^x \), where \( \mathbf{A} \) is a diagonal matrix containing the eigenvalues ordered in decreasing value along the main diagonal, and \( \mathbf{E} \) a matrix containing the corresponding eigenvectors. Then, the PCA transformation that yields \( g \) uncorrelated components that explain the maximum possible amount of variance in \( g \) linearly transformed variables is given by

\[
(\mathbf{E}_g)^T
\]

where \( \mathbf{E}_g \) contains the first \( g \) columns of \( \mathbf{E} \). The full PCA transformation \( \mathbf{V}_{PCA} \), i.e. the one using all eigenvectors, is given by \( \mathbf{V}_{PCA} = \mathbf{E}^T \). Hence, the vector \( \mathbf{V}_{PCA} \mathbf{x} \) has uncorrelated components whose variances decrease from the first to the last component. Now, the relation

\[
\mathbf{V} = \mathbf{L}^{-1} = \Lambda^{-\frac{1}{2}} \mathbf{E}^T = \Lambda^{-\frac{1}{2}} \mathbf{V}_{PCA}
\]

in (2.6.3), which defines a proper whitening transformation, shows that whitening can be considered as PCA followed by a scaling by the square roots of the eigenvalues [80]. Hence, whitening can be accomplished by PCA together with post-scaling. Since PCA only zeroes the lag-zero cross-correlations, i.e. second order cross-cumulants, between the output signals, it can be seen as a weak version of ICA because the latter tries to zero the cross-cumulants for all orders larger than one. This also follows immediately from the fact that statistical independence implies uncorrelatedness but not vice versa; see also the next section and Appendix B. Finally, note that PCA can also be used as a data reduction technique, which may be useful in ICA problems with more sensors than sources.

### 2.6.2 ICA complexity reduction by whitening

In this section, we will show that whitening is not sufficient for performing ICA, but reduces its complexity [34, 47, 80]. Consider an arbitrary square orthogonal matrix \( \mathbf{U} \), i.e. a matrix that satisfies \( \mathbf{UU}^T = \mathbf{U}^T \mathbf{U} = \mathbf{I} \). Then, for a given whitening matrix \( \mathbf{V} \) any matrix \( \mathbf{UV} \) is also a whitening matrix:

\[
E\{\mathbf{UV}x^T \mathbf{V}^T \mathbf{U}^T\} = \mathbf{U}(\mathbf{VR}_s \mathbf{V}^T)\mathbf{U}^T = \mathbf{UIU}^T = \mathbf{I}.
\]

Since \( \mathbf{U} \) may be any orthogonal matrix, the whitening matrix \( \mathbf{V} \) is non-unique and gives the independent components up to an orthogonal transformation only. Hence, whitening is not sufficient to perform ICA. Obviously, this was to be expected since statistical independence implies uncorrelatedness but not vice versa. Now, consider the relation between the whitened output vector \( \mathbf{y}_w \) and the source signal vector \( \mathbf{s} \) (recall that the noise is neglected for demonstration purposes):

\[
\mathbf{y}_w = \mathbf{V} \mathbf{x} = (\mathbf{VA})\mathbf{s}.
\]

Without loss of generality, assume that the variance of the source signals equals one (this is allowed due to the scaling indeterminacy discussed in Section 2.4), i.e. the source correlation matrix \( \mathbf{R}_s \equiv E\{\mathbf{ss}^T\} \) is given by \( \mathbf{R}_s = \mathbf{I} \). Then, substituting (2.6.4) into (2.6.2) yields:

\[
\mathbf{R}^{y_w} = E\{\mathbf{y}_w \mathbf{y}_w^T\} = (\mathbf{VA})\mathbf{R}_s (\mathbf{VA})^T = (\mathbf{VA})(\mathbf{VA})^T = \mathbf{I}.
\]

Hence, the matrix \( \mathbf{Q} \equiv \mathbf{VA} \) that relates the sources to the whitened outputs is orthogonal and the whitened output signal vector is a rotated version of the source vector:

\[
\mathbf{y}_w = \mathbf{Q} \mathbf{s} \quad \text{with} \quad \mathbf{QQ}^T = \mathbf{Q}_T \mathbf{Q} = \mathbf{I}.
\]
In other words, after whitening the ICA problem becomes the problem of finding the unique orthogonal matrix $Q^T = Q^{-1}$ that yields statistically independent output components with unit variance; see also (2.6.6). Since an orthogonal matrix has less degrees of freedom than an arbitrary matrix, this problem is simpler than solving the original problem for $A$. This is one of the reasons for whitening the observation data. After estimating $Q$, the source signals can be recovered/estimated by computing the output vector $y$ as follows:

$$y = \hat{s} = Q^{-1}y_w = Q^T y_w = W_0 y_w,$$  \hspace{1cm} (2.6.6)

where for convenience we have denoted the orthogonal part $Q^T$ of the total de-mixing system $W$ in the original ICA problem by $W_0$. The letter ‘o’ in the subscript position of $W_0$ stands for ‘orthogonal’. Hence, $W$ can be decomposed as $W = Q^T V = W_0 V$, where $W_0$ and $V$ are orthogonal and whitening matrices respectively.

### 2.6.3 Two-stage approach to blind identification and separation

In the previous sections it was shown that whitening reduces the standard ICA problem with an arbitrary (square) mixing matrix to an ICA problem with an orthogonal mixing matrix. The estimation of the remaining orthogonal mixing system $Q$ can be accomplished in two essentially different ways: either by exploiting the Higher Order Statistics in the data (see Section 2.3.1), or by exploiting the temporal structure (see Section 2.3.2). In the first case, $Q$ is determined by requiring the output signals to be higher order statistically independent and non-Gaussian. For example, this can be achieved by requiring that the lag-zero cross-cumulants are zero for all orders larger than one. The principles of this approach are discussed in Section 2.7. In the second case, $Q$ is determined by requiring the output signals to be statistically independent for different times or lags. For example, this can be achieved by requiring that all cross-correlation functions between different output components are zero for all lags, i.e. $r_{yy}[m,n] = E\{y_i[m] y_j[n]\} = 0$ for all $1 \leq i \neq j \leq S$ and $m, n \in \mathbb{Z}$.

The same goal can also be achieved by requiring that all cross-cumulant functions between output components of one or more orders are zero for all time or lag tuples. The principles of this approach are discussed in Section 2.8. As we will show in later chapters, one of the contributions of this thesis is in the latter area. In summary, the following two-stage approach to instantaneous blind problems, depicted in Fig 2.1, is often considered in the literature:

**ST1:** Spatially whiten the sensor/observation data;

**ST2:** Determine the remaining orthogonal (de-)mixing system by using one of the following approaches:

- Exploit spatial statistical independence and non-Gaussianity;
- Exploit temporal structure.

We conclude this section by pointing out some important advantages and disadvantages of whitening [34, 80, 189]. The main advantage is that blind problems are reduced to simpler ones. In addition, Second Order Statistics can be estimated more accurately than Higher Order Statistics. Therefore, it seems reasonable to first exploit all SOS information conveyed by the data. However, depending on the specific application and available data, whitening may severely limit the performance of the whole separation system in the sense that errors in the whitening stage cannot be corrected in the following orthogonal separation stage [31].

---

1See Appendices A and B for the definition and notation of correlation and cumulant functions.
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Another drawback is that sensor noise has a large influence on the performance of the whitening stage. In this work, we will not adopt the two-stage procedure but estimate the mixing matrix directly.

Figure 2.1: Two-stage approach to ICA.

Now that we have discussed the most important generalities and preprocessing stages of blind methods, we will explain the rationale behind each of the two main categories distinguished in Section 2.3. Section 2.7 deals with the ICA category, i.e. the category that is based on exploiting mutual (spatial) statistical independence and non-Gaussianity, and neglects any temporal structure in the data. Different aspects, principles as well as algorithms from the literature will be discussed. Section 2.8 deals with a subclass of the second category, viz. the category that is based on exploiting mutual (spatial) uncorrelatedness and Second-Order Temporal Structure (SOTS). Again, different aspects, principles and algorithms from the literature will be discussed.

2.7 Exploiting spatial independence and non-Gaussianity

This section discusses several aspects, identification/separation principles and algorithms from the literature for the ICA category of methods. Based on the fundamental assumptions of mutual statistical independence and non-Gaussianity of the source signals, several useful criteria and/or measures for developing ICA methods are derived. The first fundamental assumption, which is of paramount importance to all blind methods, has been discussed and formulated mathematically in Section 2.3, see condition (2.3.2). In the next section we will explain why the second assumption is also crucial for ICA methods. The subsequent sections will cover different approaches for measuring mutual statistical independence and non-Gaussianity, and present several practical algorithms.

2.7.1 Non-Gaussianity

In this section, we will give an intuitive explanation for the source non-Gaussianity requirement of Independent Component Analysis (ICA) in the separation context [80]. For simplicity and focus on principles, all source signals are assumed to have the same pdf and the sensor noise is neglected for the moment. Hence, each sensor signal is a linear combination of the
source signals only, see (2.3.1): 

\[ x_i = \sum_{j=1}^{S} a_{ij} s_j \quad \forall \ 1 \leq i \leq D. \]

The well-known Central Limit Theorem (CLT), discussed in Section B.2.4, states that the sum of several independent random variables with the same pdf has a pdf that is closer to a Gaussian distribution than the pdf of the individual variables. Hence, in general the sensor signals, which are linear combinations of statistically independent source signals, are more Gaussian than the source signals. From this, an intuitive separation principle follows directly: design the de-mixing matrix \( W \) in (1.1.2) in such a way that the non-Gaussianity of the output signals is maximized (also a single source can be estimated by estimating one row of \( W \) according to this principle). Formulated differently, because a ‘general’ mixing matrix \( A \), i.e. one that cannot be decomposed in terms of permutation and scaling matrices, makes the observed signals more Gaussian than the source signals, the de-mixing matrix \( W \) should try to undo this effect by making the output signals (i.e. the estimated source signals) less Gaussian (i.e. more non-Gaussian). Consequently, in order to find the de-mixing matrix, a measure of non-Gaussianity is needed. In Appendix B, it is shown that the non-Gaussianity of random variables can be measured by their cumulants of order larger than two because in theory these are identically zero only for Gaussian random variables (see UCP2 on page 425). Hence, higher order cumulants can be used for this purpose, implying the use of Higher Order Statistics (HOS). Now it is also clear why the source signals are required to be non-Gaussian, or, more precisely, why at most one source signal is allowed to be Gaussian [52, 80]. If the source signals are already Gaussian, their higher order cumulants are zero and thus there is no point in maximizing the non-Gaussianity of the source estimates. Summarizing, in the ICA context statistical independence and non-Gaussianity are closely related. In fact, maximum non-Gaussianity means statistical independence and vice versa. Hence, ICA estimation by minimizing statistical dependence between source signals is equivalent to maximizing their individual non-Gaussianities. See Section 2.7.2.6, [80] and the references therein for a more rigorous justification. A consequence of performing ICA by maximizing non-Gaussianity is that the signals can be extracted one at a time [80]. This procedure is usually called Blind Signal Extraction (BSE) [47] and comes down to estimating one row of the de-mixing matrix at a time. Algorithms that estimate one component at a time are typically called one-unit algorithms [47, 80]. In order to recover more components by running a one-unit algorithm several times, a proper kind of deflation is necessary [81].

**Practical measures of statistical independence and non-Gaussianity**

Together, the mutual statistical independence and non-Gaussianity assumptions form the basis for designing identification and separation criteria for tackling BSP problems. In ICA, there are mainly two approaches to measuring mutual statistical independence and non-Gaussianity. One is based on information-theoretic concepts such as entropy and mutual information. The theoretical measures based on these concepts typically require a priori knowledge of the involved probability density functions, which usually is difficult or impossible to obtain. In order to turn these concepts into useful separation criteria, more practical measures are required that are expressed in terms of (higher order) cumulants and moments. In principle, the latter statistics are also defined in terms of pdf’s, but in practice they usually can be estimated directly from the data. Many differences between information-theoretic ICA approaches presented in the literature essentially are only due to the differences in the ways
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the information-theoretic measures are approximated by cumulants and moments. Despite all these differences, the various approaches are closely related. Moreover, since ICA estimation by minimizing statistical dependence is equivalent to maximizing non-Gaussianity (see previous paragraph), measures for non-Gaussianity are also measures of mutual statistical independence. This issue will be highlighted in Section 2.7.2.6. The second approach to measuring mutual statistical independence and non-Gaussianity is based on traditional ‘signal processing oriented’ concepts such as (nonlinear) correlations, cumulants, etc. Most methods based on this approach use measures that can directly be derived from the statistical independence assumption (see Section 2.3 and Appendix B) and are formulated in terms of cross-cumulants. In fact, it can be shown that this category may be viewed as a subclass of the first one, i.e. the one based on information-theoretic concepts. Many differences between signal processing based approaches presented in the literature are due to the differences in the order of the exploited statistics, the kind of temporal information that is exploited (e.g. non-whiteness and/or non-stationarity, see Section 1.2.2), the way the statistical information is arranged in matrices (see Section 1.2.6), etcetera.

In the next sections, we will discuss the above two classes of non-Gaussianity measures/approaches, focussing on principles and insight instead of complete derivations. Section 2.7.2 discusses the category of information-theoretic non-Gaussianity measures and presents a practical algorithm based on them. Then, Section 2.7.3 discusses the category of signal processing oriented non-Gaussianity measures, presenting several practical algorithms along the way. Because the MIBI method that we will present in later chapters uses a cross-cumulant based measure of statistical independence belonging to the signal processing oriented category of measures, we elaborate on the most important principles of cross-cumulant based algorithms in a dedicated section, viz. Section 2.7.4.

2.7.2 Information-theoretic measures of statistical independence and non-Gaussianity

This section discusses the information-theoretic concepts and their approximations referred to in the previous section. It also provides the theoretical background for the application of these concepts to the ICA problem, as well as a practical algorithm.

2.7.2.1 Differential entropy

The differential entropy $H(\mathbf{v})$ of a random vector $\mathbf{v}$ with jpdf $p_\mathbf{v}(\mathbf{v})$ is defined as follows [58], [122]:

$$H(\mathbf{v}) \triangleq -E \{ \log(\mathbf{v}) \} = - \int_{-\infty}^{\infty} \log(p_\mathbf{v}(\mathbf{v})) p_\mathbf{v}(\mathbf{v}) \, d\mathbf{v},$$

(2.7.1)

where $\log(\cdot)$ usually denotes the natural logarithm. Hereafter, differential entropy will simply be referred to as ‘entropy’. The entropy of a random variable or vector is a measure of the amount of information that the observation of the variable respectively vector provides. The more random the variable or vector, the larger its entropy, and vice versa. A fundamental result in information theory states that the Gaussian distribution has maximum entropy among all distributions with a given covariance matrix. This means that entropy can be used as a measure of non-Gaussianity. A measure that is commonly used in ICA/IBSS is a normalized (w.r.t. a Gaussian distribution) version of entropy, the so-called negentropy.
2.7.2.2 Negentropy

The \textit{negentropy} $H_{\text{neg}}(v)$ of $v$ is defined as follows [80]:

$$H_{\text{neg}}(v) \triangleq H(v_{\text{gauss}}) - H(v), \quad (2.7.2)$$

where $v_{\text{gauss}}$ is a Gaussian random vector with the same covariance matrix as $v$. Due to the maximality property mentioned in Section 2.7.2.1, negentropy is always nonnegative; moreover, the larger it is, the more non-Gaussian $v$ is. Moreover, it can be shown from the uniqueness of the maximum entropy distribution that it is zero if and only if $v$ is Gaussian. Hence, algorithms based on negentropy should \textbf{maximize the negentropy} of the components of $y$ in (2.3.3) as a function of $W$.

2.7.2.3 Mutual information

The \textit{mutual information} $I(v)$ between the random variables $v_1, \ldots, v_G$ of the random vector $v$ is defined as follows [58]:

$$I(v) \triangleq \sum_{j=1}^{G} H(v_j) - H(v), \quad (2.7.3)$$

i.e. it is the sum of the individual/marginal entropies minus the joint entropy. It can be shown that mutual information is always nonnegative, and zero if and only if the components of $v$ are statistically independent. Hence, \textit{mutual information is a natural measure of the independence of random variables}. Algorithms based on mutual information should \textbf{minimize the mutual information} of the components of $y = Wx$ in (2.3.3) as a function of $W$. Since mutual information is completely determined by a (joint) probability density function (like differential entropy and negentropy), with abuse of notation we can write $I(p_v(v))$. In [52], it is shown that the negative mutual information $\Xi(p_v(v)) \triangleq -I(p_v(v))$ satisfies properties CFP1-CPP3 on page 42 and thus is a contrast function; see also Section 2.5. The mutual information $I(y)$ of $y$ can be expressed as a function of the de-mixing matrix $W$ and the entropy $H(x)$ of the observations as follows (recall that we are assuming that $S = D$):

$$I(y) = \sum_{j=1}^{D} H(y_j) - H(x) - \log(\det(W)). \quad (2.7.4)$$

This expression is very important for ICA and IBSS because many algorithms are inspired by, or based on, it. For whitened data (see Section 2.6), (2.7.4) becomes:

$$I(y) = \sum_{j=1}^{D} H(y_j) - H(y_w) \quad (2.7.5)$$

because $\log(\det(Q)) = \log(1) = 0$ due to the fact that $Q$ is orthogonal. As is shown in [52], $I(y)$ can also be expressed in terms of negentropies and correlation values as follows:

$$I(y) = H_{\text{neg}}(y) - \sum_{j=1}^{D} H_{\text{neg}}(y_j) + \frac{1}{2} \log \left( \prod_{j} \frac{(\sigma_{y_j})^2}{\det(R^y)} \right), \quad (2.7.6)$$

where the variances $(\sigma_{y_j})^2$ are given by the diagonal elements of the correlation matrix $R^y \triangleq E\{yy^T\}$. It can easily be seen that if the components of $y$ are uncorrelated, this expression
becomes:

\[ I(y) = H_{\text{neg}}(y) - \sum_{j=1}^{D} H_{\text{neg}}(y_j). \] (2.7.7)

### 2.7.2.4 Kullback-Leibner divergence

The Kullback-Leibner divergence, often abbreviated as KL-divergence, between two probability density functions \( f_{\nu}(v) \) and \( g_{\nu}(v) \) is defined as follows:

\[
K(f_{\nu} \parallel g_{\nu}) \triangleq \int_{-\infty}^{\infty} \log \left( \frac{f_{\nu}(v)}{g_{\nu}(v)} \right) f_{\nu}(v) \, dv. \] (2.7.8)

It can be shown that \( K(f_{\nu} \parallel g_{\nu}) \geq 0 \) with equality if and only if the two distributions \( f_{\nu}(v) \) and \( g_{\nu}(v) \) are equal. The KL-divergence is a kind of distance between two probability density functions. However, it is not a proper distance function because it is asymmetric in its arguments, i.e. \( K(f_{\nu} \parallel g_{\nu}) \neq K(g_{\nu} \parallel f_{\nu}) \). The KL-divergence can be used as a measure of statistical independence of the components of the random vector \( y \). This can be done by considering the divergence between the joint probability density function \( p_y(y) \) of the output signals and the product of the marginal probability density functions \( p_{y_1}(y_1), \ldots, p_{y_D}(y_D) \) derived from \( p_y(y) \) (see Section B.2.1 and equation (B.2.8)):

\[
K \left( p_y(y) \parallel \prod_{j=1}^{D} p_{y_j}(y_j) \right) \triangleq \int_{-\infty}^{\infty} \log \left( \frac{p_y(y)}{\prod_{j=1}^{D} p_{y_j}(y_j)} \right) p_y(y) \, dy. \] (2.7.9)

For a factorizable jpdf, which is reminiscent of statistically independent components, the logarithm in (2.7.9) yields zero. Hence, the Kullback-Leibner divergence between a jpdf, and its version factorized in terms of the mpdf’s, can be used as a measure of statistical independence. This is also evident from the fact that \( K(p_y(y) \parallel \prod_{j=1}^{D} p_{y_j}(y_j)) \) is equal to the mutual information of the random variables \( y_1, \ldots, y_D \); see Section 2.7.2.3. This can easily be seen as follows:

\[
K \left( p_y(y) \parallel \prod_{j=1}^{D} p_{y_j}(y_j) \right) = -\sum_{j=1}^{D} \int_{-\infty}^{\infty} \log \left( p_{y_j}(y_j) \right) p_y(y) \, dy \\
+ \int_{-\infty}^{\infty} \log (p_y(y)) p_y(y) \, dy \overset{(2.7.3)}{=} \sum_{j=1}^{D} H(y_j) - H(y) \overset{(2.7.3)}{=} I(y). (2.7.10)
\]

### 2.7.2.5 Approximating entropy and related quantities

The problem with using entropy and related quantities such as negentropy and mutual information is that they are difficult to estimate in practice because the complete (j)pdf’s have to be known and difficult integrations have to be performed. It is well known that in general the parametric or non-parametric estimation of probability density functions is a difficult problem that is very prone to errors. For these reasons, entropy mainly remains a theoretical
quantity and approximations are used in practice. There are several methods for approximating entropy and related quantities by expressing it in terms of cumulants or more general expectations; see Appendix B and [82], [81], [78].

The classic method uses polynomial expansions of the probability density functions around a Gaussian pdf. Two common expansions are the Gram-Charlier and Edgeworth expansions [34, 52, 111]. Using the first few terms of such an expansion (which form an approximation of the pdf to a Gaussian pdf), together with the first few terms of the Taylor expansion of the logarithm in (2.7.1), an approximation of entropy is obtained. For example, for a zero mean univariate random variable \( v \), the Gram-Charlier expansion results in the following approximation of entropy [80]:

\[
H(v) \approx H(v_{\text{gauss}}) - \frac{1}{12} (\kappa_{v,3})^2 - \frac{1}{48} (\kappa_{v,4})^2,
\]

(2.7.11)

where \( H(v_{\text{gauss}}) \) denotes the entropy of a standardized Gaussian variable, and \( \kappa_{v,l} \) denotes the \( l \)-th order cumulant of \( v \). From (2.7.2), it then follows that:

\[
H_{\text{neg}}(v) \approx \frac{1}{12} (\kappa_{v,3})^2 + \frac{1}{48} (\kappa_{v,4})^2.
\]

(2.7.12)

Similar (generalized) approximations can be obtained for random vectors. Likewise, owing to relations like (2.7.6) and (2.7.7), approximations of the Kullback-Leibner divergence and mutual information can also be found. For more information on approximations of entropy and related quantities, see [89], [80], [82], [75], [6] and [52] and the references therein.

### 2.7.2.6 The relation between statistical independence and non-Gaussianity

In this section, we briefly reconsider the important relation between statistical independence and non-Gaussianity (see Section 2.7.1) by examining the relation between the corresponding information-theoretic measures, viz. mutual information and negentropy respectively. First note that from (2.7.10) it follows that mutual information and the Kullback-Leibner divergence are equivalent measures of statistical independence. Likewise, from (2.7.2) it follows that negentropy and differential entropy are similar or equivalent measures of non-Gaussianity. Hence, examining the link between mutual information and negentropy (i.e. statistical independence and non-Gaussianity) is equivalent to examining the link between Kullback-Leibner divergence and differential entropy respectively, or between the Kullback-Leibner divergence and negentropy. For convenience, here we consider the relation between mutual information and negentropy.

For the sake of clarity, we assume that the observation signal vector \( x \) of our MIBI/ICA model (2.3.1) has been whitened. As in Section 2.6, the resulting whitened signal vector is denoted \( y_w \) and the remaining problem is the determination of the orthogonal matrix \( Q \) in (2.6.6) from the samples of \( y_w \); see Section 2.6.2. Equality (2.7.7) shows that the mutual information \( I(y) \) of \( y \) can be expressed in terms of the joint negentropy of \( y \) and the individual negentropies of its components. Furthermore, in [52] and [80] it is shown that negentropy is invariant for invertible linear transformations. Now, from (2.6.6) it follows that

\[
H_{\text{neg}}(y) = H_{\text{neg}}(Q^T y_w) = H_{\text{neg}}(y_w).
\]

Substituting this result into (2.7.7) finally gives:

\[
I(y) = H_{\text{neg}}(y_w) - \sum_{j=1}^D H_{\text{neg}}(y_j).
\]

(2.7.13)

1\(^{\text{In terms of the multivariate cumulant notation discussed in Section B.2.6.5, } \kappa_{v,l} \equiv \text{cum}(v, \ldots, v).\}
2.7 Exploiting spatial independence and non-Gaussianity

Since the negentropy $H_{\text{neg}}(y_w)$ of the whitened data is not influenced by the final orthogonal transformation $y = Q^T y_w$ to statistically independent components, the minimization of $I(y)$ as a function of $Q$ (or $Q^T$) is equivalent to maximizing the sum $\sum_{j=1}^{D} H_{\text{neg}}(y_j)$. In other words, ICA estimation by minimizing the mutual information of the estimated source signals is equivalent to maximizing the sum of their individual negentropies. Hence, because of the links emphasized at the beginning of this section, ICA estimation by minimizing the statistical independence of the estimated source signals is equivalent to maximizing the sum of their non-Gaussianities. This is exactly what we claimed in Section 2.7.1. For more information, see Chapters 10 and 14 of [80].

2.7.2.7 Algorithm based on information-theoretic measure(s)

Since most algorithms based on information-theoretic concepts are closely related, and because of space limitations, we only discuss the most common algorithm based on minimizing mutual information [5–7, 12, 47, 65]. This algorithm tries to find the de-mixing matrix $W$ by minimizing the mutual information of the estimated source signals by a gradient descent method (see Section 2.5). Naturally, a cost function that is equal to the mutual information $I(y)$ in (2.7.4) is chosen. We briefly sketch a possible intuitive derivation; see the references above for more information. According to the standard gradient descent method, the cost function defined as $I(y) = I(y(W))$ is minimized by iteratively updating some initial value $W[0]$ of $W$ as follows:

$$W[k + 1] = W[k] - \mu[k] \frac{\partial I(y(W))}{\partial W} \bigg|_{W[k]}.$$  

(2.7.14)

The derivative of $I(y) = I(y(W))$ w.r.t. $W$ is given by (for example, see [5, 7, 47, 65]):

$$\frac{\partial I(y)}{\partial W} = -W^{-T} + \sum_{j=1}^{D} \frac{\partial H(y_j)}{\partial W} = -W^{-T} - \sum_{j=1}^{D} \frac{\partial E\{\log(y_j)\}}{\partial W}.$$  

(2.7.15)

It can be shown that the second term on the right hand side can be written as follows [5, 47]:

$$-\sum_{j=1}^{D} \frac{\partial E\{\log(y_j)\}}{\partial W} = E\{f(y)x^T\},$$  

(2.7.16)

where

$$f(y) \triangleq \begin{bmatrix} f_1(y_1) \\
\vdots \\
f_D(y_D) \end{bmatrix} \quad \text{with} \quad f_j(y_j) \triangleq -\frac{\partial \log(p_{y_j}(y_j))}{\partial y_j} \quad \forall 1 \leq j \leq D.$$  

The nonlinear functions $f_j(\cdot)$ are typically called score or activation functions [5]. The ideal form of the functions is determined by the source pdf’s, i.e. by substituting $p_{y_j}(y_j) = p_{s_j}(y_j)$ in the expression above for $f_j(y_j)$. However, in (fully) blind signal processing the source densities are generally unknown; otherwise the problem would be semi-blind. Therefore, most researchers assume the same arbitrary fixed form for all functions, i.e. $f_1(y) = \cdots = f_D(y) \triangleq f(y)$, where typical examples of $f(y)$ are $\text{sign}(y), \tanh(y), (y)^3$, etc. Another possibility is to estimate the score function by approximating the probability density functions. This can be done by using Gram-Chalier or Edgeworth expansions (see Section 2.7.2.5). Another way is to parameterize the score function(s) or source pdf(s) and try to estimate the
parameters adaptively from the output signals. We will not address these issues here, but assume that the score functions are known or can be approximated appropriately.

Using the instantaneous version of gradient (2.7.15) in update rule (2.7.14), the following on-line stochastic gradient descent algorithm is obtained (See Section 2.5):

\[ W[k + 1] = W[k] + \mu[k] \left( W^{-T}[k] - f(y[k])x^{T}[k] \right). \]  

(2.7.17)

Note that the index \( k \) iterates over the available samples. For example, in the case of time series data it becomes a time index. Using the relation \( y[k] = W[k]x[k] \), (2.7.17) can be written as follows:

\[ W[k + 1] = W[k] + \mu[k] \left( I - f(y[k])y^{T}[k] \right) W^{-T}[k]. \]  

(2.7.18)

This learning rule is of fundamental importance in ICA. Many other approaches based on information-theoretic concepts arrive at the same or a slightly different rule from different viewpoints. In [4, 7, 47], it is shown that the parameter space consisting of nonsingular square matrices has a Riemannian, i.e. non-Euclidian structure. Therefore, the natural gradient approach is more suitable to the problem and it provides a significantly improved convergence; see also Section 2.5. As shown in [4, 7, 50, 75] and [47], the natural gradient is obtained by post-multiplying the standard gradient by \( W^{T}W \), resulting in the following learning rule:

\[ W[k + 1] = W[k] + \mu[k] \left( I - f(y[k])y^{T}[k] \right) W[k]. \]  

(2.7.19)

In addition to providing enhanced performance, this rule is also easier to compute than (2.7.18) because the matrix inversion is no longer required. We summarize the results of this section in the following algorithm for performing IBSS based on the minimization of mutual information:

\textbf{Algorithm 2.1 IBSS based on minimizing mutual information.}

\begin{itemize}
  \item Initialize \( W[k] \), then iterate over available samples:
  \begin{enumerate}
    \item Compute output signals by \( y[k] = W[k]x[k] \);
    \item Update \( W[k] \) according to learning rule (2.7.18):
      \[ W[k + 1] = W[k] + \mu[k] \left( I - f(y[k])y^{T}[k] \right) W^{-T}[k] \]
      or (2.7.19):
      \[ W[k + 1] = W[k] + \mu[k] \left( I - f(y[k])y^{T}[k] \right) W[k]. \]
  \end{enumerate}
\end{itemize}

Finally, we note that contrary to the development above, where we started with the ideal (i.e. ‘unapproximated’) mutual information and introduced approximations later on during the gradient estimation, it is also possible to start directly from some approximation of the mutual information (see Section 2.7.2.5). The latter approach yields learning rules that are the same as, or very similar to, the ones derived above.
2.7 Exploiting spatial independence and non-Gaussianity

2.7.3 Signal processing oriented measures of statistical independence and non-Gaussianity

This section discusses several signal processing oriented measures of statistical independence and non-Gaussianity, such as joint cumulants, joint moments, and other types of (nonlinear) joint expectations. Like Section 2.7.2, it also provides the theoretical background for the application of these concepts to the ICA problem. In principle, similarly to the information-theoretic measures the signal processing measures are also specified in terms of (joint) probability density functions, but in practice they usually can be estimated directly from the data. We will make use of several well-known results of statistics that are summarized in Appendix B; for details we refer the reader to [111, 112, 122, 154]. Along the way, several practical algorithms are discussed.

2.7.3.1 Measuring statistical independence by cross-cumulants

In this section, we will consider the use of joint cumulants for measuring statistical independence. This is justified by a theorem that can be derived from the statistical independence criterion formulated in Section B.2.3 (for an example in terms of the source signals, see (2.3.2) in Section 2.3.1). In Section B.2.6.8, this theorem is formulated and proven as Theorem B.2.3; we repeat it here for convenience:

**Theorem 2.7.1. Statistical independence criterion based on joint cumulants.**

The random variables $v_1, \ldots, v_G$ are mutually statistically independent if and only if their cross-cumulants of all possible orders are zero:

$$\text{cum} (v_{i_1}, \ldots, v_{i_l}) = 0 \quad \forall \ (i_1, \ldots, i_l) \in I_{c,G}^l, \quad \forall l \in \mathbb{N}.$$  (2.7.20)

The notation $\text{cum}(\cdot, \cdot \cdot, \cdot)$ denotes the cumulant function and $I_{c,G}^l$ denotes the set of all length-$l$ 'cross-tuples' of indices, i.e. all possible tuples with $1 \leq i_1, \ldots, i_l \leq G$ except for those with all indices equal $i_1 = \cdots = i_l$.

Section B.2.6.8 also provides two theorems that are simplified versions of this theorem, and which are very useful in practice. We will now briefly repeat these theorems, and then give a concrete example.

**Definition 2.7.2. Statistical independence up to order $l$.** The random variables $v_1, \ldots, v_G$ are said to be mutually statistically independent up to order $l$ if and only if all their cross-cumulants of orders smaller than or equal to $l$ are zero:

$$\text{cum} (v_{i_1}, \ldots, v_{i_k}) = 0 \quad \forall \ (i_1, \ldots, i_k) \in I_{c,G}^k, \quad \forall k \leq l.$$  (2.7.21)

In words, this theorem states that $v_1, \ldots, v_G$ are mutually statistically independent up to, and including, order $l$ if and only if all their possible cross-cumulants of orders smaller than or equal to $l$ are zero. Note that the set of conditions in (2.7.21) is weaker than that in (2.7.20).

**Definition 2.7.3. Statistical independence at order $l$.** The random variables $v_1, \ldots, v_G$ are said to be mutually statistically independent at order $l$ if and only if all their cross-cumulants

---

1See Sections B.2.6.2 and B.2.6.5 of Appendix B for the definition of the moment and cumulant functions $\text{mom}(\cdot, \cdot \cdot, \cdot)$ and $\text{cum}(\cdot, \cdot \cdot, \cdot)$ respectively.

2See Appendix A for information about tuple and set notations like $(i_1, \ldots, i_l)$ and $I_{c,G}^l$ respectively.
of order \( l \) are zero:

\[
\text{cum} \left( v_{i_1}, \ldots, v_{i_l} \right) = 0 \quad \forall \ (i_1, \ldots, i_l) \in \mathcal{I}_{c,l}^l.
\]  

(2.7.22)

This theorem states that \( v_1, \ldots, v_G \) are mutually statistically independent at order \( l \) if and only if all their possible cross-cumulants of order \( l \) are zero. Note that the set of conditions in (2.7.20) and (2.7.22) is weaker than that in (2.7.21).

Now, in order to make these theorems and associated notation more tangible, we consider Definition 2.7.3 for a specific case, viz. the statistical independence at order two, i.e. \( l = 2 \), of three real-valued zero mean random variables \( v_1, v_2 \) and \( v_3 \), i.e. \( G = 3 \). First note that for zero mean variables, second order cumulants are equal to correlations (see Section A.2.6.6, and in particular (A.2.44b) on page 442). Furthermore, according to the shorthand notation explained in Section A.2, the set \( \mathcal{I}_{c,2}^2 \) is defined as the set of all pairs of indices ranging from 1 to 3 for which the indices are different, i.e. \( \mathcal{I}_{c,2}^2 \equiv \{(i_1, i_2) \mid 1 \leq i_1, i_2 \leq 3, i_1 \neq i_2\} = \{(1, 2), (2, 1), (1, 3), (3, 1), (2, 3), (3, 2)\} \). Since \( \text{cum} \left( v_{i_1}, v_{i_2} \right) = E\{v_{i_1}, v_{i_2}\} = E\{v_{i_2}, v_{i_1}\} = \text{cum} \left( v_{i_2}, v_{i_1} \right) \) (see Sections B.1.3 and B.2.6 respectively for the definitions of uni- and multivariate expectations), half of the constraints in (2.7.22) is redundant and can be omitted. Hence, (2.7.22) yields the following set of conditions:

\[
\text{cum} \left( v_{i_1}, v_{i_2} \right) = E\{v_{i_1}, v_{i_2}\} = 0 \quad \forall \ (i_1, i_2) \in \{(1, 2), (1, 3), (2, 3)\}.
\]

Therefore, for this specific example in words Definition 2.7.3 states that \( v_1, v_2 \) and \( v_3 \) are mutually statistically independent at order 2, i.e. uncorrelated, if and only if the cross-correlations \( r_{12}, r_{13} \) and \( r_{23} \) are all zero.

The theorem and definitions above can be applied directly to MIBI and related problems because these usually assume that the source signals \( s_1, \ldots, s_S \) (in MIBI and ISBISL) and/or the output signals \( y_1, \ldots, y_D \) (in IBSS/ICA) are statistically independent at, or up to, some order \( l \). For example, in Section 2.2.2 we have seen that it is commonly assumed that certain cross-cumulants of the source signals are zero. In practice, cumulants and moments can only be estimated with sufficient accuracy for orders smaller than or equal to four or five. For this reason, in practice we are more or less forced to employ Definition 2.7.2 or 2.7.3 instead of Theorem 2.7.1, which is mainly of theoretical importance. Most blind approaches based on exploiting temporal structure use second order statistics, whereas approaches based on exploiting statistical independence and non-Gaussianity require the order of the statistics to be at least 3 because of ASS3. Most practical algorithms in the latter category use third order statistics for signals with asymmetric pdf’s and fourth order statistics for signals with symmetric pdf’s. Depending on the assumptions adopted by a certain method, considering a single order might be sufficient for identifying the mixing system or recovering the sources. Later on we will show that the MIBI method that we will develop in later chapters allows one to exploit several orders simultaneously, which may be advantageous for some scenarios. As we have indicated at the end of Section 2.7.1, because this method employs the cross-cumulant based measure of statistical independence discussed above, we will discuss cross-cumulant based algorithms described in the literature along with their main principles in a dedicated section, viz. Section 2.7.4. In the next section, we discuss another signal processing oriented approach for measuring statistical independence that is based on (nonlinear) joint expectations. Two practical algorithms based on this approach are discussed in Section 2.7.3.3.
2.7 Exploiting spatial independence and non-Gaussianity

2.7.3.2 Measuring statistical independence by (nonlinear) joint expectations

In this section, we consider a basic property of statistically independent random variables for measuring statistical independence. As is shown in Section B.2.3, this property is expressed in terms of mathematical expectations and can be deduced very simply from the statistical independence criterion. It is formulated in Theorem B.2.1, which is repeated here for convenience:

**Theorem 2.7.4. Nonlinear joint expectations.** Let \( \mathbf{v} \) be a length-\( G \) random vector with statistically independent components and let \((i_1, \ldots, i_l)\) be a length-\( l \) tuple of indices. Consider a subset \( \{v_{i_1}, \ldots, v_{i_l}\} \) of \( l \) components of \( \mathbf{v} \), where each index \( 1 \leq i_k \leq G \) indexes a component of \( \mathbf{v} \). In addition, let \( g_1(v_{i_1}), \ldots, g_l(v_{i_l}) \) be a set of \( l \leq G \) smooth functions from \( \mathbb{R}^l \) to \( \mathbb{R} \) of which the expectations exist. Then, the following property is satisfied:

\[
E \left\{ \prod_{m=1}^{l} g_m(v_{i_m}) \right\} = \prod_{m=1}^{l} E \{g_m(v_{i_m})\} \quad \forall \ (i_1, \ldots, i_l) \in I^l_{d,G}, \quad \forall \ l \in \mathbb{N}. \tag{2.7.23}
\]

The notation \( I^l_{d,G} \) denotes the set of all length-\( l \) tuples of indices with \( 1 \leq i_1, \ldots, i_l \leq G \) that are all different (hence the subscript \( 'd' \) in \( I^l_{d,G} \)), e.g. \((i_1, \ldots, i_l) = (1, 2, \ldots, l)\).

For properly chosen (sets of) functions \( g_1(\cdot), \ldots, g_l(\cdot) \), this criterion can serve as a useful characterization of statistical independence in MIBI and related problems. Virtually all applications described in the literature that are based on Theorem 2.7.4 only consider the simplest possible case, viz. \( l = 2 \); see [49, 50, 91] and [51], for example. Because one of our main purposes in this thesis is providing conceptual insight, we consider and formulate some ideas that are more general than the ones described in the literature. Note that the left hand side of (2.7.23) can be regarded as a kind of *nonlinear moment* if some or all of the involved functions are nonlinear. In the sequel of this section, we make Theorem 2.7.4 more corporeal by considering some possible choices for the functions \( g_1(\cdot), \ldots, g_l(\cdot) \). In addition, our purpose is to give some feeling for how these functions should be chosen properly for blind problems. Then, in the next section we will explain two algorithms that are based on the theorem.

To start with, assume that \( g_1(v) = \cdots = g_l(v) = v \), i.e. all functions are the same and equal to the odd linear function \( g(v) = v \); then, (2.7.23) becomes:

\[
E \left\{ \prod_{m=1}^{l} v_{i_m} \right\} = \prod_{m=1}^{l} E \{v_{i_m}\} \quad \forall \ (i_1, \ldots, i_l) \in I^l_{d,G}, \quad \forall \ l \in \mathbb{N}. \tag{2.7.24}
\]

The term at the left hand side is precisely the joint moment \( r^v_{i_1,\ldots,i_l} = \text{mom}(v_{i_1}, \ldots, v_{i_l}) \triangleq E\{v_{i_1} \cdots v_{i_l}\} \) of \( v_{i_1}, \ldots, v_{i_l} \) defined in (B.2.28) on page 438. If we also adopt the assumption that at least one of the random variables \( v_{i_1}, \ldots, v_{i_l} \) has zero mean, which is common in many signal processing applications, it is clear that the right hand side of (2.7.24) equals zero. Hence, in this case characterization (2.7.24) states that \( \text{mom}(v_{i_1}, \ldots, v_{i_l}) = 0 \) for all tuples \((i_1, \ldots, i_l)\) with different indices. This result is very similar to (2.7.22), but in this case the set of allowed index tuples is much smaller. This is one of the reasons that employing joint cumulants usually is preferred over employing joint moments. However, by allowing equal indices in Theorem 2.7.4, a more general result can be obtained: we will show that \( \text{mom}(v_{i_1}, \ldots, v_{i_l}) = 0 \) for all index tuples that contain at least one index value that occurs an odd number of times. For example, if \((i_1, i_2, i_3, i_4) = (4, 2, 2, 3)\), \( \text{mom}(v_4, v_2, v_2, v_3) = E\{v_4\}E\{v_2\}^2E\{v_3\} = 0 \) because \( E\{v_4\} \) and \( E\{v_3\} \) are assumed to be zero. On the other
hand, when \((i_1, i_2, i_3, i_4) = (4, 2, 4, 1)\), \(\text{mom}(v_4, v_2, v_2, v_4) = (E\{v_2\})^2(E\{v_4\})^2 \neq 0\) because the variances \((E\{v_2\})^2\) and \((E\{v_4\})^2\) are non-zero. Denoting by \(T^{I}_{a,G}\) (see (A.2.19)) the set of all index tuples contained in \(T^{I}_{a,G} \triangleq \{(i_1, \ldots, i_l) \mid 1 \leq i_1, \ldots, i_l \leq G\}\) (see (A.2.14)) that have at least one index value that occurs an odd number of times, we have the following result:

\[
\text{mom}(v_1, \ldots, v_n) = 0 \quad \forall (i_1, \ldots, i_l) \in T^{I}_{a,G}.
\]

(2.7.25)

The similarity to (2.7.22) is now obvious. As explained in Section B.2.6.7, both in theory and practice it is preferable to work with (2.7.22) than with (2.7.25) because cumulants have many nice properties not shared by moments.

Secondly, we consider the scenario where at least one of the functions \(g_1(\cdot), \ldots, g_l(\cdot)\) in (2.7.23), say the \(k\)-th, is odd. In addition, we adopt the assumption that the pdf of the corresponding variable \(v_k\) is even, which is another common assumption in signal processing. Then, \(E\{g_k(v_k)\} = 0\) and the right hand side of (2.7.23) is zero. Hence, (2.7.23) becomes:

\[
E \left\{ \prod_{m=1}^{l} g_m(v_{i_m}) \right\} = 0 \quad \forall (i_1, \ldots, i_l) \in T^{I}_{a,G}, \quad \forall l \in \mathbb{N}.
\]

(2.7.26)

Like properties (2.7.23)-(2.7.25), this result is also a characterization of statistical independence, but does not necessarily imply it. However, it can be shown that under some additional assumptions, satisfaction of this property or of (2.7.23)-(2.7.25) almost surely guarantees statistical independence [69]. We will not pursue this issue here, but briefly highlight the application of (2.7.26) to MIBI and related problems. Considering the IBSS problem for example, we know that the source signals satisfy properties (2.7.23)-(2.7.26) for properly chosen functions because they are statistically independent. Therefore, we also know that the de-mixing matrix \(W\) should be designed in such a way that the components of the output vector \(y\) satisfy the same properties. A specific example for \(l = 2\) of the application of (2.7.26) to IBSS is described in the literature, see [49, 51, 91] and [50]. Usually, the two functions \(g_1(\cdot)\) and \(g_2(\cdot)\) in (2.7.26) are called \(f(\cdot)\) and \(g(\cdot)\) respectively, i.e., \(g_1(\cdot) = f(\cdot)\) and \(g_2(\cdot) = g(\cdot)\), and at least one of them is nonlinear. Property (2.7.26) can now be written as:

\[
E \left\{ f(y_i)g(y_j) \right\} = 0 \quad \forall 1 \leq i \neq j \leq S.
\]

(2.7.27)

For obvious reasons, the quantity on the left hand side is often called nonlinear correlation. In general, it is hoped and/or expected that by zeroing the nonlinear correlations between each possible pair of different output signals statistical independence is obtained. This is reasonable because it can easily be shown that nonlinear correlation implicitly involves HOS due to the nonlinearity of the functions. See [80] and [91] for considerations and explanations of this problem, and [49, 51, 91] and [50] for possible choices of the functions. In the next section, we will discuss a few approaches from the literature to the actual solution of the system of equations (2.7.27).

We conclude this section by briefly sketching an idea for generalizing the approach in the previous paragraph, which to our knowledge is not described in the literature. In principle, we can exploit (2.7.23) by minimizing the (squared) absolute difference between both sides as a function of the elements of the de-mixing matrix \(W\):

\[
W = \arg\min_{W} \left| E \left\{ \prod_{m=1}^{l} g_m(v_{i_m}) \right\} - \prod_{m=1}^{l} E \left\{ g_m(v_{i_m}) \right\} \right|.
\]
As with any method involving nonlinear functions, it may be very difficult in practice to find the estimate \( \hat{W} \) of \( W \) for this problem. The most obvious method for minimization is to use a gradient descent algorithm, which is easy to derive in this case. However, it usually cannot be guaranteed that the algorithm will not converge to a local minimum.

2.7.3.3 Algorithms based on nonlinear de-correlation

2.7.3.3.1 The Hérault-Jutten algorithm

Hérault and Jutten were among the first researchers that provided a solution for the instantaneous blind signal separation problem [55, 91]. Inspired by certain capabilities of the nervous system, they designed the neural feedback system for blind signal separation depicted in Fig. 2.2. Their approach is based on nonlinear de-correlation and works for square mixing systems only. For the sake of clarity, we assume that the mixing system is real-valued and that no sensor noise is present. The output signal is defined as \( y = x - Cy \), where \( C \) is a matrix with zero diagonal elements. Assuming that the involved inverse exists, the input-output mapping of the neural network is given by:

\[
y = (I + C)^{-1}x.
\]

Hence, in terms of our notation the de-mixing system \( W \) is defined as \( W = (I + C)^{-1} \). If \( W \) equals the ideal solution \( A^{-1} \), the equality \( I + C = A \) holds. Since \( C \) has zero diagonal elements, the diagonal elements of \( A \) (or a scaled and permuted version of it) are implicitly assumed to be one, thereby handling the scaling indeterminacy discussed in Section 2.4. In order to obtain a separating solution, Hérault and Jutten devised a rule that tried to adapt the off-diagonal elements of \( C \) in such a way that the non-linear correlation between the output signals becomes zero for certain functions \( f(\cdot) \) and \( g(\cdot) \) as formulated in (2.7.27) of the previous section. They proposed the following separation learning rule for achieving this:

\[
c_i^j[k + 1] = c_i^j[k] + \mu[k]f(y_i[k])g(y_j[k]) \quad \forall 1 \leq i \neq j \leq S. \tag{2.7.28}
\]

where \( f(\cdot) \) and \( g(\cdot) \) are odd nonlinear functions usually chosen as \( f(y) = y^3 \) and \( g(y) = \arctan(y) \). These functions have to be different, otherwise the matrix \( C \) would be constrained to be symmetric. Because the source signals are assumed to be zero mean and symmetrically distributed, and \( f(\cdot) \) and \( g(\cdot) \) are odd, \( E\{f(y_i[k])\} = 0 \) and \( E\{g(y_j[k])\} = 0 \) (see also the similar discussion in the previous section). This ensures that the adaptation rule in (2.7.28) does not change the coefficients when the signals have become independent because for independent output signals the following property is satisfied:

\[
E\{f(y_i)g(y_j)\} = E\{f(y_i[k])\}E\{g(y_j[k])\} = 0 \quad \forall 1 \leq i \neq j \leq S. \tag{2.7.29}
\]

However, property (2.7.29) itself does not imply that an algorithm using learning rule (2.7.28) will actually converge to a solution. Indeed, several convergence problems have been reported for this algorithm [145]. Supposing for the moment that the rule does converge, and assuming that the source signals are non-Gaussian, it is reasonable to expect a certain degree of

\[\text{Figure 2.2: Feedback system for Hérault-Jutten algorithm.}\]
independence between the signals when this equation is satisfied. This is the rationale behind the Hérault-Jutten algorithm. For more details, see the previous section and [55,91,145]. The Hérault-Jutten algorithm for performing IBSS based on nonlinear de-correlation is summarized in the following Alg. 2.2.

Algorithm 2.2 Hérault-Jutten algorithm for IBSS based on zeroing nonlinear de-correlation.

1. Initialize $C[k]$, then iterate over available samples:
   
   1. Compute output signals by $y[k] = x[k] - C[k]y[k]$;
   
   2. Update the elements $C[k]$ according to learning rule (2.7.28):

   $$c_i^j[k + 1] = c_i^j[k] + \mu[k] f(y_i[k]) g(y_j[k]) \quad \forall \ 1 \leq i \neq j \leq S.$$ 

2.7.3.3.2 Cichocki-Unbehauen algorithm Based on the Hérault-Jutten algorithm, Cichocki, Unbehauen, et. al. [49], [51] and [50] proposed an extension that yielded a significantly enhanced performance. Contrary to Hérault and Jutten, they adapted the conventional feedforward de-mixing system $W$ directly with the following learning rule:

$$W[k + 1] = W[k] + \mu[k] \left( \Lambda - f(y[k]) g^T(y[k]) \right) W[k], \quad (2.7.30)$$

where

$$f(y) \triangleq \begin{bmatrix} f(y_1) \\ \vdots \\ f(y_D) \end{bmatrix} \quad \text{and} \quad g(y) \triangleq \begin{bmatrix} g(y_1) \\ \vdots \\ g(y_D) \end{bmatrix}.$$ 

Here, $\Lambda$ is a diagonal matrix (often chosen as the identify matrix) whose elements determine the amplitude scaling of the output signals, and the functions $f(\cdot)$ and $g(\cdot)$ are two nonlinear scalar functions. As for the Hérault-Jutten algorithm, the rationale behind this algorithm is based on nonlinear correlations as measures for independence. It can easily be shown that the output signals are nonlinearly de-correlated at the stationary points of the learning rule. Since after convergence the update part must be zero on average, it follows that:

$$E \{ \Lambda - f(y[k]) g^T(y[k]) \} = \Lambda - E \{ f(y[k]) g^T(y[k]) \} = 0,$$

where the trivial solution $W = 0$ is excluded. This equation directly implies (2.7.27) for the off-diagonal elements. Hence, when the algorithm has converged the output signals are nonlinearly de-correlated. Again, this does not imply the reverse, viz. that the algorithm will actually converge. Finally, note the striking resemblance of (2.7.30) to (2.7.19). In fact, setting $f_1(y) = \cdots = f_D(y) \triangleq f(y)$ in (2.7.19), $g(y) = y$, and $\Lambda = I$ in (2.7.30), the rules are exactly the same. This is reminiscent of the fact that both algorithms are based on the same assumptions of statistical independence and non-Gaussianity. The Cichocki-Unbehauen algorithm for performing IBSS based on nonlinear de-correlation is summarized in the following Alg. 2.3.
Algorithm 2.3 Cichocki-Unbehauen algorithm for IBSS based on zeroing nonlinear de-correlation.

Initialize $W[k]$, then iterate over available samples:

1: Compute output signals by $y[k] = W[k]x[k]$;
2: Update $W[k]$ according to learning rule (2.7.30):

$$W[k+1] = W[k] + \mu[k] \left( \Lambda - f(y[k])g^T(y[k]) \right)W[k].$$

2.7.3.4 Measuring non-Gaussianity by kurtosis

In this section we consider the use of a statistical characterization called normalized kurtosis, or simply kurtosis, for measuring non-Gaussianity in IBSS/ICA problems [47, 79, 80, 83]. It is well known that the higher order cumulants of a Gaussian random variable are zero (see UCP2 on page 425). Hence, (a combination of) the absolute values of one or more higher order cumulants can be used as a measure of non-Gaussianity. In order to recover one source at a time (this is called Blind Signal Extraction [47], see Section 2.7.1), a row vector $\tilde{w}$ should be designed in such a way that the absolute values of one or more higher order cumulants of $y \triangleq \tilde{w}w$ are maximized. Often, only one cumulant order is considered, in particular the fourth. Instead of directly using the fourth order cumulant, a closely related quantity called normalized kurtosis is used. The normalized kurtosis of a random variable $v$ is denoted by $kurt(v)$ and defined as follows (B.1.17):

$$kurt(v) \triangleq E\left\{ \left( \frac{v - E\{v\}}{\sigma v} \right)^4 \right\} - 3. \quad (2.7.31)$$

In the following, we will use the terms kurtosis and normalized kurtosis interchangeably. As is explained in Section B.1.3.3, the kurtosis is a measure of the non-Gaussianity of a random variable and measures the flatness or peakedness of a distribution w.r.t. a Gaussian distribution. It is normalized w.r.t. the Gaussian distribution in the sense that it is zero for a Gaussian distribution only.

As has been explained in Section 2.7.1, several IBSS/ICA methods are based on the maximization of non-Gaussianity. Many of these methods work with whitened data [47]. Therefore, in the remainder of this section we will assume that the sensor signals have been whitened. See Section 2.6 for details and associated notation. In order to recover the source signals, the non-Gaussianities of the components of $y = W_o y_w$ have to be maximized, see (2.6.6). As has been mentioned in Section 2.7.1, with this approach it is possible to extract the source signals one at a time (BSE). To get an idea of the rationale behind such methods, consider the kurtosis of one output signal $y \triangleq \tilde{w}_o y_w$, where $\tilde{w}_o$ is one row of $W_o$ and $y_w$ contains the whitened sensor signals. Because $\|\tilde{w}_o\| = 1$, the variance of $y$ is also 1 and the kurtosis of $y$ is given by:

$$kurt(y) \triangleq E\{y^4\} - 3 = E\{(\tilde{w}_o y_w)^4\} - 3. \quad (2.7.32)$$

Based on this, a valid objective function can be defined as follows:

$$J(\tilde{w}_o) \triangleq |kurt(\tilde{w}_o y_w)| = |E\{(\tilde{w}_o y_w)^4\} - 3|. \quad (2.7.33)$$
Maximizing (2.7.33) yields the solution for $\tilde{w}_o$ that provides the maximum non-Gaussian signal $y$. A practical gradient algorithm for performing this maximization is described in the next section. The other source signals can be extracted iteratively after removing the contributions due to $y$ from the sensor signals and/or statistics by a deflation method, see Section 2.7.1 and [81].

### 2.7.3.5 Gradient algorithm based on kurtosis

A stochastic gradient algorithm that tries to find the row vector $\tilde{w}_o$ that maximizes the objective function in (2.7.33) is presented in [80]. As in Section 2.7.2.7, we first compute the derivative of objective function (2.7.33):

$$\frac{\partial J(\tilde{w}_o)}{\partial \tilde{w}_o} = \frac{\partial |\text{kurt}(\tilde{w}_o y_w)|}{\partial \tilde{w}_o} = 4 \text{sign}(\text{kurt}(\tilde{w}_o y_w)) E\left\{ (\tilde{w}_o y_w)^3 y_w^T \right\}.$$  

(2.7.34)

Hence, the following gradient ascent algorithm is obtained:

**Algorithm 2.4** Gradient ascent algorithm for IBSS based on kurtosis.

1. Initialize $\tilde{w}_o[k]$, then iterate over available samples of whitened signal vector $y_w$:
2. Compute output signal by $y[k] = \tilde{w}_o[k] y_w[k]$;
3. Update $\tilde{w}_o[k]$ according to:
   - $\tilde{w}_o[k+1] = \tilde{w}_o[k] + \mu[k] \text{sign} \left( \text{kurt}(\tilde{w}_o y_w[k]) \right) E\left\{ (\tilde{w}_o[k] y_w[k])^3 y_w^T[k] \right\};$
   - $\tilde{w}_o[k+1] = \frac{\tilde{w}_o[k+1]}{\|\tilde{w}_o[k+1]\|}.$

The normalization step ensures that the unit-norm property of $\tilde{w}_o$ is preserved. As we have explained in Section 2.5, a practical online version of this algorithm can be obtained by disregarding the right-most expectation operator in the update term. According to [80], we may not simply use the instantaneous value of the kurtosis $\text{kurt}(\tilde{w}_o y_w[k])$ in the algorithm above, but a more reliable estimate $\hat{\text{kurt}}(\tilde{w}_o y_w)$ that can be obtained by averaging over different samples; this can be done under certain (quasi-)stationarity and ergodicity assumptions (see Sections B.1.3.6 and B.2.6.9). Substituting this estimate for the argument of the sign function, the update step of the algorithm above becomes:

$$\tilde{w}_o[k+1] = \tilde{w}_o[k] + \mu[k] \text{sign} \left( \text{kurt}(\tilde{w}_o y_w[k]) \right) \left( \tilde{w}_o[k] y_w[k] \right)^3 y_w^T[k],$$  

(2.7.35)

See [79, 80, 83] and [47] for more information.

### 2.7.4 Algebraic and iterative algorithms based on cross-cumulants

In this section, we will elaborate on the main principles of using joint cross-cumulants as measures of statistical independence (see Section 2.7.3.1), and discuss several practical algorithms. We confine ourselves to fourth order cumulants because these are employed by most methods described in the literature. Some methods are based on ‘purely’ algebraic approaches that are formulated in terms of (generalized) eigendecompositions, tensor decompositions, etc. Others are based on iterative approaches, where some objective function is optimized iteratively. Methods in this category typically use a cost function that penalizes the cross-cumulants between the output signals.
2.7 Exploiting spatial independence and non-Gaussianity

2.7.4.1 Special structure of fourth order sensor cumulants

All methods based on cumulants implicitly or explicitly exploit the special algebraic structure of the sensor cumulants [26, 28, 32, 36, 53]. This structure can be derived from the fact that all fourth order cross-cumulants of the source signals are zero (see Definition 2.7.3 with \( l = 4 \)) by employing some convenient properties of cumulants (see Section B.2.6.7 in Appendix B and [111]). For clarity, we will consider real-valued systems and signals here; the derivation for the complex case proceeds similarly (see Section 3.3, for example). In addition, we assume that the source auto-cumulants are non-zero and that there is no sensor noise. Using the notation explained in Section B.2.6.5 and Appendix A, the assumptions on the lag-zero source cross- and auto-cumulants can be written as follows:

\[
\kappa^{\text{cum}}_{j_4} \equiv \kappa^{\text{cum}}_{j_1,j_2,j_3,j_4} \triangleq \text{cum}(s_{j_1}, s_{j_2}, s_{j_3}, s_{j_4}) = 0 \quad \forall (j_1, j_2, j_3, j_4) \in \mathcal{J}^4_{D},
\]

and

\[
\kappa^{\text{cum}}_{(j)_4} \equiv \kappa^{\text{cum}}_{j,j,j,j} \triangleq \text{cum}(s_j, s_j, s_j, s_j) \neq 0 \quad \forall 1 \leq j \leq D
\]

respectively. The notation \( \mathcal{J}^4_{D} \) in (2.7.36) denotes the tuple \((j_1, j_2, j_3, j_4)\) and \( \kappa^s_{j_4} \equiv \kappa^s_{j_1,j_2,j_3,j_4} \) denotes the fourth order joint cross-cumulant of the \( j_1 \)-th, \( j_2 \)-th, \( j_3 \)-th and \( j_4 \)-th source signals respectively. Furthermore, \( \mathcal{I}^4_{D} \) denotes the set of all possible length-4 ‘cross-tuples’ of indices ranging from 1 till \( D \) (A.2.18). Likewise, the notation \((j)_4\) in (2.7.37) denotes the tuple \((j, j, j, j)\) and \( \kappa^{\text{cum}}_{(j)_4} \equiv \kappa^{\text{cum}}_{j,j,j,j} \) denotes the fourth order auto-cumulant of the \( j \)-th source signal. Note that \((j)_4\) can be seen as the fourth order ‘auto-tuple’ defined by the index \( j \); see also (A.2.2). Using (2.7.36) and cumulant property CP7 on page 443, all fourth order sensor cumulants \( \{\kappa^s_{i_1,i_2,i_3,i_4} \}_{i_1, i_2, i_3, i_4} \in \mathcal{I}^4_{D} \) (the ‘\( t \)’ in \( \mathcal{I}^4_{D} \) stands for ‘total’, see (A.2.14) and Appendix A for the definition and more information respectively) can now be expressed in terms of the elements of the mixing matrix and the fourth order source auto-cumulants as follows:

\[
\kappa^s_{i_1,i_2,i_3,i_4} = \sum_{j=1}^{D} a^4_{i_1} a^4_{i_2} a^4_{i_3} a^4_{i_4} \kappa^s_{(j)_4} \quad \forall (i_1, i_2, i_3, i_4) \in \mathcal{I}^4_{D},
\]

or, equivalently:

\[
\text{cum}(x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}) = \sum_{j=1}^{D} a^4_{i_1} a^4_{i_2} a^4_{i_3} a^4_{i_4} \text{cum}(s_j, s_j, s_j, s_j) \quad \forall (i_1, i_2, i_3, i_4) \in \mathcal{I}^4_{D}.
\]

The product terms of the form \( a^4_{i_1} a^4_{i_2} a^4_{i_3} a^4_{i_4} \) are made up from a single vector, viz. the \( j \)-th column \( \alpha^j \) of \( \mathbf{A} \), and are usually called tetrads. All possible fourth order sensor cumulants can be stored in a four-dimensional array indexed by four the indices \( i_1, i_2, i_3 \) and \( i_4 \). Such a higher-dimensional array, which is a generalization of a matrix, is often called tensor. Accordingly, the right hand side of (2.7.38) represents a (tetradic) tensor decomposition. More specifically, the fourth order tensor decomposition in (2.7.38) is called \( D \)-tetradic decomposition because it consists of a linear combination of \( D \) tetrads [32, 32, 36, 53].

Although tables with more than two dimensions are usually called tensors in signal processing, mathematically speaking this is not correct. The correct name for an array with an arbitrary number of dimensions is holor [60]. For example, a matrix is a two-dimensional holor.

\(^{1}\)A tetrad is a kind of fourth order outer product of a vector with itself; this is in analogy with a dyad, which is the outer product of a vector with itself and defines a rank-1 matrix.
A tensor is defined as a mapping or function that is linear in each of its arguments. It satisfies a multilinear transformation law when a linear transform is applied to any vector of the underlying ‘input vector space’ [60, 111], exactly as in CP7 on page 443. The coefficients of this multilinear transformation w.r.t. a certain basis are usually stored in a holor. Hence, a holor represents a multilinear transformation w.r.t. a certain basis. For the purpose of this work, we will not need to make the distinction between a tensor and a holor. Therefore, we will adopt the signal processing convention and refer to a multi-dimensional array by the word ‘tensor’. We will use the same notation for tensors as for matrices (see Appendix A), i.e. they are denoted by boldface capitalized letters that correspond to the letters used for their coefficients. For example, the fourth order tensor with coefficients \( \{ v_{i_1,i_2,i_3,i_4} \}_{1 \leq i_1,i_2,i_3,i_4 \leq P} \) of size \( P \times P \times P \times P \) is denoted by \( V \). A tensor defined by cumulants will be called *cumulant tensor* in the sequel [36, 38]. Note that the sensor cumulant tensor \( K^x \) defined by the coefficients \( \{ \kappa_{x_{i_1,i_2,i_3,i_4}} \}_{1 \leq i_1,i_2,i_3,i_4 \leq D} \) in (2.7.38) is invariant to permutations of the indices. Consequently, it is called symmetric. In the next sections, several algebraic and iterative methods that exploit the structure revealed in (2.7.38) are discussed. We start by discussing some general concepts on which many of these methods are based.

### 2.7.4.2 Concepts related to fourth order cumulants

Several approaches to ICA that are based on fourth order cumulants have been developed by Cardoso and Comon, who are among the main pioneers of and contributors to ICA [26–30,32,36,38,52,56]. In this section, we discuss some concepts that have been introduced by Cardoso and that form the basis of several algorithms. In the following sections, the application of these concepts to different algorithms is highlighted. We adopt the same assumptions as in the previous section. Furthermore, it is assumed that the sensor cumulants are known or can be estimated from the available data.

Any ‘tetradic’ four-dimensional tensor, say \( C = \{ c_{i_1,i_2,i_3,i_4} \}_{1 \leq i_1,i_2,i_3,i_4 \leq D} \), can be used to define (element-wise) a linear matrix-to-matrix mapping \( T^c \) by the following contraction operation [36, 38]:

\[
[T^c(M)]_{ij} = \sum_{k,l=1}^{D} c_{ijkl} m^k_l \quad \forall \ 1 \leq i, j \leq D, \quad \forall \ M \in \mathbb{R}^{D \times D}.
\]  

(2.7.40)

The coefficients \( [T^c(M)]_{ij} \) are the coefficients of the transformation of \( M \) by \( T^c \) w.r.t. the standard orthonormal basis for the linear space of \( D \) by \( D \) matrices. Note that if the tensor \( C \) is not invariant under permutations of the indices, different linear operators can be defined by contracting over different indices. However, for our purposes it is sufficient to consider only the definition in (2.7.40). The range of the linear mapping is defined as usual:

\[
\mathcal{R}(T^c) \triangleq \{ T^c(M) \mid M \in \mathbb{R}^{D \times D} \}^+. \quad \text{(2.7.41)}
\]

The rank of \( T^c \) is defined as the dimension of its range:

\[
\text{rank}(T^c) \triangleq \dim(\mathcal{R}(T^c)). \quad \text{(2.7.42)}
\]

Again, other definitions are possible, but this one is sufficient for our purposes.

\(^{\dagger}\)See Appendix A and the list of symbols on page ?? for the meaning of the ‘range symbol’ \( \mathcal{R}(\cdot) \).
Substituting the sensor cumulant tensor $\mathbf{K}^x$ for $\mathbf{C}$ in (2.7.40), i.e. setting $c_{i_1i_2i_3i_4} = \kappa^x_{i_1i_2i_3i_4}$ for all $1 \leq i_1, i_2, i_3, i_4 \leq D$, yields:

$$[\mathbf{T}^x(\mathbf{M})]_{ij} = \sum_{k=1}^{D} \sum_{l=1}^{D} \kappa^{x_{kl}} m^k_l = \sum_{k=1}^{D} \sum_{l=1}^{D} \mathrm{cum}(x_i, x_j, x_k, x_l) m^k_l \quad \forall 1 \leq i, j \leq D.$$  

(2.7.43)

In the ICA context, the transformed matrix $\mathbf{T}^x(\mathbf{M})$ for an arbitrary matrix $\mathbf{M}$ is often called the \textit{cumulant matrix} [36, 38]. Note that $\mathbf{T}^x(\mathbf{M})$ is symmetric due to the symmetry of the sensor cumulant tensor. The structure of $\mathbf{T}^x(\mathbf{M})$ is easily deduced from (2.7.38):

$$[\mathbf{T}^x(\mathbf{M})]_{ij} = \sum_{k=1}^{D} \sum_{l=1}^{D} a^p_a^p a^q_a^q \kappa^{x_{kl}} m^k_l = \sum_{p=1}^{D} \left( \kappa^{x_{kl}} \sum_{k=1}^{D} \sum_{l=1}^{D} a^p_a^p a^q_a^q m^k_l \right) a^p_a^p a^q_a^q$$

$$\forall 1 \leq i, j \leq D, \quad \forall \mathbf{M} \in \mathbb{R}^D_D.$$  

In matrix notation, this equation reads:

$$\mathbf{T}^x(\mathbf{M}) = \mathbf{A} \Lambda(\mathbf{M}) \mathbf{A}^T \quad \forall \mathbf{M} \in \mathbb{R}^D_D,$$  

(2.7.44)

where

$$\Lambda(\mathbf{M}) \triangleq \mathrm{diag}(\lambda_1(\mathbf{M}), \ldots, \lambda_D(\mathbf{M})) \quad \text{and} \quad \lambda_p(\mathbf{M}) \triangleq \kappa^x_{x, x} (\mathbf{a}^p)^T \mathbf{M} \mathbf{a}^p.$$  

(2.7.45)

Hence, assuming that $\kappa^x_{x, x} \neq 0$ and $\mathbf{a}^p \neq 0$ for all $1 \leq p \leq D$, the range of $\mathbf{T}^x$ is the set of all matrices in the form $\mathbf{A} \Lambda(\mathbf{M}) \mathbf{A}^T$ with $\mathbf{D} \in \mathbb{R}^D_D$ an arbitrary diagonal matrix:

$$\mathcal{R}(\mathbf{T}^x) \triangleq \{ \mathbf{A} \Lambda(\mathbf{M}) \mathbf{A}^T | \mathbf{D} = \mathrm{diag}(\mathbf{D}) \} = \left\{ \mathbf{d}_j \mathbf{a}^j(\mathbf{a}^j)^T \Bigg| d_1, \ldots, d_D \in \mathbb{R} \right\}$$

$$= \mathcal{L}(\mathbf{a}^1(\mathbf{a}^1)^T, \ldots, \mathbf{a}^D(\mathbf{a}^D)^T) = \mathcal{L}(\{ \mathbf{a}^j(\mathbf{a}^j)^T \}^{1 \leq j \leq D}).$$  

(2.7.46)

The $j$-th element $\mathbf{a}^j(\mathbf{a}^j)^T$ of the set of ‘vectors’ $\{ \mathbf{a}^j(\mathbf{a}^j)^T \}^{1 \leq j \leq D}$ that span $\mathcal{R}(\mathbf{T}^x)$ is the orthogonal projector $\Pi^j \triangleq \mathbf{a}^j(\mathbf{a}^j)^T$ onto the one-dimensional subspace spanned by the $j$-th column of the mixing matrix. The range $\mathcal{R}(\mathbf{T}^x)$ is termed the \textit{Fourth Order Signal Subspace (FOSS)} by Cardoso [28, 30, 36]. From (2.7.46) it easily follows that if the projectors $\Pi^1, \ldots, \Pi^D$ are linearly independent, the dimension of the FOSS is $D$, i.e. $\dim(\mathcal{R}(\mathbf{T}^x)) = D$. The latter condition will be assumed in the rest of this section.

An orthonormal basis for the range of $\mathbf{T}^x$ can be obtained from an Eigenvalue Decomposition (EVD) of $\mathbf{T}^x$ [27, 30, 36]. Note that $\mathbf{T}^x$ has an orthonormal EVD because it is a linear symmetric operator. By definition, an eigenmatrix of $\mathbf{T}^x$ is a matrix $\mathbf{E}$ such that:

$$\mathbf{T}^x(\mathbf{E}) = \lambda \mathbf{E},$$  

(2.7.47)

where $\lambda$ is a real-valued scalar eigenvalue. It can be shown [27] that there exists a system of $(D)^2$ symmetric eigenmatrices $\mathbf{E}^1, \ldots, \mathbf{E}^{D^2}$ of size $D \times D$, and a set of corresponding real-valued eigenvalues $\lambda_1, \ldots, \lambda_{(D)^2}$, satisfying:

- $\mathbf{T}^x(\mathbf{E}) = \lambda_k \mathbf{E}^k \quad \forall 1 \leq k \leq (D)^2$;
- $\mathrm{tr}(\mathbf{E}^k(\mathbf{E}^l)^T) = \delta_k^l \quad \forall 1 \leq k, l \leq (D)^2,$

(2.7.48)

where $\mathrm{tr}(\mathbf{BC})$ denotes the standard inner product between the matrices $\mathbf{B}$ and $\mathbf{C}$ defined in Appendix A using the matrix ‘trace’ operator $\mathrm{tr}()$. In practice, the EVD of $\mathbf{T}^x$ can be computed by considering the tensor $\mathbf{K}^x = \{ \kappa^x_{i_1i_2i_3i_4} \}^{1 \leq i_1, i_2, i_3, i_4 \leq D}$ as a matrix in the space...
of $D \times D$ matrices, and vectorizing the involved matrices by stacking their columns on top of each other. This way, the tensor is represented by a $(D)^2 \times (D)^2$ matrix, whose eigenvectors and eigenvalues can be computed by conventional tools. By unstacking the eigenvectors into matrices, the desired eigenmatrices are obtained. Since $\dim(R(T^s)) = D$, only $D$ out of $(D)^2$ eigenvalues are non-zero. Arranged in decreasing order (as is conventional), the eigenvalues are denoted by $\lambda_1, \ldots, \lambda_D$. Hence, the corresponding eigenmatrices form an orthonormal basis of the FOSS:

$$\text{FOSS} = R(T^s) = \mathcal{L}(a^1(a^1)^T, \ldots, a^D(a^D)^T) = \mathcal{L}(E^1, \ldots, E^D). \quad (2.7.49)$$

The splitting of the FOSS into two subspaces, viz. one with the $D$ largest eigenvalues and one with the $(D)^2 - D$ smallest eigenvalues, is reminiscent of the subspace approach, which plays a major role in this thesis and is discussed in Chapter 3. The structure and properties of the FOSS can be exploited in different ways for estimating the mixing matrix $A$ and/or the source signals, some of which are illustrated in the next sections.

### 2.7.4.3 Approach based on Eigenvalue Decomposition

In this section, we discuss a simple approach that is based on the whitened observations $y_w = Qs$, where $Q \in \mathbb{R}^D_D$ (2.6.5). As has been explained in Section 2.6.2, after whitening the blind problem comes down to determining the unique orthogonal matrix $Q = [q^1 \cdots q^D]$ in (2.6.5) and (2.6.6) (or its inverse) that relates the sources to the whitened observations. In [38], Cardoso showed that in principle this can be done by performing an Eigenvalue Decomposition (EVD) of the cumulant matrix $T^{w}(M)$ of $y_w$ for some properly chosen $M$. Indeed, by considering $y_w$ instead of $x$ and $Q$ instead of $A$ in (2.7.44), it directly follows that:

$$T^{w}(M) = Q \Lambda(M)Q^T \quad \forall M \in \mathbb{R}^D_D, \quad (2.7.50)$$

where

$$\Lambda(M) \triangleq \text{diag}(\lambda_1(M), \ldots, \lambda_D(M)) \quad \text{and} \quad \lambda_p(M) \triangleq k_{(p)}^s(q^p)^TMq^p. \quad (2.7.51)$$

Since $Q$ is orthogonal, the right hand side of (2.7.50) represents the EVD of $T^{w}(M)$. This reveals the basic idea of EVD-based identification of $Q$: compute the EVD of $T^{w}(M)$ for some randomly chosen $M$; then the resulting eigenvectors correspond to the columns of $Q$ if the eigenvalues are different. If the eigenvalue decomposition is degenerate, i.e. if the eigenvalues are equal, a different $M$ has to be chosen. Although in practice this is very unlikely to happen, $M$ might be such that the problem is ill-conditioned. However, for the moment we assume that it is properly chosen. Equation (2.7.50) states that $Q^T$ is given by the (unique) orthogonal diagonalizer of $T^{w}(M)$ because $Q^T T^{w}(M) Q = \Lambda(M)$ is diagonal\(^1\). The algorithm for performing IBSS based on the eigenvalue decomposition of the sensor cumulant matrix $T^{w}(M)$ of the whitened data is summarized in Alg. 2.5. It should be noted that $A$ is determined ‘almost surely’ uniquely by $M$ if the latter matrix is drawn from a continuous probability density function. In other words, although in theory it is possible to choose an $M$ that yields equal eigenvalues, the choices for $M$ that yield such degenerate EVD problems have very small probability.

\(^1\)Sometimes $Q$ instead of $Q^T$ is called the orthogonal diagonalizer, but this is just a matter of convention.
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Algorithm 2.5 Blind identification of $Q$ and $s$ in $y_w = Qs$ and $y = \hat{s} = Q^T y_w$ based on EVD of cumulant matrix of whitened data.

1: Compute/estimate sensor correlation matrix $R_x \triangleq E\{xx^T\}$;
2: Compute whitening matrix $V$ from a square-root decomposition of $R_x$;
3: Compute whitened observation vector $y_w \triangleq Vx$ with $R_{y_w} \triangleq E\{y_w y_w^T\} = I$;
4: Compute/estimate all fourth order cumulants of $y_w$, i.e. the set $\{\kappa_{y_w}^{(i)}\}_{1 \leq i \leq 4}$;
5: Compute $T^y$ for some randomly chosen $M$;
6: Compute EVD of $T^y = Q \Lambda (M) Q^T$;
7: Compute estimated source signals by $y = \hat{s} = Q^T y_w$.

2.7.4.4 Joint Approximate Diagonalization of Eigenmatrices (JADE)

The idea in the previous section can be extended to multiple matrices [38]. The rationale is to estimate $Q^T$ as the joint (orthogonal) diagonalizer of a set of cumulant matrices $T \triangleq \{T^y(M_k)\}_{1 \leq k \leq K}$ for $K$ randomly generated matrices in the set $M \triangleq \{M_k\}_{1 \leq k \leq K}$. In other words, we want to find $Q$ or $Q^T$ such that the matrices $\{Q^T T^y(M_k) Q\}_{1 \leq k \leq K}$ are diagonal. This is exactly the idea behind Cardoso’s well-known Joint Approximate Diagonalization of Eigenmatrices (JADE) algorithm [38]. The advantages of this approach are that the problem usually becomes better conditioned and that the chance of degenerate or ill-conditioned solutions due to equal eigenvalues (see previous section) is reduced. Since the matrices in the set $T$ are constructed from sample cumulants (i.e. estimated from data) and thus contain errors, they cannot be exactly jointly diagonalized. For this reason, JADE is based on the approximate joint orthogonal diagonalization of $T$, which is discussed in the next paragraph.

A natural measure for the approximate diagonality of a matrix is the ratio of the sum of squares of its diagonal elements to the sum of the squares of its off-diagonal elements [38,80]. Since an orthogonal matrix does not change the total sum of squares of a matrix, we have the following result. If $Q$ is orthogonal (as is assumed), the minimization of the sum of squares of off-diagonal elements of the matrix $Q^T T Q$ is equivalent to maximization of the sum of squares of its diagonal elements. This is the rationale behind the following definition of the objective function used by the JADE algorithm. A joint orthogonal diagonalizer of the set $T$ is an orthogonal matrix $Q^T$ (or $Q$) that maximizes the following objective function:

$$J_{\text{JADE}}(Q; T) = \sum_{T \in T} \|\text{diag} (Q^T T Q)\|^2 = \sum_{k=1}^{K} \|\text{diag} (Q^T T^y(M_k) Q)\|^2.$$ (2.7.52)

Since each term $\|\text{diag} (Q^T T Q)\|^2$ is the sum of the squared diagonal elements of $Q^T T Q$, this amounts to simultaneously maximizing the diagonality of all matrices $T \in T$. In [38], the Jacobi technique [72] for diagonalizing a single symmetric matrix is extended to the joint approximate diagonalization problem. As is reminiscent of Jacobi methods, (2.7.52) is maximized by Givens rotations; see [38] for details. Since these rotations are applied in an iterative fashion, JADE is an iterative algorithm.

An important issue related to JADE is the method for determining which set of matrices $M \triangleq \{M_k\}_{1 \leq k \leq K}$ should be used. This set can be chosen randomly, but there exist more
structured approaches. Since the cumulant matrices $T \triangleq \{T^{yw}(M_k)\}_{1 \leq k \leq K}$ are contracted versions of the matrices in $M$ (see the definition in (2.7.40)), intuitively it is clear that there is a loss of information if $K$ is chosen too small. A suitable set of $(D)^2$ matrices is able to encompass all fourth order information, but for computational reasons often a smaller set is desirable. In [38], it is shown that a suitable set $M$ is given by the $D$ eigenmatrices of the operator $T^{yw}$ that correspond to non-zero eigenvalues. The actual computation of this so-called eigen-set proceeds similarly to the description at the end of Section 2.7.4.2. In summary, we have the following JADE (batch) algorithm:

**Algorithm 2.6** Blind identification of $Q$ and $s$ in $y_w = QS$ and $y = \hat{s} = QTy_w$ based on JADE.

1-4: Whitening: see steps 1-4 of Alg. 2.5;
5: Determine a suitable set $M \triangleq \{M_k\}_{1 \leq k \leq K}$;
6: Jointly diagonalize the set $T \triangleq \{T^{yw}(M_k)\}_{1 \leq k \leq K}$ by an orthogonal matrix $Q^T$, i.e. maximize $J_{JADE}(Q; T)$ in (2.7.52);
7: Compute estimated source signals by $y = \hat{s} = QTy_w$.

There exist several other algorithms that are closely related to JADE, e.g. Fourth Order Blind Identification (FOBI) [26] and Extended Fourth Order Blind Identification (EFOBI) [157]. These are outside the scope of this review. Finally, we note that JADE cannot handle the case of more sources than sensors. This is due to the fact that whitening limits the number of identifiable columns of the mixing matrix to the number of sensors.

### 2.7.4.5 Approaches based on iteratively optimizing cumulant criteria

Several iterative approaches are based on whitened data and the optimization of an objective function that is defined in terms of the auto- or cross-cumulants of the output signal vector $y = QTy_w$, where $Q$ is unitary (i.e. $Q^HQ = QQ^H = I$). We briefly consider some possible objective functions for complex data without discussing the actual iterative optimization methods. For example, based on a maximum likelihood approach, it has been proposed in [70] to determine $Q$ as the unitary maximizer of the following objective function:

$$J_a(Q) \triangleq \sum_{j=1}^{D} \left| \text{cum} \left( y_j, (y_j)^*, y_j, (y_j)^* \right) \right|^2,$$  \hfill (2.7.53)

where '*' denotes complex conjugation. Similarly to the previous section, where $Q$ was assumed to be orthogonal, the sum of the squared absolute values of the auto-cumulants and cross-cumulants of $y$ does not depend on $Q$ as long as $Q$ is unitary (which is ensured by a complex whitening stage). Therefore, the maximization of (2.7.53) is equivalent to the minimization of the following objective function:

$$J_c(Q) \triangleq \sum_{j_1 \in J_+, j_2 \in J_-, j_3 \in J_+, j_4 \in J_-} \left| \text{cum} \left( (y_{j_1})^*, (y_{j_2})^*, y_{j_3}, (y_{j_4})^* \right) \right|^2.$$  \hfill (2.7.54)

Obviously, this cost function penalizes all possible cross-cumulants between outputs. In the light of (2.7.36), this is a very natural and intuitive criterion. Cardoso proposed to determine
Q as the unitary maximizer of the following function [38]: 
\[
J(Q) \triangleq \sum_{j_1=1}^{D} \sum_{j_2=1}^{D} \sum_{j_3=1}^{D} \left| \text{cum}(y_{j_1}, (y_{j_1})^*, y_{j_2}, (y_{j_3})^*) \right|^2 .
\] (2.7.55)

This criterion is closely related to the JADE criterion \(J_{\text{JADE}}(Q; T)\). In fact, Cardoso shows that for the ‘parallel set’ of cumulant matrices\(T_p = \{ T^{(e^i e^j)} \mid 1 \leq i, j \leq D \}\) (see Appendix A for the definition of \(e^i\)) the two functions are equal, i.e. \(J(Q) = J_{\text{JADE}}(Q; T_p)\).

The fact that the first two indices in the arguments of the \(\text{cum}(\cdot)\) function in (2.7.55) are the same allows an interpretation in terms of an underlying eigenstructure. The algorithm for performing IBSS based on the optimization of objective functions incorporating cumulant criteria is summarized in the following Alg. 2.7.

**Algorithm 2.7** Blind identification of Q and s in \(y_w = Q s\) and \(y = \hat{s} = Q^T y_w\) based on optimizing objective functions incorporating cumulant criteria.

1-4: Whitening: see steps 1-4 of Alg. 2.5;
5: Find Q by optimizing involved objective function:
\[
\hat{Q} = \text{argmax}_{\text{unitary } Q} J_e(Q) = \text{argmax}_{\text{unitary } Q} \sum_{j=1}^{D} \left| \text{cum}(y_j, (y_j)^*, y_j, (y_j)^*) \right|^2 ,
\]
or:
\[
\hat{Q} = \text{argmin}_{\text{unitary } Q} J_c(Q) = \text{argmin}_{\text{unitary } Q} \sum_{j \in J^c_3, D} \left| \text{cum}(y_{j_1}, (y_{j_1})^*, y_{j_2}, (y_{j_3})^*) \right|^2 ,
\]
or:
\[
\hat{Q} = \text{argmax}_{\text{unitary } Q} J(Q) = \text{argmax}_{\text{unitary } Q} \sum_{j_1 \in J^c_1, D} \left| \text{cum}(y_{j_1}, (y_{j_1})^*, y_{j_2}, (y_{j_3})^*) \right|^2 ;
\]
6: Compute estimated source signals by \(y = \hat{s} = Q^T y_w\).

### 2.7.4.6 Approach based on Generalized Eigenvalue Decomposition

It is also possible to develop approaches that estimate the mixing matrix \(A\) directly from the sensor data, i.e. without whitening. A straightforward technique based on cumulant matrices was developed by Cardoso and Comon [36] proceeds as follows. Firstly, \(T^x(M_1)\) and \(T^x(M_2)\) are computed for two randomly generated matrices \(M_1\) and \(M_2\). Then, (2.7.44) yields the following system:
\[
\begin{cases}
T^x(M_1) = A \Lambda(M_1) A^T ; \\
T^x(M_2) = A \Lambda(M_2) A^T .
\end{cases}
\] (2.7.56)

This system can be solved for \(A\) by using the Generalized Eigenvalue Decomposition (GEVD); see [115], [72] and Section D.3. Write the GEVD of \(T^x(M_1)\) and \(T^x(M_2)\) defined in...
the set of matrices \( \{ \Sigma \} \).

Formulated differently, \( \mathbf{A} \) is the matrix of generalized eigenvectors of the matrix pencil \( \{ \Sigma \} \).

\( \sigma \in \mathbb{R} \), and \( \Sigma \) is the diagonal matrix that contains the corresponding generalized eigenvalues \( \sigma(\Sigma) \). We will now show that once \( \mathbf{U} \) (and \( \Sigma \)) has been computed, an estimate of \( \mathbf{A} \) can be derived from it. It can easily be verified that a valid solution of (2.7.57) is given by \( \mathbf{U} = \mathbf{A}^{-T} \), \( \Sigma = \mathbf{A}(\mathbf{M}_2)^{-1} \mathbf{A}(\mathbf{M}_1) \). Hence, it follows that an estimate of \( \mathbf{A} \) is given by \( \mathbf{U}^{-T} \). Since this solution is unique up to the indeterminacies inherent to MIBI (see Section 2.4), this is a correct, i.e. separating and waveform-preserving, solution. Note that \( \mathbf{A} \) is determined ‘almost surely’ uniquely by \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) if the latter matrices are drawn from continuous probability density functions. In other words, the choices for \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) that yield a degenerate GEVD problem have zero probability. Also see the comments about this issue in Sections 2.7.4.3 and 2.7.4.4.

An insightful interpretation of the ‘GEVD-method’ can be given as follows. From (2.7.44) it follows directly that:

\[
\mathbf{A}^{-1} \mathbf{T}^x(\mathbf{M}) \mathbf{A}^{-T} = \Lambda(\mathbf{M}) \quad \forall \mathbf{M} \in \mathbb{R}^D_D. 
\]  

(2.7.58)

Formulated differently, \( \mathbf{A}^{-1} \) is the unique joint (generally) non-orthogonal diagonalizer of the set of matrices \( \{ \mathbf{T}^x(\mathbf{M}) \} \) because the matrices in the set \( \{ \mathbf{A}^{-1} \mathbf{T}^x(\mathbf{M}) \mathbf{A}^{-T} \} \) are diagonal. This is reminiscent of the diagonalizer discussed in Sections 2.7.4.3 and 2.7.4.4, where \( \mathbf{Q}^T \) is the unique orthogonal diagonalizer of the set of matrices \( \{ \mathbf{T}^w(\mathbf{M}) \} \) because \( \mathbf{Q}^T \mathbf{T}^w(\mathbf{M}) \mathbf{Q} = \Lambda(\mathbf{M}) \). Hence, \( \mathbf{A}^{-1} \) plays a ‘non-orthogonal role’ that is similar to the ‘orthogonal role’ of the matrix \( \mathbf{Q}^T \). This becomes more obvious by realizing that \( \mathbf{Q}^T = \mathbf{Q}^{-1} \). Now, if only one matrix \( \mathbf{M} \) is considered, as in Section 2.7.4.3, the diagonalizer of the corresponding cumulant matrix \( \mathbf{T}^x(\mathbf{M}) \) is non-unique because there are at least two solutions. One is given by \( \mathbf{A}^{-1} \) and another by the orthogonal matrix containing the eigenvectors of \( \mathbf{T}^x(\mathbf{M}) \). The reason that using only one matrix \( \mathbf{M} \) worked in Section 2.7.4.3 was the fact that the data had already been whitened, and thus only an orthogonal transform was left to be determined. In the current case, using only one matrix yields an underdetermined system of equations. Therefore, we need at least two suitable matrices \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) in (2.7.58) to determine \( \mathbf{A}^{-1} \) uniquely, as was shown above. This results in the following system that is equivalent to (2.7.56):

\[
\begin{align*}
\mathbf{A}^{-1} \mathbf{T}^x(\mathbf{M}_1) \mathbf{A}^{-T} & = \Lambda(\mathbf{M}_1); \\
\mathbf{A}^{-1} \mathbf{T}^x(\mathbf{M}_2) \mathbf{A}^{-T} & = \Lambda(\mathbf{M}_2).
\end{align*}
\]  

(2.7.59)
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Formulated differently, the task is to find the unique joint diagonalizer $W$ of $T^x(M_1)$ and $T^x(M_2)$ that solves the following system:

$$
\begin{align*}
W T^x(M_1) W^T &= \Sigma_1; \\
W T^x(M_2) W^T &= \Sigma_2,
\end{align*}
$$

(2.7.60)

where $\Sigma_1$ and $\Sigma_2$ are diagonal matrices. The solution $W$ is related to the GEVD-solution of (2.7.57) by $W = U^T$. Note that a solution to (2.7.60) or a generalization of it might be computed by any method for jointly diagonalizing two or more matrices. See Section 2.8.6 for more information on joint diagonalization algorithms.

Similarly to the JADE algorithm, one might consider the extension of these ideas to multiple matrices. Obviously, $A^{-1}$ should be estimated as the joint non-orthogonal diagonalizer of a set of cumulant matrices $T \triangleq \{ T^x(M_k) \}_{1 \leq k \leq K}$ for $K$ randomly generated matrices in the set $M \triangleq \{ M_k \}_{1 \leq k \leq K}$. In other words, we want to find a matrix $W = A^{-1}$ such that the matrices $\{ WT^x(M_k) W^T \}_{1 \leq k \leq K}$ are as diagonal as possible. One of the advantages of this approach is that the problem usually becomes better conditioned and that the chance of badly conditioned or degenerate solutions due to equal eigenvalues is reduced (see previous sections). As with JADE, since the matrices in $T$ are constructed from sample cumulants, they cannot be exactly jointly diagonalized, and a Joint Approximate Non-Orthogonal Diagonalization (JAND) technique is needed. For an overview of JAND methods, see Section 2.8.6.

2.8 Exploiting spatial uncorrelatedness and second order temporal structure

This section discusses several aspects, identification/separation principles, and algorithms from the literature for the category of blind methods that is based on exploiting the Second Order Temporal Structure (SOTS) in the data [14,42,46,85–87,106,114,157,158,185]. As we have explained in Section 2.3.2, SOTS methods are based on the simultaneous exploitation of the second order spatial independence of the source signals, i.e. spatial uncorrelatedness, and their second order temporal structure. In other words, they exploit the fact that the source signals are mutually statistically independent at order two for all possible combinations of time/lag indices. Recall from Chapter 1 and Section 2.2.2 that by Second Order Temporal Structure we mean that the source signals possess a certain (temporal) auto-correlation structure, second order non-stationarity, or a combination of both. We will discuss several possible approaches for exploiting SOTS. Like the ICA methods that are based on exploiting spatial independence and non-Gaussianity, some of them are based on whitened sensor signals, but most of them estimate the (de-)mixing matrix directly from the sensor signals. Since virtually all blind algorithms that are based on exploiting temporal structure employ Second Order Statistics (SOS) only, in this section we will not deal with methods based on Higher Order Temporal Structure (HOTS).

2.8.1 Second order temporal structure

In this section, we justify the exploitation of temporal structure in the data for MIBI. For simplicity, it is assumed that the system and signals are real-valued, and that $A$ is square and invertible. If sensor noise is present, we assume that it is uncorrelated with the source signals. However, often we will assume that there is no sensor noise. As we have explained
in the previous sections, ‘full statistical independence’ means that different source signals are statistically independent for all possible orders and times; see Section 2.3.2 and in particular Eq. (2.3.5) and (2.3.6). In Section 2.6, we have seen that whitening the sensor data is not sufficient for performing blind identification or separation. This follows directly from the fact that statistical independence implies spatial and temporal uncorrelatedness but not vice versa. In principle, it means that by exploiting the ‘zero-ness’ of the source cross-correlation functions for lag zero only, we do not have sufficient equations to determine the mixing system \( A \) uniquely (up to the two indeterminacies discussed in Section 2.4). Formulated differently, by considering the sensor correlation matrix for lag zero only, we have an underdetermined system of equations in the (coefficients of) the (de-)mixing system. As we have explained in Section 2.6.2, after whitening only an orthogonal mixing matrix \( Q \) is left to be estimated. This can be accomplished in two essentially different ways (see Section 2.6.3 and Fig. 2.1): either by exploiting Higher Order Statistics, or by exploiting temporal structure. If the temporal structure of the source signals is sufficiently rich/diverse, we can gather more equations for determining \( A \) by exploiting the ‘zero-ness’ of the source cross-correlation functions for different times and/or lags. Examples of conditions for sufficient temporal diversity can be found in Section 2.2.2, e.g. the source auto-correlation functions may be assumed to be linearly independent for a certain set of lags. Note that for Gaussian data, recovering the mixing system is only possible by exploiting temporal structure. In addition, although the contrary is commonly believed, it is possible to recover the mixing matrix for more sources than sensors by using only second order statistics; we will show in later chapters that our approach can handle such scenarios.

Obviously, a useful uncorrelatedness measure is the conventional correlation function, possibly with the ensemble averaging operator \( E\{\cdot\} \) replaced by a proper form of (block) time averaging operator. The source uncorrelatedness assumption is expressed mathematically in (2.3.7), which we repeat here for convenience:

\[
    r_{ij}^*[m, n] \triangleq E\{ s_i[m] s_j[n] \} = 0 \quad \forall 1 \leq i \neq j \leq S, \quad \forall m, n \in \mathbb{Z}. \tag{2.8.1}
\]

All possible approaches for exploiting SOTS are based on this set of conditions. Most of them are formulated in terms of the sensor correlation matrix:

\[
    R^s[m, n] \triangleq E\{ x[m] x[n]^T \} \quad \text{(2.8.1)} \tag{2.8.2}
\]

where \( R^s[m, n] \triangleq E\{ x[m] x[n]^T \} \) and \( R^n[m, n] \triangleq E\{ n[m] n[n]^T \} \) are the source and noise correlation matrices respectively for time pair \((m, n)\). This is the most general formulation of the sensor correlation matrix for the real-valued case. If stationary signals are assumed, with abuse of notation we will write \( R^s[k] \) instead of \( R^s[m, n] \), i.e. \( R^s[k] = R^s[n, n-k] \triangleq E\{ x[n] x[n-k]^T \} \), where \( k \) denotes a time lag. Similarly, in case quasi-stationary signals are assumed, with abuse of notation we will write \( R^s[n; k] \) instead of \( R^s[m, n] \), i.e. \( R^s[n; k] = R^s[n, n-k] \triangleq E\{ x[n] x[n-k]^T \} \), where \( n \) denotes a time or block index and \( k \) again denotes a lag. Note that in this case the quantity \( R^s[n, n-k] \) is time- or block-dependent, whereas in the stationary case it is time-independent.

In the coming sections we will discuss several well-known algorithms from the literature that demonstrate the application of the principles and rationale that we have just discussed to IBSS. They all exploit the specific structure of the sensor correlation matrix \( R^s[m, n] \) in (2.8.2) for different time, lag, or time-lag pairs. It should be noted that this latter point is important from the viewpoint that the form of possible solutions are restricted because only entities like (2.8.2) are considered. In fact, as we will see later on, our method is based on arranging and exploiting the same known statistics in a different way.
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2.8.2 Work of Molgedey and Schuster

Molgedey and Schuster were among the first researchers that investigated the exploitation of temporal correlations (non-whiteness) for IBSS [114]. They assumed noise-free stationary signals and a square invertible mixing matrix $\mathbf{A} \in \mathbb{R}_D^{D \times D}$. Hence, with abuse of notation for $r_{ij}^s[n, n]$ and the stationary version of the uncorrelatedness assumption in (2.8.1) becomes:

$$r_{ij}^s[k] \triangleq E \{ s_i[n]s_j[n-k] \} = 0 \quad \forall 1 \leq i \neq j \leq D, \quad \forall n, k \in \mathbb{Z}. \quad (2.8.3)$$

By considering the observation correlation matrix $\mathbf{R}^s[k]$ for two different lags, viz. lag zero and some non-zero lag $k$, the following system of equations is obtained from (2.8.2):

$$\begin{align*}
\mathbf{R}^s[0] &= \mathbf{A} \mathbf{R}^s[0] \mathbf{A}^T; \\
\mathbf{R}^s[k] &= \mathbf{A} \mathbf{R}^s[k] \mathbf{A}^T,
\end{align*} \quad (2.8.4)$$

where the unknowns are $\mathbf{A}, \mathbf{R}^s[0]$ and $\mathbf{R}^s[k]$. Only the unknown $\mathbf{A}$ is interesting, and $\mathbf{R}^s[0]$ and $\mathbf{R}^s[k]$ can be considered as nuisance parameters. It is noted in [114] that this system immediately leads to a conventional eigenvalue problem. This can be shown by considering the matrix defined by $\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1}$:

$$\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1} = \mathbf{A} \mathbf{R}^s[0] \mathbf{A}^T \mathbf{A}^{-T}(\mathbf{R}^s[k])^{-1} \mathbf{A}^{-1} = \mathbf{A} \mathbf{R}^s[0](\mathbf{R}^s[k])^{-1} \mathbf{A}^{-1}. \quad (2.8.5)$$

Indeed, multiplying all terms in (2.8.5) by $\mathbf{A}^{-1}$ from the left and $\mathbf{A}$ from the right directly reveals the eigenstructure of the problem:

$$\mathbf{A}^{-1} \mathbf{R}^s[0](\mathbf{R}^s[k])^{-1} \mathbf{A} = \mathbf{R}^s[0](\mathbf{R}^s[k])^{-1}. \quad (2.8.6)$$

Note that the matrix $\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1}$ is diagonal because of (2.8.3). The Eigenvalue Decomposition (EVD) problem in (2.8.6) can be solved by conventional EVD techniques. Another way to see that (2.8.5) defines a conventional EVD problem is to (only) multiply it by $\mathbf{A}$ from the right. Then, denoting the $j$-th column of $\mathbf{A}$ by $\mathbf{a}_j$ and the $j$-th diagonal element of $\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1}$ by $\lambda_j$, this equation reads $\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1} \mathbf{a}_j = \lambda_j \mathbf{a}_j \quad \forall 1 \leq j \leq D$, thereby also clearly exhibiting the eigenproblem. Obviously, in order to identify the columns of $\mathbf{A}$ uniquely (up to the inherent indeterminacies), it is necessary that the $D$ eigenvalues of $\mathbf{R}^s[0](\mathbf{R}^s[k])^{-1}$ are unique. If this is not the case, another lag has to be tried. Molgedey and Schuster proposed a method for actually computing the output signals that was based on a neural network similar to the one proposed by Hérault and Jutten [91].

Since the structure of system (2.8.4) is completely similar to that of (2.7.56), the problem can be written in the same way(s) as in Section 2.7.4.6. Thus, one way of viewing the problem is by considering it as the following GEVD problem that is similar to system (2.7.57) (see also Section D.3 and [72]):

$$\mathbf{R}^s[0] \mathbf{U} = \mathbf{R}^s[k] \mathbf{U} \Sigma, \quad (2.8.7)$$

where $\mathbf{U}$ is the matrix of generalized eigenvectors of the matrix pencil $\{ \mathbf{R}^s[0] - \sigma \mathbf{R}^s[k] \mid \sigma \in \mathbb{R} \}$, and $\Sigma$ is the diagonal matrix that contains the corresponding eigenvalues $\sigma(\mathbf{R}^s[0], \mathbf{R}^s[k])$. As in Section 2.7.4.6, an estimate of $\mathbf{A}$ is given by $\hat{\mathbf{A}} = \mathbf{U}^{-T}$. See also the other comments made in Section 2.7.4.6 w.r.t. the GEVD. The key steps of the method of Molgedey and Schuster are summarized in Alg. 2.9 on the next page. For other methods based on matrix pencils, see [41] and [46].
Algorithm 2.9 Molgedey and Schuster algorithm for blind identification of $A$ and $s$ based on GEVD of two correlation matrices.

1: Find a lag $k$ such that the generalized eigenvalues $\sigma(R^x[0], R^x[k])$ are unique;
2: Compute $[U, \Sigma] = \text{gevd}(R^x[0], R^x[k])$, then $A = U^{-T}$;
3: Compute estimated source signals by $y = \hat{s} = U^T x$.

Yet another way of viewing the problem is by considering it as the following (generally) non-orthogonal joint diagonalization problem that is similar to system (2.7.59):

\[
\begin{align*}
A^{-1}R^x[0]A^{-T} & = R^s[0]; \\
A^{-1}R^x[k]A^{-T} & = R^s[k].
\end{align*}
\] (2.8.8)

Hence, $A^{-1}$ is the unique joint (generally) non-orthogonal diagonalizer of $R^x[0]$ and $R^x[k]$. For information about joint diagonalization algorithms, see Section 2.8.6.

2.8.3 AMUSE: an approach based on whitened observations and EVD

Another simple approach that exploits non-whiteness is due to Tong et al. [157, 158] and is based on the whitened observations $y_w = Qs$, where $Q \in \mathbb{R}^{D \times D}$ is a unitary matrix; see Section 2.6. The resulting algorithm is called Algorithm for Multiple Unknown Signals Extraction (AMUSE) and we will highlight its principles now. As has been explained in Section 2.6, after whitening the problem is to determine the unique orthogonal matrix $Q$ that relates the sources to the whitened observations. As was noted in Section 2.6.3, instead of resorting to HOS, this can also be achieved by exploiting the temporal structure in the data; see also Fig. 2.1. More specifically, for second order statistics, it is required that the output signals are uncorrelated for some lag $k \neq 0$. For noise-free signals, this approach amounts to solving the following system of equations for $Q$:

\[
\begin{align*}
R^{w}[0] & = QR^s[0]Q^T = QQ^T = I; \\
R^{w}[k] & = QR^s[k]Q^T.
\end{align*}
\]

Since $Q$ is orthogonal, it can be computed directly by performing the EVD of $R^{w}[k]$. The same restriction as for other (G)EVD based approaches applies here: the lag $k$ must be chosen such that the eigenvalues of $R^{w}[k]$ are unique (see Sections 2.7.4.3-2.7.4.5 and 2.8.2).

In fact, AMUSE is slightly more sophisticated than the procedure outlined here in two senses. Firstly, it can deal (to a certain extent) with sensor noise that is spatially and temporally white when the number of sensors $D$ is larger than the number of sources $S$. Secondly, instead of $R^{w}[k]$, the matrix $\frac{1}{2}(R^{w}[k] + R^{w}[-k])$ is used. For sample correlation estimates, the latter matrix is guaranteed to be symmetric whereas the former is not. This implies that the EVD is simpler to compute. The key steps of the AMUSE method are summarized in Alg. 2.10 for noise-free signals and a square mixing matrix. For the most elaborated version that can deal with white sensor noise and the more sensors than sources, see [157] and [158].
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Algorithm 2.10 AMUSE algorithm for blind identification of $Q$ and $s$ in $y_w = Qs$ based on temporal correlation structure.

1-4: Whitening: see steps 1-4 of Alg. 2.5;

5: Find a lag $k$ such that $\frac{1}{2}(R^{yw}[k] + R^{yw}[-k])$ has distinct eigenvalues;

6: Compute EVD of $\frac{1}{2}(R^{yw}[k] + R^{yw}[-k]) = Q R^s[k] Q^T$;

7: Compute estimated source signals by $y = \hat{s} = Q^T y_w$.

2.8.4 Extension of AMUSE to several time lags: SOBI

The idea in the previous section can be extended to multiple matrices in the same spirit as the JADE algorithm discussed in Section 2.7.4.4 by considering a set of correlation matrices for different lags:

$$R^{yw}[k] = Q R^s[k] Q^T \quad \forall k \in \mathcal{L}_k,$$

(2.8.9)

where $\mathcal{L}_k$ is a set of suitable time lags. In this case, $Q$ should be estimated as the joint orthogonal diagonalizer of the set $\mathcal{R}^{yw} \triangleq \{ R^{yw}[k] \}_{k \in \mathcal{L}_k}$ of correlation matrices. In other words, we want to find $Q$ such that the matrices $\{ Q^T R^{yw}[k] Q \}_{k \in \mathcal{L}_k}$ are diagonal. Since in practice the matrices in the set $\mathcal{R}^{yw}$ are estimated from data, i.e. they consist of sample correlations, they cannot be exactly jointly diagonalized. For this reason, an approximate joint orthogonal diagonalization algorithm is required. This approach is completely similar to the Joint Approximate Diagonalization (JAD) part of the JADE algorithm [38] and thus the same remarks apply. As with JADE, the advantages of the joint diagonalization approach are that the problem usually becomes better conditioned and that the chance of degenerate solutions due to equal eigenvalues is reduced. Also, the same Joint Approximate Orthogonal Diagonalization (JAOD) algorithm as in JADE may be used for the estimation of $Q$. However, nowadays several other joint approximate diagonalization algorithms have been developed. Section 2.8.6 gives an overview of the most important ones. An algorithm that is based on the principles described above is Second Order Blind Identification (SOBI), which has been developed by Belouchrani et al. in [14]. In summary, we have the following SOBI algorithm:

Algorithm 2.11 SOBI algorithm for blind identification of $Q$ and $s$ in $y_w = Qs$ based on JAD of correlation matrices.

1-4: Whitening: see steps 1-4 of Alg. 2.5;

5: Determine a suitable set $\mathcal{L}_k$ of time lags;

6: Perform joint approximate diagonalization of the set $\mathcal{R}^{yw} \triangleq \{ R^{yw}[k] \}_{k \in \mathcal{L}_k}$ by an orthogonal matrix $Q$ using one of the available numerical JAOD algorithms;

7: Compute estimated source signals by $y = \hat{s} = Q^T y_w$. 
2.8.5 The general case: joint approximate diagonalization of several time- and lag-dependent correlation matrices

Now that we have seen some basic principles underlying SOTS based blind identification and separation using correlation matrices, a unifying framework is presented to which all approaches are related directly or indirectly. For simplicity, the noise-free case is considered with a square invertible mixing matrix.

All approaches either implicitly or explicitly exploit the special structure of the sensor (observation) correlation matrix, which is given by

\[ R_{x}[m, n] = AR_{s}[m, n]A^{T}. \]

Obviously, in order to exploit the information in the sensor correlations, several pairs \((m, n)\) \(\in \mathbb{Z}^2\) of time indices have to be considered. Let \(T\) denote a suitable set of such time pairs and consider the correlation matrices in the set \(R_{x} \triangleq \{R_{x}[m, n]\}_{(m,n)\in T}\):

\[ R_{x}[m, n] = AR_{s}[m, n]A^{T} \quad \forall (m, n) \in T. \quad (2.8.10) \]

Similarly to (2.7.58) and (2.8.8), under the assumption that \(A\) is square and invertible, this system can be written equivalently as follows:

\[ A^{-1}R_{x}[m, n]A^{-T} = R_{s}[m, n] \quad \forall (m, n) \in T. \quad (2.8.11) \]

Hence, \(A^{-1}\) is the joint (generally) non-orthogonal diagonalizer of (all matrices in the set) \(R_{x}\). Note that the matrices \(\{R_{s}[m, n]\}_{(m,n)\in T}\) at the right hand side of (2.8.11) are also unknown. Mathematically, the problem may be formulated as finding the de-mixing matrix \(W\) that is the joint diagonalizer of \(R_{x}\) (note the similarity to (2.7.60)):

\[ WR_{x}[m, n]W^{T} = \Sigma[m, n] \quad \forall (m, n) \in T, \quad (2.8.12) \]

where \(\{\Sigma[m, n]\}_{(m,n)\in T}\) are arbitrary diagonal matrices.

As has been explained above, since in practice the correlation matrices are only known approximately due to (finite sample) estimation errors, the diagonalization cannot be performed exactly. For this reason, a joint approximate diagonalization (JAD) technique is required. Section 2.8.6 describes several possible approaches to this problem. Summarizing, we have the following high-level algorithm:

**Algorithm 2.12** Blind identification of \(A\) and \(s\) based on JAD of correlation matrices.

1: Determine a suitable set \(T\) of time pairs \((m, n)\);

2: Perform joint approximate diagonalization of the set \(R_{x} \triangleq \{R_{x}[m, n]\}_{(m,n)\in T}\) by a de-mixing matrix \(W\) using any of the available numerical JAD algorithms (see Section 2.8.6);

3: Compute estimated source signals by \(y = \hat{s} = Wx\).

Note that for stationary and whitened signals, this algorithm reduces to Alg. 2.11. In the literature, several algorithms are described that are based on the following types of temporal information:
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- Only non-whiteness is exploited; in this case the set $\mathcal{R}^x$ consists of several correlation matrices $\mathbf{R}^x[k]$, where $k$ is a time lag;
- Only non-stationarity or quasi-stationarity is exploited; in this case the set $\mathcal{R}^x$ consists of several correlation matrices $\mathbf{R}^x[n;k]$, where $n$ is a time index and $k$ is a fixed time lag;
- Both non-whiteness and non-stationarity are exploited; in this case the set $\mathcal{R}^x$ consists of several correlation matrices $\mathbf{R}^x[n;k]$, where $n$ is a time index and $k$ is a time lag.

For examples, see [42], [46], [85], [86], [87], [185], and the references therein.

2.8.6 Joint approximate diagonalization methods

In this section, we consider the mathematical problem of finding a matrix that achieves the Joint Approximate Diagonalization (JAD) of a given set of matrices. As we have seen, this problem arises in various ways in blind signal processing. Firstly, consider the (exact) joint diagonalization problem. Suppose that a set $\mathcal{C} \triangleq \{\mathbf{C}_k\}_{k=1}^K$ of $K$ possibly complex matrices of size $D$ by $D$ is given, then the goal of joint diagonalization is to find a transformation matrix $\mathbf{W}$ such that the matrices $\{\mathbf{F}_k \triangleq \mathbf{W}\mathbf{C}_k\mathbf{W}^H\}_{k=1}^K$ are diagonal:

$$\text{offd}(\mathbf{F}_k) = \text{offd}(\mathbf{W}\mathbf{C}_k\mathbf{W}^H) = 0 \quad \forall \ 1 \leq k \leq K.$$  \hspace{1cm} (2.8.13)

Note that $\text{offd}(\mathbf{F}_k)$ denotes the matrix $\mathbf{F}_k$ with zeroed diagonal elements; see Appendix A. It is well known that exact joint diagonalization is in general only possible for two matrices. Extensive literature exists on this subject, e.g. see [176], [72], [9], [25], and the references therein. For more than two matrices, exact diagonalization is only possible if the matrices possess a certain common structure. This structure is naturally revealed in the blind signal processing context, where the matrices to be diagonalized are assumed to have the following form (in the ideal case with no noise and estimation errors in the involved statistics):

$$\mathbf{C}_k \triangleq \mathbf{A}\Lambda_k\mathbf{A}^H \quad \forall \ 1 \leq k \leq K,$$  \hspace{1cm} (2.8.14)

where the $\Lambda_k$’s are diagonal matrices. For example, for stationary complex data the sensor correlation matrix is usually defined as $\mathbf{R}^x[k] \triangleq \mathbf{E}\{\mathbf{x}[n]\mathbf{x}^H[n-k]\}$, which becomes $\mathbf{R}[k] = \mathbf{AR}^x[k]\mathbf{A}^H$ in the noise-free case, and $\mathbf{R}^s[k] \triangleq \mathbf{E}\{\mathbf{s}[n]\mathbf{s}^H[n-k]\}$ is diagonal due to the independence assumption. Clearly, $\mathbf{W} = \mathbf{A}^{-1}$ is a joint diagonalizer for (2.8.14) because:

$$\mathbf{W}_k\Lambda_k\mathbf{A}^H\mathbf{W}_k = \Lambda_k \quad \forall \ 1 \leq k \leq K.$$  \hspace{1cm} (2.8.15)

As has been explained above, the set $\mathcal{C}$ consists of matrix-valued statistics that are unknown in practice and have to be estimated from the data. Instead of a matrix $\mathbf{C}_k$, we have to consider its estimate $\hat{\mathbf{C}}_k = \mathbf{C}_k + \Delta\mathbf{C}_k$, where $\Delta\mathbf{C}_k$ denotes the estimation error. The smaller the number of samples used for computing such a matrix, the larger the estimation error $\Delta\mathbf{C}_k$, and vice versa. Denote the estimate of the set $\mathcal{C}$ by $\hat{\mathcal{C}}$, i.e. $\hat{\mathcal{C}} \triangleq \{\hat{\mathbf{C}}_k\}_{k=1}^K$. Since the matrices in $\hat{\mathcal{C}}$ do not exactly have the structure in (2.8.14), they cannot be exactly jointly diagonalized. However, it is still possible to define a kind of joint approximate diagonalization (JAD) problem. This can be done in several ways, the most important of which will be listed in Section 2.8.6.1. In Section 2.8.6.2, we briefly describe the main solution approaches to optimize the JAD criteria presented in Section 2.8.6.1.
2.8.6.1 Joint approximate diagonalization formulations

In this section, the most relevant definitions of joint approximate diagonalization are listed, along with some comments (also see [191]). This is done by defining appropriate criteria:

**JAD1. Frobenius norm formulation:**

Let \( \hat{F}_k \equiv W \hat{C}_k W^H \) for all \( 1 \leq k \leq K \). Then, the JAD of the set \( \hat{C} \) is defined as the minimization of the following cost function (see [86], [87] and [185], for example):

\[
J_F(W; \hat{C}) \triangleq \sum_{k=1}^{K} \beta_k \text{off}(\hat{F}_k) = \sum_{k=1}^{K} \beta_k \|\text{off}(\hat{F}_k)\|_F ,
\]

(2.8.15)

where the coefficients \( \{\beta_k\}_{k=1}^{K} \) are pre-specified positive weight factors, and \( \text{off}(\hat{F}_k) \) is the Frobenius norm of the off-diagonal elements of \( \hat{F}_k \). According to this formulation, the goal of JAD is to find a transformation matrix \( W \) such that the matrices \( \{\hat{F}_k\}_{k=1}^{K} \) are as diagonal as possible as measured by (2.8.15). Hence, the optimal diagonalization matrix \( W_{\text{opt}} \) is given by:

\[
W_{\text{opt}} = \arg\min_W J_F(W; \hat{C}) .
\]

(2.8.16)

Since the trivial solution \( W = 0 \) minimizes the cost function, an additional assumption has to be made on \( W \). For example, it may be assumed to be full rank, to be orthonormal, or have unit-norm columns. Different methods for minimizing (2.8.15) vary also in these assumptions.

**JAD2. Positive definite formulation:**

The criterion used in this formulation is based on the assumption that the matrices in the set \( \hat{C} \) are positive-definite. For example, in the IBSS context this assumption is justified when only the non-stationarity structure of the data for lag zero is used while neglecting the temporal correlation structure. Hence, sensor correlation matrices of the form \( R_x[n; k] \), where \( n \) is a time index and \( k \) a time lag, are considered, where \( k = 0 \) (see previous section). For this case, Matsuaoka et al. [110] and Pham [124] proposed the following cost function:

\[
J_{PD}(W; \hat{C}) \triangleq \sum_{k=1}^{K} \left( \log \det \left( \text{ddiag}(\hat{F}_k) \right) - \log \det (\hat{F}_k) \right) .
\]

(2.8.17)

Obviously, this criterion yields zero when all \( \hat{F}_k \)’s are diagonal. For time-delayed correlation matrices, this criterion is not suitable since these matrices are not guaranteed to be positive-definite. The optimal diagonalization matrix \( W_{\text{opt}} \) is given by an expression similar to (2.8.16), where \( J_F(W; \hat{C}) \) is replaced by \( J_{PD}(W; \hat{C}) \).

**JAD3. Model fitting formulation:**

This approach is based on fitting the ideal model of the matrices in \( \hat{C} \), as specified by (2.8.14), to the estimated matrices in \( \hat{C} \). Hence, a matrix \( \hat{A} \) and a set of diagonal matrices \( \{\hat{A}_k\}_{k=1}^{K} \) are sought such that the matrices \( \{\hat{A} \hat{A}_k \hat{A}^H\}_{k=1}^{K} \) are approximately equal to the matrices \( \{\hat{C}_k\}_{k=1}^{K} \) in some sense (note that \( \hat{C}_k = \hat{C}_k + \Delta \hat{C}_k = \hat{A} \hat{A}_k \hat{A}^H + \Delta \hat{C}_k \) for the ‘ideal’ values of \( \hat{A} \) and \( \{\hat{A}_k\}_{k=1}^{K} \)):

\[
\hat{C}_k \approx \hat{A} \hat{A}_k \hat{A}^H \quad \forall 1 \leq k \leq K.
\]
A commonly used measure of the fit between both sides of this equation is the Frobenius norm of their difference, as specified by the following cost function:

$$J_{\text{fit}}(A, \{\Lambda_k\}_{k=1}^K; \hat{C}) \triangleq \sum_{k=1}^K \beta_k \| \hat{C}_k - A\Lambda_k A^H \|_F^2,$$

(2.8.18)

where the coefficients $\{\beta_k\}_{k=1}^K$ are pre-specified positive weight factors. See [188] and [172]. The optimal solution, i.e., the optimal values of the model unknowns, are given by:

$$\{\hat{A}, \{\hat{\Lambda}_k\}_{k=1}^K\} = \arg\min_{A, \{\Lambda_k\}_{k=1}^K} J_{\text{fit}}(A, \{\Lambda_k\}_{k=1}^K; \hat{C}).$$

(2.8.19)

This formulation is reminiscent of the so-called (weighted) subspace fitting problem. Compared to the other two approaches, model fitting algorithms have some very important advantages. Firstly, it is not needed to make assumptions like orthonormality, positive-definiteness, (Hermitian) symmetry, etc. on $A$ and $\{C_k\}_{k=1}^K$. Secondly, it is possible to handle non-square matrices. In the MIBI context, this allows one to determine more columns than sensors, which is an important advantage for the work in this thesis. Note that the comparison between model fitting on the one hand, and finding a diagonalizing transformation matrix on the other, is similar in a certain sense to that between MIBI and IBSS. Also note that we can see the model fitting approach as a kind of ‘approximate average matrix decomposition’.

### 2.8.6.2 Solution approaches for optimization of JAD criteria

Now that we have seen the major formulations of the joint approximate diagonalization in terms of optimization problems, we will give a brief overview of the solution approaches that are commonly used in this context. There are several ways of categorizing solution methods. In the current context, it makes sense to distinguish the following main categories: Jacobi-like methods and iterative methods for cost function minimization such as gradient descent, conjugate gradient, Newton’s method, etc. The methods in the latter category are often based on some approximation of the cost function.

The first class of methods for achieving JAD is based on the so-called Jacobi method. The classic Jacobi method for diagonalizing a single Hermitian (or symmetric) matrix $A$ is based on iteratively updating $A$ by orthogonal plane similarity transformations in such a way that each new update is more diagonal than the previous one, as measured by $\text{off}(A) = \sum_{i=1}^n \sum_{j \neq i} |a_{ij}|^2$ [72]. That is, $A$ is updated according to $A \leftarrow Q^H A Q$, where $Q$ is a Jacobi rotation (also called Givens rotation). Such a Jacobi rotation is a plane rotation in the sense that it alters only two rows and two columns. This technique has been extended by several authors to the joint diagonalization of multiple matrices, where the criterion in (2.8.15) was used as a measure of diagonality. We will not discuss the specifics of the different methods, but refer the reader to the literature: see [25], [38] and [39] for examples. Most Jacobi-like algorithms for JAD are restricted to finding an orthonormal diagonalizing matrix (see JADE in Section 2.7.4.4, for example). Hence, such methods are only suitable for whitened data. However, as was noted in Section 2.6.3, whitening can severely limit the performance of the separation in the sense that bias or errors in the whitening stage cannot be corrected in the following orthogonal separation stage [31]. The whitening approach favours the exact diagonalization of one specific matrix, namely the lag zero correlation matrix, possibly and
probably at the expense of a poor diagonalization of the other matrices. Therefore, for MIBI or IBSS based on JAD, it is in general preferable to work with non-whitened data. Consequently, methods that are able to find (generally) non-orthogonal diagonalizers are preferred. Pham [124] has proposed an algorithm that follows the classic Jacobi approach of making successive transformations on pairs of rows and columns of the matrices to be diagonalized, but with elementary transformations that are different from the traditional Jacobi rotations. However, this approach only works for positive definite matrices (see the second point JAD2 in the list above).

The second class of methods for achieving JAD consists of more conventional iterative methods for cost function minimization such as gradient descent, conjugate gradient, and Newton’s method. This class has recently become more popular; one of the reasons is that it can more easily handle non-orthogonal diagonalization matrices. The most commonly used iterative methods are gradient descent and Newton’s method. As an example, we will briefly discuss the gradient based approach (see Section 2.5). According to the standard gradient descent method, the cost function $J_F(W; \hat{C})$ in (2.8.15) is minimized by iteratively updating some initial value $W[0]$ of $W$ as follows:

$$W[k+1] = W[k] - \mu[k] \nabla_W J_F(W[k]; \hat{C}).$$  (2.8.20)

Note that $J_F(W; \hat{C})$ is a real-valued scalar function and its argument $W$ can be real- or complex-valued. In case $W$ is complex, the gradient $\nabla_W$ is a so-called complex gradient. See [20] for a rigorous treatment of complex gradients.

As has been noted in the first point JAD1 of the list above, $J_F(W; \hat{C})$ is minimized by the trivial solution $W = 0$. For this reason, an additional constraint needs to be imposed on $W$. For example, possible useful constraints on $W$ are that it has some fixed Frobenius norm, unit-norm rows or columns, unit diagonal elements, or a determinant with absolute value one. These constraints are all related to, and (intuitively) justified by the scaling indeterminacy discussed in Section 2.4 (also see Section 2.2.2). In the blind signal processing context, this amounts to fixing the scaling ambiguity by imposing constraints on the de-mixing matrix $W$ instead of the mixing matrix $A$. If whitened data are used, $W$ should be constrained to be unitary ($WW^H = W^HW = I$). In other words, $W$ must belong to the space of unitary matrices, the so-called (complex) Stiefel manifold. Mathematically, the constraints mentioned above take the following form:

$$\|W\|_F = w_F, \quad \text{ddiag}(WW^H) = I, \quad \text{diag}(W) = I, \quad |\det(W)| = 1,$$  (2.8.21)

where $w_F$ is some positive scalar.

Essentially, there are only a few practical ways to impose the additional constraints. Firstly, projection onto the constraint set can be used [109], [115], [80]. In this case, after each iteration step of the unconstrained iterative method that is used for minimization of the cost function, for example the gradient descent rule in (2.8.20), Newton’s method, etc., the updated solution is projected onto the constraint set such that it satisfies the constraints. E.g., after using update rule (2.8.20) and adopting the first assumption in (2.8.21), $W$ should be projected as $W \leftarrow w_F \cdot W / \|W\|_F$. Obviously, the initial value $W[0]$ should also be normalized like this. Instead of projecting the updated value of $W$, it is also possible to project $\Delta W$, i.e. the change in $W$ made by the iterative method (for example, $\Delta W = -\rho[k] \nabla_W J_F(W[k]; \hat{C})$ in (2.8.20)) onto the constraint set. For example, the third assumption in (2.8.21) can easily be applied by starting with an initial value $W[0]$ that satisfies the constraint, i.e. $\text{diag}(W[0]) = I$, and zeroing the diagonal elements of $\Delta W$ before
applying each update. An alternative method for incorporating a constraint is by adding a penalty term $J_{\text{pen}}(W)$ to the main cost function that has to be minimized [85], i.e.:

$$J_{\text{ova}}(W) = J_{\text{main}}(W) + w_{\text{pen}} J_{\text{pen}}(W),$$  \hspace{1cm} (2.8.22)

where $J_{\text{ova}}(W)$ denotes the resulting ‘overall’ cost function, $J_{\text{main}}(W)$ the cost term that represents the main diagonalization criterion such as in (2.8.15), and $J_{\text{pen}}(W)$ the penalty term that penalizes the deviation of $W$ from the constraint. The penalty term can be weighted by the positive scalar $w_{\text{pen}}$. When using the gradient descent rule (2.8.20), the gradient $\nabla_W J_F(W[k]; \hat{C})$ should be replaced by $\nabla_W J_{\text{ova}}(W) = \nabla_W J_F(W[k]; \hat{C}) + w_{\text{pen}} \nabla_W J_{\text{pen}}(W)$.

Convenient formulations of constraints are usually defined in terms of squared norms. For example, the penalty terms corresponding to the constraints in (2.8.21) could be defined in a rather natural way by respectively:

$$J_{\text{pen}}(W) \triangleq (\|W\|_F - u)^2, \quad J_{\text{pen}}(W) \triangleq ||\text{diag}(WW^H) - I||_F^2,$$

$$J_{\text{pen}}(W) \triangleq ||\text{diag}(W) - I||_F^2, \quad J_{\text{pen}}(W) \triangleq |\log(|\text{det}(W)|)|^2.$$  \hspace{1cm} (2.8.23)

See [85] for several examples of penalty terms and their gradients. The iterative methods described above often are based on some approximation of the (main) cost function, usually in terms of a Taylor expansion. A nice and efficient method is presented in [191]. See [87] for a Newton method based on a second order cost function approximation.

The cost function involved in the model fitting formulation JAD3 in the list above can be minimized using conventional techniques, for example, by a gradient descent method. Note however, that in this case more parameters are involved: not only the matrix $A$ has to be estimated, but also the diagonal matrices $\{\Lambda_k\}_{k=1}^K$. Usually, the gradient descent method is not applied directly, but special techniques have been developed for the model fitting problem. One approach follows the conventional approach of (weighted) subspace fitting, see [172] and [184]. Problem (2.8.19) is then reformulated in such a way that the problem becomes separable in the sense that the parameters of the diagonal matrices $\{\Lambda_k\}_{k=1}^K$ are eliminated. The remaining problem then ‘only’ has to be solved for $A$. This can be done by any of the iterative methods mentioned above: gradient descent, Newton’s method, etc. See [172] for an example of applying subspace fitting techniques to the JAD problem. Another approach to estimate $A$ and $\{\Lambda_k\}_{k=1}^K$ has been proposed by Yeredor in [187] and [188]. His algorithm bears the acronym AC-DC because it alternates between two minimization schemes:

- The AC (‘Alternating Columns’) phase minimizes $J_{\text{fit}}(A, \{\Lambda_k\}_{k=1}^K; \hat{C})$ in (2.8.18) w.r.t. a selected column of $A$ while keeping the other columns, as well as the diagonal matrices $\{\Lambda_k\}_{k=1}^K$, fixed;

- The DC (‘Diagonal Centers’) phase minimizes $J_{\text{fit}}(A, \{\Lambda_k\}_{k=1}^K; \hat{C})$ w.r.t. the diagonal matrices $\{\Lambda_k\}_{k=1}^K$ while keeping $A$ fixed.

The ideas of this algorithm are important because they can be generalized to more complicated and general problems.
2.9 Conclusions and discussion

In this chapter, we have presented the theoretical background and a literature review of instantaneous Blind Signal Processing (BSP). Among other things, this allows us to contextualize our work w.r.t. the existing literature. We have attempted to provide a coherent overview of the field and to add value to the existing overviews and literature by stressing insight and relationships. One of our contributions is that the ideas underlying BSP have been formulated in such a way that in theory they can be generalized quite naturally to more complicated scenarios. We have seen that the development of a blind identification method involves several important steps. First of all, several fundamental assumptions are made on the mixing system, source signals, and noise signals. All blind methods have in common that they are based on the same guiding principle of statistical independence of the source signals. Secondly, based on the assumptions an identification or separation criterion is chosen. Finally, the mixing system, de-mixing system, or source signals are estimated by optimizing this criterion. We have distinguished two main approaches to BSP problems that reflect our point of view. The first category consists of methods that do not exploit any temporal structure in the data and are based on two main assumptions, viz. mutual spatial statistical independence and non-Gaussianity of the source signals. This category of methods is typically referred to as Independent Component Analysis (ICA) and it requires the use of HOS. The second category consists of methods that do exploit temporal structure; the methods belonging to it are also based on two main assumptions, viz. mutual spatial statistical independence and the presence of a certain temporal structure in the data. Although in principle algorithms from this category can use both second and higher order statistics, in practice virtually only second order statistics are exploited. Although many blind algorithms and techniques that are presented in the literature for the two different categories of blind methods seem different at first sight, we have shown that often they can be formulated in very similar ways. For instance, we have highlighted the resemblance between eigenstructure based algorithms for lag-zero Higher Order Statistics (HOS) based methods from the ICA category and Second Order Temporal Structure (SOTS) based methods from the temporal category. Furthermore, in this chapter we have considered several measures of statistical independence, which we also classified into two classes, viz. information-theoretic and signal processing oriented measures. The first class consists of measures like differential entropy, negentropy, mutual information, and Kullback-Leibner divergence. Such measures are typically used by blind methods from the ICA category. The second class consists of measures like cross-correlations, cross-cumulants, nonlinear cross-correlations and mathematical expectations, and kurtosis. These measures are used by both the ICA and the temporal categories. The MIBI method that we will present in later chapters belongs to the temporal category and will be developed in such a way that it is general and unifying w.r.t. the order and type of the exploited statistics. It heavily relies on the so-called subspace techniques that will be explained in the next chapter.
CHAPTER 3

Subspace methods for DOA identification

An approach that is commonly followed for solving instantaneous semi-blind array signal processing problems, such as Direction Of Arrival (DOA) estimation, is the so-called subspace approach \([16, 137, 147, 148, 154, 171, 175, 179, 183]\). Together with the rationale behind exploiting temporal structure, the rationale behind the subspace approach is of paramount importance for the blind identification method that we will develop in the chapters ahead. For this reason, it is discussed in depth in this chapter. Subspace methods are based on the decomposition of the observation/sensor vector space into two subspaces, viz. one that is associated with the source signals, the so-called signal subspace \([147, 154]\), and one that is associated with the noise signals, the so-called noise subspace \([147, 154]\). Although the concepts involved in subspace methods are more general, most approaches rely on the eigen-decomposition of the lag-zero covariance matrix of the sensor snapshots, i.e. they only employ lag-zero Second Order Statistics (SOS); see also Section 1.2.6. Most of the SOS based subspace theory described in the first part of this chapter is well-known. Its development started with the works of Schmidt \([137]\), and Bienvenu and Kopp \([16]\), and has been steadily proceeding until now. The literature on Higher Order Statistics (HOS) based subspace methods \([28, 40, 129, 140, 190]\) is quite modest and less known compared to SOS (see Chapter 1 for possible reasons). One of our goals in this chapter is to contribute to the ‘subspace research area’ by providing a unifying overview that allows natural generalizations and gives enhanced insight. Among other things, we show that the principles underlying SOS based subspace methods can easily be generalized to higher order and temporal statistics. We abstract and emphasize key ideas, such as the way in which the employed sensor statistics are arranged in a matrix, the rank of that matrix, etcetera. In fact, we deduce a kind of ‘algorithm for producing subspace based algorithms’ employing any kind of statistics. The techniques and generalizations that are presented in this chapter, as well as the notation used to describe them, will be employed intensively in the rest of the thesis. The notation has been set up in such a way it allows us to denote all kinds of quantities in a unifying manner. Many parameter estimation applications in Array Signal Processing (ASP), such as the various Source Localization applications considered in Section 1.1.3, typically employ subspace techniques. Because most of the literature on the topic deals with the conventional DOA estimation problem, and this subject lends itself very well for explaining subspace methods, here we will also restrict our attention to this research area. In later chapters, we will present a way to employ and generalize subspace techniques for solving the more difficult and general MIBI/IBSS problems.

In Section 3.1, we explain the considered DOA model(s) in detail. After that, in Section 3.2 we highlight the principles behind conventional lag-zero Second Order Statistics (SOS) based subspace methods. Next, a possible generalization of subspace techniques to Higher Order Statistics (HOS) is discussed in Section 3.3. Then, we have obtained sufficient insight for abstracting the key ideas of subspace methods in a retrospective analysis, which is presented in Section 3.4. Finally, conclusions and discussion are presented in Section 3.5.
3.1 Direction Of Arrival observation model

As in Section 1.1.3, it is assumed that $S$ statistically independent complex narrowband signals [94,147,179,183] emitted by far field sources are incident on a planar array of $D$ sensors. In addition, it is assumed that the propagation medium is linear, homogeneous and isotropic, and that all sensors are identical and have omnidirectional unit transfer. For simplicity, we will mainly consider the (co)planar case depicted in Fig. 3.1, where the sources and sensors are located in the same two-dimensional plane. We will refer to this scenario as 2D-scenario because it involves two spatial dimensions. Most concepts discussed in this section can be generalized in a rather straightforward manner to more general scenarios such as the 3D-scenario. In Section 3.1.1, first the observation model for an arbitrary planar array, i.e. an array with arbitrary 2D sensor positions, is discussed. Then, in Section 3.1.2 this model is specialized to a so-called Uniform Linear Array (ULA). Finally, in Section 3.1.3 the geometrical properties of the general model are highlighted.

3.1.1 Arbitrary sensor positions for 2D-scenario

In the plane containing the sources and sensors an orthogonal coordinate system is defined with coordinate axes denoted by $p^1$ and $p^2$. The problem setup is depicted in Fig. 3.1. As in Fig. 1.7, the sensor locations are indicated by black dots and the source locations by white dots. The position of the $i$-th sensor is denoted by the row vector $\tilde{p}_i = [p_{1i} \ p_{2i}]$, i.e. the first coordinate of the $i$-th sensor position is $p_{1i}$ and that of the second is $p_{2i}$. Let $\mathbf{z}(\theta)$ be

![Figure 3.1: Coplanar DOA estimation problem setup.](image)
3.1 Direction Of Arrival observation model

the noise-free complex array response (vector) (see also Section 1.1.3 and [97, 147, 183]) to
a unit-amplitude complex plane wave with Direction Of Arrival (DOA) \( \theta \) that is measured
clockwise w.r.t. the positive \( p^2 \)-axis (the functional dependence of \( \mathbf{z}(\theta) \) on \( \theta \) will be derived
shortly). Then, the complex sensor array observation vector \( \mathbf{x}[n] \in \mathbb{C}_D \) at discrete time
\( n \), called the \( n \)-th snapshot, can be modeled as in (1.1.1) with parameterized mixing matrix
columns:

\[
x[n] = \sum_{j=1}^{S} \mathbf{z}(\theta^j) s_j[n] + \nu[n] = \mathbf{A}(\tilde{\theta}) \mathbf{s}[n] + \nu[n] \quad \forall \ n \in \mathbb{Z}.
\] (3.1.1)

Recall that the array response matrix \( \mathbf{A}(\tilde{\theta}) \in \mathbb{C}_D^S \) is defined as \( \mathbf{A}(\tilde{\theta}) \triangleq \left[ \mathbf{z}(\theta^1) \cdots \mathbf{z}(\theta^S) \right] \),
where \( \tilde{\theta} \triangleq [\theta^1 \cdots \theta^S] \in \mathbb{R}^S \). The \( i \)-th element \( a_i^j \triangleq z_i(\theta^j) \) of the \( j \)-th array response
vector \( \mathbf{a}^j \triangleq \mathbf{z}(\theta^j) \) denotes the complex instantaneous transfer from the \( j \)-th source to the \( i \)-th sensor.
Let \( \mathbf{u}(\theta) \) be the unit column vector pointing in DOA \( \theta \), i.e. \( \mathbf{u}(\theta) = \left[ \sin(\theta) \ \cos(\theta) \right]^T \).
Furthermore, let the frequency, angular frequency, and wavelength of the carrier be denoted by \( f_c, \omega_c, \) and \( \lambda_c \) respectively. Finally, let the signal propagation velocity be denoted by \( c \).
Then, the propagation time difference \( \tau_i(\theta) \) between the arrival at the origin of the \( p^1 \)-\( p^2 \)
coordinate system and the arrival at the \( i \)-th sensor for a signal impinging from direction \( \theta \) is
given by:

\[
\tau_i(\theta) = \frac{\tilde{\mathbf{p}}_i \mathbf{u}(\theta)}{c} \quad \forall \ 1 \leq i \leq D.
\] (3.1.2)

Due to the narrowband character of the source signals, the corresponding complex transfer
coefficient \( z_i(\theta) \) is given by the phase factor \( \exp(\jmath \omega_c \tau_i(\theta)) \) [97, 147, 179]. The product
\( \phi_i(\theta) \triangleq \omega_c \tau_i(\theta) \) in the exponent, i.e. the phase of \( z_i(\theta) \), can be written as follows:

\[
\phi_i(\theta) = \omega_c \tau_i(\theta) = \frac{\omega_c}{c} \tilde{\mathbf{p}}_i \mathbf{u}(\theta) = \frac{2\pi}{\lambda_c} \tilde{\mathbf{p}}_i \mathbf{u}(\theta) = 2\pi \tilde{\mathbf{p}}_{i,n} \mathbf{u}(\theta) \quad \forall \ \theta \in \Theta, \ \forall \ 1 \leq i \leq D,
\] (3.1.3)

where \( \Theta \) is the parameter space of interest, i.e. the set in which \( \theta \) is known, allowed, or chosen
to vary, and \( \tilde{\mathbf{p}}_{i,n} \) is the position vector of the \( i \)-th sensor that is normalized w.r.t. the carrier
wavelength \( \lambda_c \), i.e.:

\[
\tilde{\mathbf{p}}_{i,n} \triangleq \frac{\tilde{\mathbf{p}}_i}{\lambda_c} \quad \forall \ 1 \leq i \leq D.
\] (3.1.4)

By using normalized sensor positions, i.e. by measuring all sensor positions in units of carrier
wavelength \( \lambda_c \), the model and the results that follow from it do not depend on absolute array
apertures and sensor positions. Now, the complex instantaneous transfer \( z_i(\theta) \) from a source
at DOA \( \theta \) to the \( i \)-th sensor can be written as:

\[
z_i(\theta) = \exp\left(\jmath \omega_c \tau_i(\theta)\right) = \exp\left(\jmath 2\pi \tilde{\mathbf{p}}_{i,n} \mathbf{u}(\theta)\right) = \exp\left(\jmath \phi_i(\theta)\right) \quad \forall \ \theta \in \Theta, \ \forall \ 1 \leq i \leq D,
\] (3.1.5)

where the phase \( \phi_i(\theta) \) is given by (3.1.3). In particular, the instantaneous transfer \( a_i^j \) from
the \( j \)-th source to the \( i \)-th sensor can be written as follows:

\[
a_i^j = z_i(\theta^j) = \exp\left(\jmath 2\pi \tilde{\mathbf{p}}_{i,n} \mathbf{u}(\theta^j)\right) \quad \forall \ 1 \leq i \leq D, \ \forall \ 1 \leq j \leq S.
\] (3.1.6)

From (3.1.5), it is clear that the array response vector \( \mathbf{z}(\theta) \) for a source at DOA \( \theta \) is given by:

\[
\mathbf{z}(\theta) = \begin{bmatrix}
z_1(\theta) \\
\vdots \\
z_D(\theta)
\end{bmatrix} = \begin{bmatrix}
\exp(\jmath \phi_1(\theta)) \\
\vdots \\
\exp(\jmath \phi_D(\theta))
\end{bmatrix} = \begin{bmatrix}
\exp(\jmath 2\pi \tilde{\mathbf{p}}_{1,n} \mathbf{u}(\theta)) \\
\vdots \\
\exp(\jmath 2\pi \tilde{\mathbf{p}}_{D,n} \mathbf{u}(\theta))
\end{bmatrix} \quad \forall \ \theta \in \Theta.
\] (3.1.7)
The collection of array response vectors \( \mathbf{z}(\theta) \) formed by varying the DOA \( \theta \) over the parameter space of interest \( \Theta \) is called the \textit{array manifold} \( \mathbf{A}(\Theta) \) [97]:

\[
\mathbf{A}(\Theta) \triangleq \{ \mathbf{z}(\theta) \mid \theta \in \Theta \}.
\]

(3.1.8)

Since there is only one parameter \( \theta \) in the currently considered model, the array manifold is a one-dimensional curve in the complex \( D \)-dimensional Euclidian space. In the sequel \textit{it is assumed that the parameterization of the array manifold} \( \mathbf{A}(\Theta) \), \textit{i.e. the functional dependence of} \( \mathbf{z}(\theta) \) \textit{on} \( \theta \) \textit{for all} \( \theta \in \Theta \), \textit{is known}. Since the purpose of DOA estimation is the extraction of the source DOA's from the sensor data, and since the sensor data is observed via the array response vectors (see (3.1.1)), a DOA \( \theta \) and its associated array response vector \( \mathbf{z}(\theta) \) must be related one-to-one for all \( \theta \in \Theta \) in order to allow the unique determination of the source DOA's from the sensor data. This condition is necessary but not sufficient because the DOA determination also depends on other quantities and/or parameters such as the number of sensors in relation to the number of sources, the statistical properties of the signals, the order of the exploited statistics, etc.

**Definition 3.1.1. Unambiguous array response vector or unambiguous array.** An array response vector \( \mathbf{z}(\theta) \in \mathbf{A}(\Theta) \) is said to be unambiguous over \( \Theta \) if the DOA \( \theta \) can be determined uniquely from \( \mathbf{z}(\theta) \), \textit{i.e. if} \( \mathbf{z}(\theta) \) and \( \mathbf{z}(\hat{\theta}) \) are related one-to-one for all \( \theta \in \Theta \). In other words, \( \mathbf{z}(\theta) \in \mathbf{A}(\Theta) \) is unambiguous if the mapping \( \mathbf{z}(\theta) \) from \( \Theta \) to \( \mathbf{A}(\Theta) \) is injective. In addition, if the array response vector \( \mathbf{z}(\theta) \in \mathbf{A}(\Theta) \) is unambiguous the array itself is also said to be unambiguous.

As is clear intuitively from (3.1.7), a one-to-one relation between \( \theta \) and \( \mathbf{z}(\theta) \) for all \( \theta \in \Theta \) can be established by choosing the normalized sensor positions \{\( \tilde{\mathbf{p}}_{i,a} \)\}_{1 \leq i \leq D} properly. An example of such a choice will be given in the next section for the simple case of a so-called \textit{Uniform Linear Array (ULA)}. In general, the purpose of Source Localization is to extract \textit{a} (subset of) the parameters characterizing each source position, \textit{e.g.} Cartesian, polar or spherical coordinates, from the sensor data [179, 183]. Similarly to the DOA estimation scenario considered above, \textit{in the general ISBSL scenario the unique determination of the source positions from the sensor data requires that the set of parameters characterizing a source position and its associated array response vector are related one-to-one for all possible values of the parameters} (see also Section 1.1.3). Similarly to the ULA case, this can be achieved by placing the sensors properly.

---

**Intermezzo I: Usefulness of using both sub- and superscripts**

Note from (3.1.6) that the subscript position of the index \( i \) in the component \( \tilde{\mathbf{p}}_{i,a} \) of \( a^i = z_i(\theta^i) \), and in \( a^i \) itself, immediately indicates that the row vector \( \tilde{\mathbf{p}}_{i,a} \) is related to the ‘sensor part’ of the mixing matrix \( \mathbf{A}(\hat{\theta}) \) because a specific, \textit{viz.} the \( i \)-th, row \( \tilde{\mathbf{a}}_i(\hat{\theta}) \) of \( \mathbf{A}(\hat{\theta}) \) corresponds to a specific, \textit{viz.} the \( i \)-th, sensor and is indexed by a subscript index; see (3.1.1) and (3.1.7). Likewise, the superscript position of the index \( j \) in the component \( \mathbf{u}(\theta^j) \) of \( a^j \), and in \( a^j \) itself, indicates that the column vector \( \mathbf{u}(\theta^j) \) is related to the ‘source part’ of \( \mathbf{A}(\hat{\theta}) \) because a specific, \textit{viz.} the \( j \)-th, column \( \tilde{\mathbf{a}}^j = \mathbf{z}(\theta^j) \) of \( \mathbf{A}(\hat{\theta}) \) is associated with a specific, \textit{viz.} the \( j \)-th, source and is indexed by a superscript index. In addition, note that the summation in (3.1.1) is reminiscent of the notational convention adopted in our work which states that summations are typically performed over a pair of quantities, one of which has a subscript index and the other a superscript index, or can be interpreted that way. The summation in (3.1.1) clearly...
shows that the \( j \)-th array response vector \( z(\theta^j) \) is associated with the \( j \)-th source signal \( s_j[n] \), which is also evident physically. We summarize these notational conventions as follows (see also Appendix A):

A subscript index of a transfer/propagation factor indicates a direct relation to a specific sensor, whereas a superscript index indicates a direct relation to a specific source.

As we will see in the sequel, this also holds for most statistical quantities. The distinctions made above would not have been clear if all vectors were denoted the same way, e.g. by choosing all vectors to be column vectors and obtaining row vectors by (conjugate) transposing column vectors, and vice versa. For example, if the DOA of the \( j \)-th source were denoted by \( \theta^j \) instead of \( \theta^i \), and thus the associated unit vector by \( \mathbf{u}(\theta_j) \) instead of \( \mathbf{u}(\theta_i) \), and if there were no distinction between row and column vectors, it would not immediately be clear that the vector \( \mathbf{p}_{i,n} \) in the inner product \( \mathbf{p}_{i,n}^T \mathbf{u}(\theta_j) = \mathbf{u}(\theta_j)^T \mathbf{p}_{i,n} \) is related to a specific, viz. the \( i \)-th, sensor and the vector \( \mathbf{u}(\theta_j) \) to a specific, viz. the \( j \)-th, source. In general, from our notation it is clear immediately that \( v_i \) is an element of a column vector and \( v^j \) an element of a row vector.

### 3.1.2 Example: Uniform Linear Array (ULA)

Most literature on DOA estimation considers an array with its sensors distributed uniformly on a line. Such an array is commonly referred to as a *Uniform Linear Array (ULA)* [84, 119, 126, 147, 179, 183]. See Fig. 1.8 in Chapter 1 for an example. A ULA can be considered as a special case of the planar array in the previous section because it is a kind of ‘degenerate version’ of it. Assume that the sensors are located on the positive \( p^j \)-axis and that the first sensor is positioned in the origin. Then, the position \( \mathbf{p}_i \) of the \( i \)-th sensor (\( 1 \leq i \leq D \)) is given by \( \mathbf{p}_i = [p^1_i \ p^2_i] \), where \( p^1_i = (i - 1)d \) with \( d \) the sensor spacing, and \( p^2_i = 0 \), i.e. \( \mathbf{p}_i = [(i - 1)d \ 0] \). Now, the phase \( \phi_i(\theta) \triangleq \omega_c \tau_i(\theta) \) in (3.1.3) can be written as follows:

\[
\phi_i(\theta) = \omega_c \tau_i(\theta) = \frac{\omega_c}{c} \mathbf{p}_i \mathbf{u}(\theta) = \frac{\omega_c}{c} (i - 1)d \sin(\theta) = (i - 1) 2\pi \frac{d}{\lambda_c} \sin(\theta) = (i - 1) 2\pi d_n \sin(\theta) = (i - 1) \xi(\theta) \quad \forall \theta \in \Theta, \quad \forall 1 \leq i \leq D,
\]

where:

\[
\xi(\theta) \triangleq 2\pi \frac{d}{\lambda_c} \sin(\theta) = 2\pi d_n \sin(\theta) \quad \forall \theta \in \Theta,
\]

and \( d_n \) is the sensor spacing that is normalized w.r.t. the carrier wavelength \( \lambda_c \), i.e.:

\[
d_n \triangleq d/\lambda_c.
\]

Substituting (3.1.9) into (3.1.5) gives the complex instantaneous transfer \( z_i(\theta) \) from a source at DOA \( \theta \) to the \( i \)-th sensor for a ULA:

\[
z_i(\theta) = \exp(j \phi_i(\theta)) = \exp(j (i - 1) \xi(\theta)) \quad \forall \theta \in \Theta, \quad \forall 1 \leq i \leq D.
\]

Hence, from (3.1.7) it follows that the resulting array response vector \( z(\theta) \) is given by:

\[
z(\theta) = \begin{bmatrix} z_1(\theta) \\ z_2(\theta) \\ \vdots \\ z_D(\theta) \end{bmatrix} = \begin{bmatrix} 1 \\ \exp(j (1) \xi(\theta)) \\ \vdots \\ \exp(j (D - 1) \xi(\theta)) \end{bmatrix} = \begin{bmatrix} 1 \\ \exp(j 2\pi d_n \sin(\theta)) \\ \vdots \\ \exp(j (D - 1) 2\pi d_n \sin(\theta)) \end{bmatrix} \quad \forall \theta \in \Theta.
\]
As has been stated in the previous section, in order to allow the unique determination of the source DOAs from the sensor data, θ and z(θ) must be related one-to-one for all θ ∈ Θ.

Before explaining how the (normalized) sensor positions (or just the sensor spacing in the ULA case) can be chosen in such a way that this condition is satisfied, we first deduce a "sense range" Θ for θ by pointing out two kinds of ambiguities which are due to the properties of the sine function. Firstly, z(θ) is periodic with period 2π because of the periodicity of the function sin(θ). Hence, z(θ) = z(θ + k2π) for all θ ∈ Θ and k ∈ ℤ. Secondly, z(θ) = z(π − θ) for all θ ∈ Θ because sin(θ) = sin(π − θ) for all θ ∈ Θ. These latter result also follows from the geometry of the problem: two sources at locations symmetric w.r.t. the array (line), viz. one at θ and the other at π − θ, yield identical sets of propagation time differences, i.e. τi(θ) = τi(π − θ) for all 1 ≤ i ≤ D, and thus cannot be distinguished. These two ambiguities imply that DOA's can never be determined uniquely for more than 'one side' of the ULA. Therefore, the parameter space of interest for a ULA is often chosen to be Θ ≡ [−π, π]. Note that this interval can also immediately be deduced from the fact that the sine function is injective on it. As we have remarked in the previous section, it also depends on the normalized sensor positions whether a DOA θ and its associated array response vector z(θ) are actually related one-to-one for θ ∈ Θ. Choosing the parameter interval Θ ≡ [−π, π] is necessary but not sufficient to guarantee this. This can be seen as follows. From (3.1.10) it is clear that ξ(θ) is a bijective function on Θ ≡ [−π, π] ranging from −2πda to 2πda. Furthermore, from (3.1.12) and (3.1.13) it can be seen that z(θ) is unique on Θ only if |ξ(θ)| ≤ π. Note that ξ(θ) can be considered as a kind of normalized spatial frequency. Now, since the condition |ξ(θ)| = 2πda |sin(θ)| ≤ π implies da |sin(θ)| ≤ 1, and maxθ∈Θ |sin(θ)| = 1, the condition da ≤ 1 2 follows. Hence, we can conclude that z(θ) is an injective function-valued vector/mapping from Θ to A(θ) if the normalized sensor spacing da is smaller than or equal to 1 2. This implies that θ can be determined uniquely from z(θ) iff da ≤ 1 2, and the array is said to be unambiguous (see Section 3.1.1). Note that the condition da ≤ 1 2 is equivalent to d ≤ 2 3. Since d can be considered as the spatial sampling distance of the ULA that samples a wavefield uniformly in space, this condition can be interpreted as the spatial version of Shannon’s sampling theorem [97, 179]. It guarantees that there is no spatial aliasing whenever it is satisfied.

3.1.3 Geometrical properties of DOA observation model

The geometry of the observation model (3.1.1) is of great interest because it provides a lot of insight [97, 147, 154, 179, 183]. The ‘informative’ part of the (generally) length-D observation vector x[n], i.e. the (noise-free) part related to the source signals, is a linear combination of the S array response vectors z(θ1), . . . , z(θS) with coefficients s[n]. Hence, this part is confined to an S-dimensional subspace of the complex D-dimensional space L(z(θ1), . . . , z(θS)) = Rs A(θ). Due to the noise, a part of x[n] extends into the orthogonal complement Rs⊥ A(θ) of Rs A(θ).

Since the array response vectors z(θ1), . . . , z(θS) are elements of both the subspace Rs A(θ) and the array manifold A(θ), they lie in the intersection Rs A(θ) ∩ A(θ). In fact, it can be shown that under some common assumptions (e.g. see Section 3.2.1.1) the source array response vectors are determined uniquely by the intersections between Rs A(θ).

---

1See Appendix A and Definition C.2.1 for the definition and meaning of the ‘linear span’ symbol L(·) and the ‘column range symbol’ Rs(·); see also the list of symbols on page ??.
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and $\mathcal{A}(\Theta)$. Hence, if the array is unambiguous (see Section 3.1.1), i.e. if the mapping $z(\theta)$ from $\Theta$ to $\mathcal{A}(\Theta)$ is injective, these intersections determine the source DOA's uniquely. This implies that the considered array response matrix is unambiguous according to the following definition.

**Definition 3.1.2. Unambiguous array response matrix.** An array response matrix $\mathbf{A}(\tilde{\theta})$ is said to be unambiguous over $\Theta$ if for all $\theta$ with $\theta^1, \ldots, \theta^S \in \Theta$ the source DOA's can be determined uniquely from the intersections between $\mathcal{R}_c(\mathbf{A}(\tilde{\theta}))$ and the array manifold $\mathcal{A}(\Theta)$.

Note that this definition implies that $\mathbf{A}(\tilde{\theta})$ must have full rank for any collection of $S$ distinct DOA's in $\tilde{\theta}$ with $\theta^1, \ldots, \theta^S \in \Theta$, and that a necessary condition for the array response matrix to be unambiguous is that the array must be unambiguous as well. As an example, the array response matrix associated with a ULA with $d_n \leq \frac{\lambda}{2}$ and $\Theta \triangleq [-\frac{\pi}{2}, \frac{\pi}{2}]$ is unambiguous because it can be shown that $\mathbf{A}(\tilde{\theta})$ has full rank whenever $D \geq S$ and all angles in $\tilde{\theta}$ are different [147]. Summarizing, for an unambiguous array response matrix the intersections between the subspace $\mathcal{R}_c(\mathbf{A}(\tilde{\theta}))$ and the array manifold $\mathcal{A}(\Theta)$ are the array response vectors and determine the source DOA's uniquely.

3.2 Subspace Methods for DOA estimation based on Second Order Statistics

In this section, we discuss the main principles of estimating DOA's by subspace methods that are based on Second Order Statistics [16, 97, 115, 127, 137, 138, 147, 179, 183]. Most subspace methods rely on the partitioning of the eigen-space of the lag-zero sensor correlation matrix $\mathbf{R}_x$ into a subspace associated with the source signals, the so-called signal subspace, and a subspace associated with the noise signals, the so-called noise subspace. As has been explained in Section 3.1.3, the desired parameters, e.g. the source DOA's, are determined by the intersections between the signal subspace and the array manifold and can be extracted in various ways. In Section 3.2.1, we start by examining the structure of the covariance matrix and its decomposition into the signal and noise subspaces. Then, in Section 3.2.2, the well-known MUSIC method [16, 127, 137, 138, 147, 179] for the extraction of the DOA's is discussed, followed in Section 3.2.3 by the so-called ROOT-MUSIC method [10, 147, 179]. Finally, the min-norm method [98, 99, 147, 179] is discussed in Section 3.2.4.

3.2.1 Sensor correlation structure, signal and noise subspaces

Firstly, in Section 3.2.1.1 we will formulate the commonly adopted assumptions underlying SOS based subspace methods. Then, in Section 3.2.1.2 the structure of the lag-zero sensor correlation matrix $\mathbf{R}_x$ is derived and analyzed. Subsequently, in Section 3.2.1.3 a signal and a noise subspace are defined in terms of the eigenstructure of $\mathbf{R}_x$. After that, in Section 3.2.1.4 several important conclusions are drawn about the relationships between the array response vectors and the signal and noise subspaces. Based on these conclusions, a system of equations satisfied by the source DOA's is formulated. Finally, in Section 3.2.1.5 we highlight some consequences of, and techniques for, working with estimated statistics in practice.
3.2.1.1 Assumptions of SOS based subspace methods

The structure of the lag-zero sensor correlation (or covariance) matrix \( \mathbf{R}^s \triangleq E\{\mathbf{x}[n]\mathbf{x}[n]^H\} \) and the related subspace principles are based on several commonly adopted assumptions \([16, 97, 119, 137, 138, 147, 179]\) that are summarized in the list at the end of this section. Firstly, it is assumed that all involved signals are realizations of zero mean, stationary, and ergodic random processes (AS1). Since conventional subspace methods are based on the lag-zero sensor correlation matrix, they neglect any temporal structure that might be present in the data (compare this to the ICA category of blind methods discussed in the previous chapter). As in Section 2.3.1, for convenience of notation all time indices are dropped and any time signal \( v[n] \) is considered as a random variable \( v \) instead of a time series; the observed values \( v[n] \) are then samples of this random variable. For example, (3.1.1) is written as \( x = \sum_{j=1}^{S} z(\theta_j) s_j + \nu = A(\theta) s + \nu \), where \( x, s \) and \( \nu \) are considered as random vectors with samples \( x[n], s[n] \) and \( \nu[n] \) respectively. Furthermore, the sensor correlation matrix \( \mathbf{R}^s \) can now be defined as \( \mathbf{R}^s \triangleq E\{\mathbf{x}\mathbf{x}^H\} \). Secondly, it is assumed that the source signals are mutually uncorrelated with non-zero variances \( \{\sigma_j^s\}^2 \) \( 1 \leq j \leq S \) (AS2), i.e. \( \mathbf{R}^s \triangleq \text{diag}((\sigma_1^s)^2, \ldots, (\sigma_S^s)^2) \) (other, more general, scenarios assume that \( \mathbf{R}^s \) is nonnegative definite). For completeness and clarity, we explicitly assume that the source DOA’s are different (AS3). Next, it is assumed that the source and sensor noise signals are mutually uncorrelated, i.e. \( \mathbf{R}^{ss} \triangleq E\{\mathbf{s}\mathbf{s}^H\} = 0 \) (AS4). For simplicity it is assumed that the sensor noise is spatially white, i.e. \( \mathbf{R}^{\nu} \triangleq E\{\mathbf{\nu}\mathbf{\nu}^H\} = (\sigma^\nu)^2 \mathbf{I} \) (AS5). If the correlation structure is known it is also possible to deal with spatially non-white sensor noise. Note that any temporal structure that might be present in the source and/or noise signals is irrelevant for the rationale behind the conventional subspace approach because it is ignored. Finally, some very important assumptions regarding the properties of the array manifold \( \mathcal{A}(\theta) \) and the array response matrix \( A(\theta) \) are adopted. One of the most important ones is that the functional dependence of the array response vector \( z(\theta) \) on the source DOA \( \theta \) is known a priori for all \( \theta \in \Theta \) (AS6). Also, it is assumed that the number of sensors is larger than the number of sources, i.e. \( D > S \) (AS7). As we will see, this assumption implies that \( \mathbf{R}^s \) has a non-trivial noise subspace, which is a prerequisite for all subspace methods. Finally, it is assumed that the array response matrix is unambiguous (AS8). As we have discussed in Section 3.1.3, this means that the source DOA’s can be determined uniquely from the intersections between the column range \( \mathcal{R}_c(\mathbf{A}(\theta)) \) of \( \mathbf{A}(\theta) \) and the known array manifold \( \mathcal{A}(\theta) \). Summarizing, lag-zero SOS based subspace methods exploit the following assumptions \([16, 97, 119, 137, 138, 147, 179, 183]\):

AS1: All involved signals are realizations of zero-mean, stationary, and ergodic random processes;

AS2: The source signals have non-zero variance and are mutually uncorrelated: \( \mathbf{R}^s = \text{diag}((\sigma_1^s)^2, \ldots, (\sigma_S^s)^2) \) with \( (\sigma_j^s)^2 \neq 0 \) \( \forall \ 1 \leq j \leq S \);

AS3: The source DOA’s are different: \( \theta^i \neq \theta^j \) \( \forall \ 1 \leq i \neq j \leq S \);

AS4: The source and sensor noise signals are mutually uncorrelated: \( \mathbf{R}^{ss} = 0 \);

AS5: The sensor noise is spatially white, i.e. \( \mathbf{R}^{\nu} = (\sigma^\nu)^2 \mathbf{I} \);

AS6: The parameterization of the array manifold \( \mathcal{A}(\Theta) \), i.e. the functional dependence of \( z(\theta) \) on \( \theta \) for all \( \theta \in \Theta \), is known a priori;

AS7: The number of sensors is larger than the number of sources, i.e. \( D > S \);
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**AS8:** The array response matrix \( A(\tilde{\theta}) \) is unambiguous over the parameter space \( \Theta \), i.e. the source DOA’s can be determined uniquely from \( R_c (A(\tilde{\theta})) \cap A(\Theta) \).

#### 3.2.1.2 Structure of sensor correlation matrix \( R^x \)

The lag-zero sensor correlation matrix \( R^x \in \mathbb{C}^D \) easily follows from (3.1.1) and assumptions AS1-AS8 on the facing page:

\[
R^x = \sum_{j=1}^{S} (\sigma^j)^2 z(\theta^j) z(\theta^j)^H + R^\nu = A(\tilde{\theta}) R^x A(\tilde{\theta})^H + (\sigma^\nu)^2 I_D^D. \tag{3.2.1}
\]

Hence, \( R^x \) can be written as the sum of two auto-correlation matrices. The first one, \( A(\tilde{\theta}) R^x A(\tilde{\theta})^H \), is due to the source signals and involves the source auto-correlation matrix \( R^x \) and the array response matrix \( A(\tilde{\theta}) \). The second one, \( R^\nu = (\sigma^\nu)^2 I \), is the noise correlation matrix. Because \( A(\tilde{\theta}) \) has full rank \( S \) owing to AS8, and \( R^x \) has rank \( S \) owing to AS2, the part of \( R^x \) that is due to the source signals also has rank \( S \) [115, 147]:

\[
\text{rank} \left( A(\tilde{\theta}) R^x A(\tilde{\theta})^H \right) = S. \tag{3.2.2}
\]

This property implies that if the number of sources \( S \) is unknown, it can be computed/estimated as the (effective) rank of \( R^x \). Obviously, the part of \( R^x \) that is due to the noise signals has rank \( D \) whenever \((\sigma^\nu)^2 \neq 0\) because then \(\text{rank}(R^\nu) = \text{rank}(I_D^D) = D\) (note that \( I_D^D \) is the identity matrix of size \( D \)). Hence, in general:

\[
\text{rank}(R^x) = D. \tag{3.2.3}
\]

#### 3.2.1.3 Eigenstructure of \( R^x \): signal and noise subspaces

In addition to performing a decomposition of \( R^x \) into a sum of two auto-correlation matrices, as in (3.2.1), it is also possible and useful to perform an Eigenvalue Decomposition (EVD) [72, 115] of \( R^x \) and split the result into two parts [16, 97, 137, 138, 147, 154]. In fact, as we will see in the sequel, each term of either decomposition is closely linked to the corresponding term in the other decomposition. In order to gain insight into the properties of the EVD of \( R^x \), we first consider the EVD of the ‘source signal part’ \( A(\tilde{\theta}) R^x A(\tilde{\theta})^H \), i.e. the first term at the right hand side of (3.2.1), and then consider the influence of the ‘sensor noise part’ \((\sigma^\nu)^2 I \) on the eigenstructure of \( R^x \). Let \( \{\lambda_i^S\}_{1 \leq i \leq D} \) and \( \{\lambda_i^\nu\}_{1 \leq i \leq D} \) be the eigenvalues and eigenvectors respectively of \( A(\tilde{\theta}) R^x A(\tilde{\theta})^H \) with the eigenvalues arranged in decreasing order, i.e.:

\[
(A(\tilde{\theta}) R^x A(\tilde{\theta})^H) u^i = \lambda^S_i u^i \quad \forall 1 \leq i \leq D \quad \text{with} \quad \lambda^S_1 \geq \lambda^S_2 \geq \cdots \geq \lambda^S_D. \tag{3.2.4}
\]

From (3.2.2), it follows that the last \( D - S \) eigenvalues \( \lambda^\nu_{S+1}, \ldots, \lambda^\nu_D \) are zero. Because the considered matrix is Hermitian and positive definite, the first \( S \) eigenvalues \( \lambda^S_1, \ldots, \lambda^S_S \) are real-valued and greater than zero [76]. In addition, all eigenvectors can be computed in such a way that they are orthonormal [150]. Therefore, from now on we assume that the eigenvectors \( \{u^i\}_{1 \leq i \leq D} \) form an orthonormal set. Writing the equalities for \( 1 \leq i \leq S \) in (3.2.4) simultaneously in one matrix equation yields:

\[
(A(\tilde{\theta}) R^x A(\tilde{\theta})^H) U^S = U^S \Lambda^S, \tag{3.2.5}
\]
where:
\[
U^s \triangleq [u^1 \cdots u^S] \in \mathbb{C}^D_S \quad \text{and} \quad \Lambda^s \triangleq \text{diag}(\lambda^s_1, \ldots, \lambda^s_S) \in \mathbb{R}^S_S
\] (3.2.6)
are matrices containing the so-called signal eigenvectors and signal eigenvalues respectively. Note that \(U^s\) and \(\Lambda^s\) depend on the actual source DOA’s in \(\hat{\theta}\) because they are determined by the sensor correlation matrix \(R^x\), which is a function of \(\theta\), as is evident from (3.2.1).

Now that we have considered the eigenstructure of the ‘source signal part’ \(A(\hat{\theta})R^xA(\hat{\theta})^H\) of \(R^x\), we will examine the influence of the ‘sensor noise part’ \((\sigma^v)^2I\) on the eigenstructure of \(R^x\). Consider the matrix-vector product \(R^xu^i\), i.e. the product of \(R^x\) with the \(i\)-th eigenvector of \(A(\hat{\theta})R^xA(\hat{\theta})^H\):
\[
R^xu^i \overset{\text{(3.2.7)}}{=} (A(\hat{\theta})R^xA(\hat{\theta})^H)u^i + (\sigma^v)^2u^i \quad \forall 1 \leq i \leq D.
\]
(3.2.7)
Hence, the eigenvectors of \(R^x\) are the same as those of \(A(\hat{\theta})R^xA(\hat{\theta})^H\), and the eigenvalues equal the eigenvalues of \(A(\hat{\theta})R^xA(\hat{\theta})^H\) increased by the noise variance \((\sigma^v)^2\). Thus, denoting the eigenvalues of \(R^x\) by \(\lambda^x_1, \ldots, \lambda^x_D\), it is clear that \(\lambda^x_i = \lambda^s_i + (\sigma^v)^2\) for all \(1 \leq i \leq D\), and, more specifically:
\[
\lambda^x_i = \begin{cases} 
\lambda^s_i + (\sigma^v)^2, & i = 1, \ldots, S; \\
(\sigma^v)^2, & i = S + 1, \ldots, D.
\end{cases}
\] (3.2.8)
Hence, the eigenvalues can be divided into two groups. The eigenvalues \(\{\lambda^x_i\}_{1 \leq i \leq S} = \{\lambda^s_i + (\sigma^v)^2\}_{1 \leq i \leq S}\) in the first group are called signal eigenvalues because they are due to the source signal part of \(R^x\); more appropriately, they are due to the source and sensor noise correlation matrices (and the array response matrix, of course). The eigenvalues \(\{\lambda^x_i\}_{S+1 \leq i \leq D} = \{(\sigma^v)^2\}_{S+1 \leq i \leq D}\) in the second group are called noise eigenvalues because they are due to the noise signals. Likewise, the corresponding eigenvectors can be divided into two groups. The eigenvectors \(\{u^i\}_{1 \leq i \leq S}\) corresponding to the signal eigenvalues are called signal eigenvectors and span an \(S\)-dimensional subspace \(L(\{u^i\}_{1 \leq i \leq S})\) called signal subspace. The eigenvectors \(\{u^i\}_{S+1 \leq i \leq D}\) corresponding to the noise eigenvalues are called noise eigenvectors and span a \((D - S)\)-dimensional subspace \(L(\{u^i\}_{S+1 \leq i \leq D})\) called noise subspace. Note that the source array response vectors lie completely in both subspaces, whereas the noise vector \(v\) has components in both subspaces. Summarizing, the EVD of \(R^x\) can be expressed as follows:
\[
R^x = \sum_{i=1}^{D} \lambda^x_i u^i(u^i)^H = \sum_{i=1}^{S} (\lambda^s_i + (\sigma^v)^2) u^i(u^i)^H + \sum_{i=S+1}^{D} (\sigma^v)^2 u^i(u^i)^H.
\] (3.2.9)
In matrix notation, this decomposition can be written as:
\[
R^x = U^s \Lambda^s(U^s)^H + U^v \Lambda^v(U^v)^H,
\] (3.2.10)
where:
\[
U^s \triangleq [u^1 \cdots u^D] \in \mathbb{C}^D_D, \quad U^s \triangleq [u^1 \cdots u^S] \in \mathbb{C}^D_S \quad \text{and} \quad U^v \triangleq [u^{S+1} \cdots u^D] \in \mathbb{C}^{D-S}_D
\] are matrices containing the ‘sensor’, ‘signal’ and ‘noise’ eigenvectors respectively, and
\[
\Lambda^s \triangleq \text{diag}(\lambda^s_1, \ldots, \lambda^s_D) \in \mathbb{R}^{D}_D, \quad \Lambda^s \triangleq \text{diag}(\lambda^s_1 + (\sigma^v)^2, \ldots, \lambda^s_D + (\sigma^v)^2) \in \mathbb{R}^{S}_S.
\]
and
\[
\Lambda^v \triangleq \text{diag}((\sigma^v)^2, \ldots, (\sigma^v)^2) \in \mathbb{R}^{D-S}_{D-S}
\] (3.2.11)
are diagonal matrices containing the sensor, (source) signal (plus noise), and noise eigenvalues respectively. Once again, notice that all matrices \( U^x, \Lambda^x, U^\nu, \Lambda^\nu \) depend on \( \theta \) because they are determined by the sensor correlation matrix \( R^x \), which is a function of \( \theta \). The matrices resulting from the EVD satisfy several properties. Firstly, note that:

\[
U^x = \begin{bmatrix} U^s & U^\nu \end{bmatrix} \quad \text{with} \quad U^x (U^x)^H = (U^x)^H U^x = I^D, \quad \Lambda^x = \begin{bmatrix} \Lambda^s & 0 \\ 0 & \Lambda^\nu \end{bmatrix}. \tag{3.2.12}
\]

Because the eigenvectors of \( R^x \) are orthonormal, the signal and noise subspaces are orthogonal. In other words, the signal subspace is the orthogonal complement\(^1\) of the noise subspace and vice versa. For reference purposes, we formulate this mathematically in several equivalent ways:

\[
U^s \perp U^\nu \equiv (U^s)^H U^\nu = 0^D_{S-S} \equiv (U^\nu)^H U^s = 0^D_{S-S} \quad \text{or} \quad \langle v, w \rangle \equiv v^H w = 0 \quad \forall \ v \in \mathcal{R}_c(U^\nu), \ \forall \ w \in \mathcal{R}_c(U^s). \tag{3.2.13}
\]

In addition, in terms of the fundamental subspaces considered in linear algebra \([115, 150]\) and discussed in Appendix C, we can summarize these important properties as follows:

\[
\mathcal{N}_i(U^s) = \left( \mathcal{R}_c(U^\nu) \right)^T \equiv \mathcal{R}_c(U^\nu); \tag{3.2.14}
\]

\[
\mathcal{N}_i(U^\nu) = \left( \mathcal{R}_c(U^s) \right)^T \equiv \mathcal{R}_c(U^s), \tag{3.2.15}
\]

where the symbol ‘\( \equiv \)’ denotes isomorphism. The results obtained above imply that \( R^x U^x \) can be decomposed as follows:

\[
R^x U^x = U^x \Lambda^x = \begin{bmatrix} R^x U^s & R^x U^\nu \end{bmatrix} = \begin{bmatrix} U^s \Lambda^s & U^\nu \Lambda^\nu \end{bmatrix}. \tag{3.2.16}
\]

For later use, we define two orthogonal projection matrices \( P^s \) and \( P^\nu \) for projecting a vector onto the signal and noise subspaces respectively:

\[
P^s \equiv U^s (U^s)^H, \quad P^\nu \equiv U^\nu (U^\nu)^H. \tag{3.2.17}
\]

Note that because of the ‘resolution of identity’ property of orthogonal projection matrices \([115]\), the following equality is satisfied:

\[
I = P^s + P^\nu = U^s (U^s)^H + U^\nu (U^\nu)^H. \tag{3.2.18}
\]

### 3.2.1.4 Relation between array response vectors, signal and noise subspaces; obtaining a system of equations satisfied by source DOA’s

Now we are in a position to draw several important conclusions about the relation between the array response vectors and the signal and noise subspaces \([147, 154]\). Firstly, we show that the linear span \( \mathcal{L} \left( \{ u^i \}_{1 \leq i \leq S} \right) \), i.e. the signal subspace spanned by the signal eigenvectors \( u^1, \ldots, u^S \), is equal to the linear span \( \mathcal{L} \left( \{ z(\theta^j) \} \right) \) of the array response vectors whenever \( R^x \) has full rank (which is the case in our problem definition, see AS2 on page 91) \([147]\). In matrix language, this reads \( \mathcal{R}_c(U^x) = \mathcal{R}_c(A(\theta)) \). For reference purposes, we summarize these results explicitly in the following theorem.

**Theorem 3.2.1.** Linear span of signal eigenvectors equals that of array response vectors. If the source auto-correlation matrix \( R^x \) has full rank, the linear span of the signal eigenvectors equals the linear span of the array response vectors:

\[
\mathcal{L} \left( \{ u^i \}_{1 \leq i \leq S} \right) = \mathcal{L} \left( \{ z(\theta^j) \} \right) \quad \equiv \quad \mathcal{R}_c(U^x) = \mathcal{R}_c(A(\theta)). \tag{3.2.19}
\]

\(^1\)See Appendix C for a brief summary of important linear algebra related concepts and definitions, such as fundamental subspaces, column and row spaces, orthogonality, orthogonal complement, and so on.
Subspace methods for DOA identification

Proof. We prove this assertion using (3.2.5). Noting that $\Lambda$ is invertible, and multiplying both sides of (3.2.5) from the right by $(\Lambda_s)^{-1}$, yields the equality $U_s = (\Lambda_s^{-1})^{-1}$. This shows that each column of $U_s$ belongs to the column space of $A(\theta)$, i.e.:

$$u^i \in \mathcal{R}_c(A(\theta)) \quad \forall 1 \leq i \leq S.$$  

Likewise, noting that $R_sA(\theta)^H U_s$ is invertible because $R_s$, $A(\theta)$ and $U_s$ all have full rank, and multiplying both sides of (3.2.5) from the right by $(R_sA(\theta)^H U_s)^{-1}$, yields the equality $A(\theta) = U_s \Lambda_s (R_sA(\theta)^H U_s)^{-1}$. This shows that each column of $A(\theta)$ belongs to the column space of $U_s$, i.e.:

$$z(\theta^j) \in \mathcal{R}_c(U_s) \quad \forall 1 \leq j \leq S.$$  

Hence, because each column of $U_s$ can be expressed as a linear combination of the columns of $A(\theta)$ and vice versa, we conclude that $\mathcal{R}_c(U_s) = \mathcal{R}_c(A(\theta)).$

Corollary 3.2.2. Noise subspace is isomorphic to left null space of $A(\theta)$.

Under the assumption(s) of Theorem 3.2.1 the noise subspace is isomorphic to the left null space of $A(\theta)$:

$$\mathcal{R}_c(U^\nu) \cong \mathcal{N}_l(A(\theta)) = \mathcal{R}_c(U^\nu)^T.$$  

(3.2.20)

Proof. Property FSP1 on page 450 states that the orthogonal complement of the column space of a matrix is isomorphic to its left null space. Applying this property to both sides of (3.2.19) yields:

$$\left(\mathcal{N}_l(U^\nu)\right)^\perp = \left(\mathcal{N}_l(A(\theta))\right)^\perp \implies \mathcal{N}_l(U^\nu) = \mathcal{N}_l(A(\theta)).$$

Combining this result with (3.2.14) directly implies the corollary.

Corollary 3.2.3. Noise subspace equals (right) null space of Hermitian of $A(\theta)$.

Under the assumption(s) of Theorem 3.2.1 the noise subspace equals the (right) null space of $A(\theta)^H$:

$$\mathcal{R}_c(U^\nu) = \mathcal{N}_r\left(A(\theta)^H\right).$$  

(3.2.21)

Proof. Property FSP4 on page 450 states that the left null space of a matrix is isomorphic to the right null space of its Hermitian. Applying this property to (3.2.20) yields the corollary.

Using the results that we have developed so far, from the knowledge of $U^\nu$ (recall that we can consider the EVD matrices $U_s$, $U^\nu$, etc. to be known because $R^\Sigma$ is known or can be estimated) we can derive a system of equations that is satisfied by the source DOA’s. From Theorem 3.2.1 and Corollaries 3.2.2 and 3.2.3, it follows immediately that:

$$(U^\nu)^H A(\theta) = 0^{D_S - S}_{S} \iff (u^i)^H z(\theta^j) = 0 \quad \forall S + 1 \leq i \leq D, \forall 1 \leq j \leq S.$$  

(3.2.22)
Hence, considering the array response vector \( z(\theta) \) as a function-valued vector, we have:

\[
\langle u, z(\theta) \rangle_{\theta=\theta_i} = 0 \quad \forall 1 \leq j \leq S, \quad \forall u \in \mathcal{R}_c(U^\nu),
\]

(3.2.23)

where the inner product denoted by \( \langle \cdot , \cdot \rangle \) is a function from \( \mathbb{C}_D \times \mathbb{C}_D \) to \( \mathbb{C} \) defined by \( \langle v, w \rangle \equiv v^Hw = \sum_{i=1}^D (v_i)^*w_i \), \( \forall v, w \in \mathbb{C}_D \) (see Appendices A and D). Equation (3.2.23) is of fundamental importance for SOS based subspace methods. It shows that the desired source DOA’s can be obtained/estimated by solving \( \theta \) from a system of equations of the form \( \langle u, z(\theta) \rangle = 0 \) (or \( u^H z(\theta) = 0 \), which is the same) for a ‘sufficient’ number of vectors \( u \) belonging to the noise subspace\(^1\). Obviously, in practice such a system can only be solved approximately because only an approximate measured version of the sensor correlation matrix is available; see the next section. Another straightforward and enlightening derivation of the results in (3.2.22) and (3.2.23) can be obtained by considering the product \( \mathbb{R}^\nu U^\nu \) [147]:

\[
\mathbb{R}^\nu U^\nu = U^\nu \Lambda^\nu = (\sigma^\nu)^2 U^\nu = A(\tilde{\theta}) R^\nu A(\tilde{\theta})^H U^\nu + (\sigma^\nu)^2 U^\nu.
\]

The first equality follows from the definition of \( U^\nu \) and \( \Lambda^\nu \) (see (3.2.7), (3.2.8) and (3.2.10)), the second from (3.2.8) and (3.2.11), and the third from (3.2.1). The last equality implies that \( A(\tilde{\theta}) R^\nu A(\tilde{\theta})^H U^\nu = 0 \). Since \( A(\tilde{\theta}) R^\nu \) has full column rank, this in turn implies that \( A(\tilde{\theta})^H U^\nu = 0 \), thereby yielding the same result as in (3.2.22) and (3.2.23).

Summarizing, from (3.2.23) it follows that the source DOA’s can be found by solving the following system of nonlinear equations for \( \theta \):

\[
\langle u, z(\theta) \rangle = 0 \quad \forall u \in \mathcal{U}^\nu.
\]

(3.2.24)

where \( \mathcal{U}^\nu \) is an appropriate set of noise subspace vectors. A set \( \mathcal{U}^\nu \) is considered appropriate if the associated system (3.2.24) determines the source DOA’s uniquely, i.e. if the only solutions to the system are the (true) source DOA’s. As we will see in the next sections, the particular choice of such a set is one of the issues that distinguishes one category of subspace methods from another. For example, one way of choosing \( \mathcal{U}^\nu \) is to exploit the full noise subspace in (3.2.24), e.g. by using all noise eigenvectors \( u^{S+1}, \ldots, u^D \) that are stacked in \( U^\nu \). This approach is followed by the so-called Multiple Signal Classification (MUSIC) (see [137] and Section 3.2.2) and Root Multiple Signal Classification (ROOT-MUSIC) (see [10] and Section 3.2.3) subspace algorithms. Hence, in this case \( \mathcal{U}^\nu = \{ u^{S+1}, \ldots, u^D \} \) and the source DOA’s are given by the solution to the following system of equations:

\[
(U^\nu)^H z(\theta) = 0 \quad \equiv \quad z(\theta)^H U^\nu = 0.
\]

(3.2.25)

It can be proven [147] that the solution of (3.2.25) is unique (using among other things the fact that the array manifold is assumed to be unambiguous). Another way of choosing \( \mathcal{U}^\nu \) is to use a single ‘special’ vector \( u \in \mathcal{R}_c(U^\nu) \) that is chosen such that the single equation \( z(\theta)^H u = 0 \) determines the source DOA’s uniquely. This approach is followed by the so-called Minimum-Norm (MIN-NORM) method (see [98, 99] and Section 3.2.4). Since \( z(\theta) \) depends on \( \theta \) in a nonlinear way, for any choice of \( \mathcal{U}^\nu \) the solution of system (3.2.24) requires a technique for solving a system of nonlinear equations. This problem is typically considered to be very difficult; we will return to it later on.

\(^1\)We will address the issue of a ‘sufficient’ number of noise subspace vectors in later sections.
3.2.1.5 Conventional approach for dealing with estimated statistics

In practice, we have to work with an estimate \( \hat{\mathbf{R}} \) of the correlation matrix \( \mathbf{R} \). In view of the assumptions of stationarity and ergodicity, this estimate is usually computed as \( \hat{\mathbf{R}} \triangleq \frac{1}{T} \sum_{n=1}^{T} \mathbf{x}[n] \mathbf{x}[n]^H \), where \( \{ \mathbf{x}[n] \}_{n=1}^{T} \) are \( T \) (time) samples of the random vector \( \mathbf{x} \). Because of the ergodicity assumption, ensemble-averaged quantities obtained from mathematical expectations are equal to the corresponding time-averaged quantities; see also [122, 130, 154], and Sections B.1.3.6 and B.2.6.9. Because \( \lim_{T \to \infty} \hat{\mathbf{R}} = \mathbf{R} \), this estimator is statistically consistent. If \( T \) is finite, \( \hat{\mathbf{R}} \) is only an approximation of \( \mathbf{R} \) and does not exactly have the same structure and nice properties of \( \mathbf{R} \). When convenient and not confusing, we will often omit the subscript \( T \) from \( \hat{\mathbf{R}} \) in the sequel. Because \( \hat{\mathbf{R}} \) is an approximation of \( \mathbf{R} \) the matrices \( \hat{\mathbf{U}} \), \( \hat{\mathbf{A}} \), \( \hat{\mathbf{U}} \), \( \hat{\mathbf{A}} \) and \( \hat{\mathbf{A}} \) in the eigendecomposition:

\[
\hat{\mathbf{R}} = \hat{\mathbf{U}} \hat{\mathbf{A}} \hat{\mathbf{U}}^H = \hat{\mathbf{U}}^s \hat{\mathbf{A}}^s (\hat{\mathbf{U}}^s)^H + \hat{\mathbf{U}}^v \hat{\mathbf{A}}^v (\hat{\mathbf{U}}^v)^H
\]

(3.2.26)
of \( \hat{\mathbf{R}} \) deviate from their true values \( \mathbf{U} \), \( \mathbf{A} \), \( \mathbf{U} \), \( \mathbf{A} \) and \( \mathbf{A} \) respectively. Among other things, this implies that (3.2.24) and (3.2.25) only hold approximately when \( \mathbf{U} \) is replaced by \( \hat{\mathbf{U}} \). Hence, the array response vectors are not completely orthogonal to the estimated noise subspace. Consequently, the system \( \{ (\mathbf{u}, \mathbf{z}(\theta)) \} \) in (3.2.24) most probably does not contain exact solutions since the equations are only approximations of the ‘true equations’. The conventional approach to this type of problem is to define a cost function (see Section 2.5) the minima of which are located exactly at the source DOAs for the ‘true equations’. The cost function in (3.2.27) approximates zero for the true source DOAs:

\[
J_{\mathbf{a}}(\theta) = \sum_{\mathbf{u} \in \mathcal{U}^v} | \langle \mathbf{u}, \mathbf{z}(\theta) \rangle |^2 = \sum_{\mathbf{u} \in \mathcal{U}^v} | \mathbf{u}^H \mathbf{z}(\theta) |^2 = \sum_{\mathbf{u} \in \mathcal{U}^v} | \mathbf{z}(\theta)^H \mathbf{u} |^2
\]

(3.2.27)

where \( \mathbf{F}(\mathcal{U}^v) \triangleq \sum_{\mathbf{u} \in \mathcal{U}^v} \mathbf{u} \mathbf{u}^H \) is a so-called (sub-)frame operator [123]. The subscript ‘ss’ in \( J_{\mathbf{a}}(\theta) \) stands for ‘subspace’. Note that if the vectors \( \mathbf{u} \in \mathcal{U}^v \) are mutually orthonormal, the frame operator reduces to the standard orthogonal projection operator \( \mathbf{P}^v \) onto the noise subspace; see (3.2.17) and the next section. In this case, an expression like \( \mathbf{z}(\theta)^H \mathbf{F}(\mathcal{U}^v) \mathbf{z}(\theta) = \mathbf{z}(\theta)^H \mathbf{P}^v \mathbf{z}(\theta) \) in (3.2.27) is often called null-spectrum [147]. Naturally, we will also use this name for the general expression \( \mathbf{z}(\theta)^H \mathbf{F}(\mathcal{U}^v) \mathbf{z}(\theta) \) in (3.2.27), where the vectors \( \mathbf{u} \in \mathcal{U}^v \) are not necessarily orthonormal. If the estimate \( \hat{\mathbf{R}} \) of \( \mathbf{R} \) is known sufficiently accurately, i.e. if \( \hat{\mathbf{R}} \approx \mathbf{R} \) (which usually implies that \( \hat{\mathbf{U}} \approx \mathbf{U} \)), the cost function in (3.2.27) approximately equals zero for the true source DOAs:

\[
J_{\mathbf{a}}(\theta)_{\theta=\theta^*} \to 0 \quad \forall 1 \leq j \leq S \quad \text{if} \quad \hat{\mathbf{R}} \approx \mathbf{R}.
\]

(3.2.28)

Hence, the source DOAs can be estimated by locating the minima or approximate zeros of (3.2.27). Obviously, a DOA estimator that is based on this principle is statistically consistent because \( \hat{\mathbf{R}} \approx \mathbf{R} \) when the number of samples \( T \) goes to infinity. In principle, the zero-finding problem could be solved by global optimization methods such as simulated annealing, genetic algorithms, clustering methods, and dynamic programming [115]. However, most subspace algorithms do not follow such an approach but convert the problem into another one, as is demonstrated in the next sections.
3.2 Subspace Methods for DOA estimation based on Second Order Statistics

3.2.2 SPECTRAL-MUSIC

A famous algorithm that is based on the subspace principles explained in the previous sections is Multiple Signal Classification (MUSIC). The acronym MUSIC was first coined by Schmidt, the developer of the algorithm [137, 138]. Independently from Schmidt, Bienvenu and Kopp invented a similar algorithm [16]. MUSIC is a generalization of the so-called Pisarenko Harmonic Decomposition (PHD) method developed by Pisarenko [127]. The PHD algorithm was the first algorithm for the identification of complex exponentials (harmonics) that was based on subspace decomposition principles. The developments in Section 3.2.1 represent the major part of the MUSIC method. MUSIC exploits the full noise subspace by considering the set \( \mathcal{U}^\nu = \{ u^{S+1}, \ldots, u^D \} \) in (3.2.24). If the correlation matrix \( \mathbf{R}^x \) is known exactly, this comes down to solving the nonlinear system in (3.2.25) (recall that the solution is unique for the chosen set \( \mathcal{U}^\nu \)). However, if only an approximation \( \mathbf{R}^x \) is available, the minima of cost function (3.2.27) have to be found. For \( \mathcal{U}^\nu = \{ u^{S+1}, \ldots, u^D \} \), (3.2.27) becomes:

\[
J_{\alpha}(\theta) \triangleq \sum_{i=S+1}^{D} \left| \langle (u_i, \mathbf{z}(\theta)) \rangle \right|^2 = \mathbf{z}(\theta)^H \left( \sum_{i=S+1}^{D} u_i^H (u_i) H \right) \mathbf{z}(\theta) = \mathbf{z}(\theta)^H \hat{\mathbf{U}}^\nu \left( \mathbf{U}^\nu \right)^H \mathbf{z}(\theta)
\]

(3.2.17)

\[
\mathbf{z}(\theta)^H \hat{\mathbf{P}}^\nu \mathbf{z}(\theta) \overset{(3.2.18)}{=} \mathbf{z}(\theta)^H (\mathbf{I} - \hat{\mathbf{P}}^\nu) \mathbf{z}(\theta) \quad \forall \theta \in \Theta.
\]

Note that due to the orthonormality of the vectors \( u \in \mathcal{U}^\nu \) the frame operator \( \mathbf{F}(\mathcal{U}^\nu) \) in (3.2.27) reduces to the orthogonal projection operator \( \mathbf{P}^\nu \); see also the remarks just below (3.2.27). The result in (3.2.29) can be interpreted as follows (for convenience, we ‘speak’ in terms of ideal quantities, e.g. \( \mathbf{P}^\nu \) instead of \( \hat{\mathbf{P}}^\nu \)). The equality \( J_{\alpha}(\theta) = \mathbf{z}(\theta)^H \mathbf{P}^\nu \mathbf{z}(\theta) = \langle \mathbf{z}(\theta), \mathbf{P}^\nu \mathbf{z}(\theta) \rangle \) shows that \( J_{\alpha}(\theta) \) is defined as the inner product between the array response vector \( \mathbf{z}(\theta) \) and its projection onto the noise subspace. Ideally, this inner product between \( \mathbf{z}(\theta) \) and its component that lies in the noise subspace is zero only for the true source DOA’s; this is what is expected and desired. Due to errors in the estimated sensor statistics, this holds only approximately in the estimated case (or not at all, in extreme cases). Now we return to the specificities of MUSIC. Instead of searching for the minima of \( J_{\alpha}(\theta) \), the idea behind the ‘spectral version’ of MUSIC is to find the maxima of the so-called (spatial) pseudo-spectrum defined as follows:

\[
P_{\text{SM}}(\theta) \triangleq \frac{\| \mathbf{z}(\theta) \|^2}{J_{\alpha}(\theta)} = \frac{\| \mathbf{z}(\theta) \|^2}{\sum_{i=S+1}^{D} \left| \langle (u_i, \mathbf{z}(\theta)) \rangle \right|^2} = \frac{\| \mathbf{z}(\theta) \|^2}{\mathbf{z}(\theta)^H \hat{\mathbf{U}}^\nu \left( \mathbf{U}^\nu \right)^H \mathbf{z}(\theta)} \quad \forall \theta \in \Theta.
\]

(3.2.30)

For obvious reasons, we call this spatial spectrum ‘SPECTRAL-MUSIC pseudo-spectrum’, and the algorithm that computes it SPECTRAL-MUSIC. In the next section, we will see that for a ULA there exists another version of MUSIC that is called ROOT-MUSIC and provides a means of directly computing the estimated source DOA’s, i.e. without computing a pseudo-spectrum and locating its maxima. The nominator \( \| \mathbf{z}(\theta) \|^2 \) of \( P_{\text{SM}}(\theta) \) just serves as a normalization: from (3.1.7) it follows directly that \( \| \mathbf{z}(\theta) \|^2 = \mathbf{z}(\theta)^H \mathbf{z}(\theta) = D \). Equations (3.2.27) and (3.2.28) imply that the denominator of \( P_{\text{SM}}(\theta) \) is approximately zero at the true source DOA’s if \( \mathbf{R}^x \approx \mathbf{R}^z \). Hence, in this case the pseudo-spectrum exhibits sharp peaks in the vicinity of the source DOA’s \( \{ \theta_j \}_{1 \leq j \leq \hat{S}} \); if \( \mathbf{R}^x \) is known exactly, theoretically the peaks are infinitely high. Consequently, the source DOA’s can be estimated by locating the \( \hat{S} \) highest and/or sharpest peaks of the pseudo-spectrum. This also follows immediately by observing...
Algorithm 3.1 SPECTRAL-MUSIC.

1: Compute/estimate lag-zero sensor correlation matrix $R^x$;
2: Compute EVD of $R^x$ and split the result into signal and noise subspace parts:
   $R^x = U_x \Lambda_x (U_x)^H = U^s \Lambda^s (U^s)^H + U^\nu \Lambda^\nu (U^\nu)^H$;
3: Compute matrix for projection onto noise subspace:
   $P^\nu \triangleq U^\nu (U^\nu)^H$;
4: Evaluate SPECTRAL-MUSIC pseudo-spectrum on fine grid in $\theta$-domain:
   $P_{SM}(\theta) = \frac{D}{z(\theta)^H P^\nu z(\theta)} = \frac{D}{z(\theta)^H (I - P^s) z(\theta)} \quad \forall \theta \in \Theta$;
5: Determine source DOA’s by locating the $S$ sharpest peaks of $P_{SM}(\theta)$, e.g. by grid search method.

that locating the minima of $J_{ss}(\theta)$ is equivalent to locating the maxima of $1/J_{ss}(\theta)$. In fact, both problems are equally difficult or easy. The term ‘pseudo-spectrum’ emphasizes the fact that (3.2.30) is not a true spectrum because it does not contain information about the power of the signals and/or the variance of the noise background; it only serves to locate the source DOA’s. Most existing methods for computing the maxima of a pseudo-spectrum rely on exhaustive grid search. However, practice has shown that grid search is often problematic, time consuming and prone to errors. An alternative is the so-called roller-coaster algorithm [159] or one of the global optimization methods mentioned at the end of the previous section. For the moment, we are mainly interested in the way the cost function in (3.2.27) and the pseudo-spectrum in (3.2.30) are obtained, and in the properties of these functions. Therefore, we will not elaborate now on finding the extrema of these functions, but provide more insight into SPECTRAL-MUSIC by giving some examples. The different steps of the SPECTRAL-MUSIC algorithm are summarized in Alg. 3.1. For convenience the algorithm is formulated in terms of ideal statistics, but it is completely the same for estimated statistics.

Examples and discussion

In order to demonstrate how SPECTRAL-MUSIC works and to highlight some of its most important properties, we now give some simulated examples for a Uniform Linear Array (ULA) with sensor spacing $d = \frac{\lambda}{2}$ (see Section 3.1.2). From (3.1.13), it follows that the array response vector $z(\theta)$ for this case is given by:

$$z(\theta) = \begin{bmatrix} z_1(\theta) \\ z_2(\theta) \\ \vdots \\ z_D(\theta) \end{bmatrix} = \begin{bmatrix} 1 \\ \exp(j \pi \sin(\theta)) \\ \vdots \\ \exp(j (D - 1) \pi \sin(\theta)) \end{bmatrix} \quad \forall \theta \in \Theta.$$  
(3.2.31)

Two different scenarios are considered for the same number of sources $S = 3$, viz. one with $D = 4$ sensors and one with $D = 5$ sensors. For each scenario, two pseudo-spectra are computed: one using the ideal sensor correlation matrix $R^x$, and the other using its estimate $\hat{R}^x$ obtained by using $T = 900$ samples of $x$ that are generated according to the model in (3.1.1). The DOA’s of the three sources are given by $\hat{\theta} = [\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3] = [-60, 10, 17]$ degrees. The signals and system are generated in such a way that the assumptions listed in Section 3.2.1

...
are satisfied. All source and noise signals are white complex circular Gaussian\cite{94, 147} signals of unit variance, i.e. $E[s[n]|s[n]^H] = E[\nu[m]|\nu[n]^H] = \delta_{mn}I$ and $E[s[n]|s[n]^T] = E[\nu[m]|\nu[n]^T] = 0$, where $\delta_{mn}$ denotes a Kronecker delta function (i.e. $\delta_{mn}$ is 1 iff $m = n$ and 0 elsewhere; see Section A.4). For example, a complex circular Gaussian source signal $s[n] = s_r[n] + js_i[n]$ can easily be constructed by adding two statistically independent stationary white Gaussian sequences $s_r[n]$ and $s_i[n]$, which represent the real and imaginary parts of $s[n]$ respectively, with variance $\frac{1}{2}$ (the variance of a complex signal $v = v_r + jv_i$ is defined as $(\sigma^2)^2 \triangleq E\{v(v)^\ast\}$; see Appendix B). Note that the source and the noise signals have the same variance, hence the ’input SNR’ equals 0 dB. The pseudo-spectra are computed by means of Alg. 3.1. First, $\hat{R} = (\hat{R}^\ast)$ is computed (estimated). Then the EVD of this matrix is computed, e.g. using the eig or Eigensystem functions of Matlab and Mathematica respectively. Subsequently, the $D-S$ eigenvectors corresponding to the $D-S$ smallest eigenvalues are used to construct $\hat{U}$ and the noise projection matrix $\hat{P}$ according to (3.2.17). Finally, the pseudo-spectrum is obtained by evaluating (3.2.30) on a fine grid in the $\theta$-domain for $\theta \in \Theta$, where $\Theta \triangleq [-\pi/2, \pi/2]$ (in radians). The resulting spectra expressed in decibels [dB] are plotted as a function of the DOA $\theta$ expressed in degrees in Figures 3.2 and 3.3 on the following page for $D = 4$ and $D = 5$ respectively. The ideal spectra obtained from $\hat{R}^\ast$ are represented by solid lines, whereas the spectra obtained from $\hat{R}^\ast$ are represented by dotted lines. The actual source DOA’s are indicated by dashed vertical lines.

In each of the figures, the ideal spectrum exhibits very sharp peaks at the source DOA’s. Moreover, the resolution is sufficiently high to resolve the sources at $\theta_2$ and $\theta_3$, which differ by 7 degrees only. Also, no spurious peaks, i.e. peaks that do not correspond to true source DOA’s, are present. All these properties are very important and desirable for any pseudo-spectrum. Therefore, we summarize them here for later use.

\textbf{Desired properties of MUSIC pseudo-spectrum:}

\begin{itemize}
  \item \textit{DPS1:} Sharp peaks are exhibited at the source DOA’s;
  \item \textit{DPS2:} High spectral resolution that allows to resolve closely spaced sources;
  \item \textit{DPS3:} No spurious peaks are present.
\end{itemize}

These properties imply that the source DOA’s can be determined uniquely from the ideal pseudo-spectra. The dotted lines in Figures 3.2 and 3.3 show that the pseudo-spectra computed from $\hat{R}^\ast$ resemble the ideal ones computed from $R^\ast$, but may differ significantly in the neighborhood of the source DOA’s. This is mainly due to two closely related reasons, both of which have to do with the inexact estimation of $\hat{R}^\ast$.

Firstly, in practice the number of samples $T$ used for estimating $R^\ast$ plays an important role in determining the shape of the spectrum (see also Section 3.2.1). Due to the limited amount of data available for the computation of $R^\ast$, the noise eigenvectors deviate from their ideal values. It is well-known that eigenvalues and eigenvectors are quite sensitive to small perturbations of a matrix\cite{72}. Since estimated noise eigenvectors are used for the construction of the matrix $\hat{P}$ in the denominator $z(\theta)^H \hat{P}z(\theta)$ of $P_{SM}(\theta)$, this denominator also deviates from the ideal denominator $z(\theta)^H P z(\theta)$. This has a number of consequences. First of all, the locations of the peaks may differ from the true source DOA’s. For example, this is clearly demonstrated in Fig. 3.2 for $\theta^\ast$. In addition, as can be seen clearly in Fig. 3.3, the peaks are smeared out, i.e. smoother, wider and lower, compared to the ideal case. Obviously, this is an undesired effect because it makes it more difficult to locate the maxima accurately and to resolve closely spaced sources. Finally, spurious peaks may be introduced. This problem
Subspace methods for DOA identification

**Figure 3.2:** Ideal and estimated MUSIC spectra $P_{SM}(\theta)$ for $D = 4$ and $S = 3$.

**Figure 3.3:** Ideal and estimated MUSIC spectra $P_{SM}(\theta)$ for $D = 5$ and $S = 3$.

...does not occur in the current example, but may arise for different scenarios and a different number of samples. These three problems may render the exact and unique determination of the true source DOA’s difficult or even impossible. For reference and clarity we summarize them in the following list.
3.2 Subspace Methods for DOA estimation based on Second Order Statistics

Possible influences on MUSIC pseudo-spectrum $P_{SM}(\theta)$ of using limited amount of data for estimating sensor correlation matrix $\hat{R}^x$:

- **PIF1**: Locations of peaks differ from true source DOA’s;
- **PIF2**: Peaks are smeared out;
- **PIF3**: Spurious peaks are introduced.

Obviously, since the estimation of $R^x$ is statistically consistent, the estimated spectra converge to the ideal ones if the number of samples $T$ goes to infinity, and problems **PIF1-PIF3** disappear. In other words, the pseudo-spectrum is statistically consistent.

Secondly, in addition to the number of samples $T$, the number of sensors $D$ in relation to the number of sources $S$ plays an important role in determining the shape of the spectrum, in the ideal as well as in the estimated case. Comparing Figures 3.2 and 3.3, we see that the minima of the ideal pseudo-spectrum in Fig. 3.3, which exploits two noise eigenvectors, are deeper than that of the ideal spectrum in Fig. 3.2, which exploits only one noise eigenvector\(^1\). This can be seen, for example, by comparing the values in both figures at $-90, 50$ and $90$ degrees, and the minimum between the second and third peaks. Since this is a desired property, it demonstrates that using several noise eigenvectors may be advantageous. Now, we consider the non-ideal case. Suppose that the number of samples $T$ is fixed and finite, i.e. only an estimate $\hat{R}^x$ of the sensor correlation matrix is available. From (3.2.29) and (3.2.30), it is clear that the denominator $\sum_{i=S+1}^{D} \left| \langle \mathbf{u}^i, \mathbf{z}(\theta) \rangle \right|^2$ of $P_{SM}(\theta)$ is the (scaled) average of the squared absolute values of the inner products between all $D - S$ noise eigenvectors and the array response vector $\mathbf{z}(\theta)$. As stated above, eigenvalues and eigenvectors are quite sensitive to small perturbations of a matrix. In fact, in practice each of the estimated noise eigenvectors usually introduces spurious peaks if $T$ is ‘small’. Since the spurious peaks introduced by different noise eigenvectors tend to occur at different DOA’s, it is advantageous to use several noise eigenvectors because then the effects of the different eigenvectors on the spectrum are averaged out. Moreover, the locations of the peaks corresponding to the source DOA’s are closer to their true values because the deviations are averaged out as well. Hence, the more noise eigenvectors are used, i.e. the larger the number of sensors $D$ in comparison with the number of sources $S$, the less sensitive the pseudo-spectrum is to errors in the estimation of $R^x$. Indeed, by comparing Figures 3.2 and 3.3 we see that the estimated pseudo-spectrum in Fig. 3.3, which exploits two noise eigenvectors, is much closer to its corresponding ideal spectrum for almost all $\theta \in \Theta$ than the one in Fig. 3.2, which exploits only one noise eigenvector. Moreover, we see that the locations of the peaks in Fig. 3.3 coincide with the true source DOA’s, whereas those in Fig. 3.2 do not. On the other hand, due to the averaging the peaks in Fig. 3.3 are less sharp, i.e. lower and wider, than those in Fig. 3.2. Hence, the averaging also results in a loss of resolution of the MUSIC pseudo-spectrum; consequently, a compromise has to be made.

Statistical performance analyses of the MUSIC algorithm can be found in [93, 148, 149] and [104]. We note that although we have considered examples for a ULA only, the SPECTRAL-MUSIC method can equally well be applied to arrays with an arbitrary geometry. The next section discusses the ‘ROOT-version’ of MUSIC and provides additional insight into the properties of SPECTRAL-MUSIC.

\(^1\)If the noise subspace is one-dimensional, MUSIC reduces to the well-known Pisarenko Harmonic Decomposition (PHD) algorithm [127].
3.2.3 ROOT-MUSIC

For a Uniform Linear Array (ULA), another common approach for determining the source DOA’s is followed by the so-called ROOT-MUSIC algorithm [10]. To a large extent this algorithm is the same as SPECTRAL-MUSIC. However, instead of determining the source DOA’s by searching a pseudo-spectrum for its maxima, the ROOT-MUSIC algorithm is based on finding the roots of a polynomial that is closely related to the denominator $J_w(\theta)$ of $P_{SM}(\theta)$ in (3.2.30). That is, ROOT-MUSIC first computes the roots of this polynomial and then derives the source DOA’s from these roots. As a starting point, we consider the ideal version of the function $J_w(\theta)$ in (3.2.29):

$$J_w(\theta) = z(\theta)^H P^v z(\theta) = z(\theta)^H U^H \sum (U^v)^H z(\theta) = |(U^v)^H z(\theta)|^2$$

$$= \sum_{i=S+1}^D |\langle u^i, z(\theta) \rangle|^2 = \sum_{i=S+1}^D (z(\theta)^H u^i) (z(\theta)^H u^i)^*.$$  

(3.2.32)

Now consider a term of the form $z(\theta)^H u^i$, i.e. the complex conjugate of the inner product $\langle u^i, z(\theta) \rangle$. From (3.1.12) and (3.1.13) it follows that this term can be written as follows (note that $u_{kj}^i$ is the $k$-th element of the column vector $u^i$):

$$z(\theta)^H u^i = \sum_{k=1}^D (z_k(\theta))^* u_{kj}^i \overset{(3.1.12)}{=} \sum_{k=1}^D (e^{-j(k-1)\xi(\theta)}) u_{kj}^i = \sum_{k=0}^{D-1} (e^{-j k \xi(\theta)}) u_{k+1}^i$$

(recall that $(a)^b$ means $a$ to the power $b$; see Appendix A). Hence, defining:

$$U^i (z) \triangleq \sum_{k=0}^{D-1} u_{k+1}^i (z)^{-k},$$  

(3.2.33)

the term $z(\theta)^H u^i$ can be written as follows:

$$z(\theta)^H u^i = U^i (z) \big|_{z=(e)\xi(\theta)} = U^i ((e)^{j \xi(\theta)}).$$  

(3.2.34)

Note that $U^i (z)$ is the $z$-transform of the sequence $u_1^i, \ldots, u_D^i$, i.e. of the $i$-th eigenvector $u^i$ of $\text{R}^r$. For this reason, a function like $U^i (z)$ is often called eigenfilter [115, 154]. Using (3.2.33) and (3.2.34), (3.2.32) can now be written as:

$$J_w(\theta) = \sum_{i=S+1}^D U^i ((e)^{j \xi(\theta)}) \left(U^i ((e)^{j \xi(\theta)})\right)^* = \sum_{i=S+1}^D U^i (z) \left(U^i (1/z^*)\right)^* \big|_{z=(e)\xi(\theta)},$$  

(3.2.35)

where the latter equality holds because $z = \frac{1}{z^*}$ for $z$ on the unit circle. With abuse of notation we write:

$$J_w(z) = \sum_{i=S+1}^D U^i (z) \left(U^i (1/z^*)\right)^*.$$  

(3.2.36)

As we will see soon, the source DOA’s can be determined from the phases of the roots of $J_w(z)$ that lie on the unit circle. From (3.2.33), it follows that $(U^i (1/z^*))^* = \sum_{k=0}^{D-1} (z)^k (u_{k+1}^i)^*$. This implies that $J_w(z)$ only contains terms with negative and positive powers of $z$, and no terms with powers of $z^*$. It is this property of $J_w(z)$ that makes it easy to compute its roots. Since the powers of $z$ in $J_w(z)$ range from $-(D-1)$ till $(D-1)$,
multiplying \( J_n(z) \) by \((z)^{D-1}\) yields the following ‘ROOT-MUSIC polynomial’ \( p_{\text{RM}}(z) \) of degree \(2(D-1)\):

\[
p_{\text{RM}}(z) \triangleq (z)^{D-1} J_n(z) = (z)^{D-1} \sum_{i=S+1}^{D} U^i(z) \left( U^i(1/z^*) \right)^*. \tag{3.2.37}
\]

As we have just indicated, the reason for writing \( J_n(z) = \sum_{i=S+1}^{D} U^i(z) \left( U^i(1/z^*) \right)^* \) instead of \( J_n(z) = \sum_{i=S+1}^{D} U^i(z) (U^i(z))^* \) is that it is easy to compute the roots of a polynomial, but difficult (in general) to compute the roots of a ‘polynomial-like’ expression involving terms with powers of both \( z \) and \( z^* \).

As is clear from the developments in Section 3.2.1, and in particular equation (3.2.28), \( p_{\text{RM}}(z) \) is zero at the locations \( z^j = (e)^{j \xi(\theta)} \forall 1 \leq j \leq S \) in the \( z \)-plane that correspond to the source DOA’s:

\[
p_{\text{RM}}(z) \big|_{z = (e)^{j \xi(\theta)}} = p_{\text{RM}}((e)^{j \xi(\theta)}) = 0 \quad \forall 1 \leq j \leq S. \tag{3.2.38}
\]

For obvious reasons, we will call the roots \( \{z^j \triangleq (e)^{j \xi(\theta)}\}^{1 \leq j \leq S} \) source roots. Since the function \( J_n(z) \) in (3.2.36) is self-reciprocal, i.e. \( J_n(z) = \left( J_n(1/z^*) \right)^* \), its roots appear in conjugate reciprocal pairs \((z, 1/z^*)\). This implies that each root on the unit circle is double because \( 1/z^* = z \) for \( z = (e)^{2\beta} \) and \( \beta \in \mathbb{R} \). Hence, all source roots are double roots. Since \( p_{\text{RM}}(z) \) is of degree \(2(D-1)\), it has \(2(D-1)\) roots, \(2S\) of which are the double source roots. Consequently, there are \(2(D-S-1)\) other roots that in general do not lie on the unit circle. These roots are called spurious roots or noise roots. There are essentially two different kinds of spurious roots. Firstly, spurious roots are always present if \(D > S + 1\), i.e. if the dimension of the noise subspace is larger than one. If they lie close to the unit circle such noise roots may give rise to spurious peaks in a SPECTRAL-MUSIC pseudo-spectrum, or may cause confusion between source and noise roots in ROOT-MUSIC. Especially if an estimated correlation matrix \( \mathbf{R}^\nu \) is used, the noise roots may move close to the unit circle, thereby causing this kind of problem. If all source roots are closer to the unit circle than the noise roots, the latter play no particular role in determining the source DOA’s for the ROOT-MUSIC algorithm. Secondly, spurious roots close to or on the unit circle are present if the array is ambiguous. For example, for a ULA this happens if the sensor spacing is larger than half the carrier wavelength, i.e. if the spatial equivalent of Shannon’s sampling theorem is not satisfied (see Section 3.1.2). Obviously, this kind of spurious roots always causes confusion of source and noise roots. Therefore, the array should always be designed in such a way that it is unambiguous. The roots of \( p_{\text{RM}}(z) \) in (3.2.37), and thus of \( J_n(z) \), can easily be obtained by any polynomial rooting method, e.g. the roots or Solve functions of Matlab and Mathematica respectively. Once these roots have been obtained, in the ideal case the \( S \) unique (double) roots that lie on the unit circle are selected, whereas in the estimated case the ones closest to the unit circle are selected. From these roots, the source DOA’s can easily be recovered by inverting the function \( z(\theta) = \exp(j \xi(\theta)) \), where the ‘coordinate transformation’ \( \xi(\theta) \) is given by (3.1.10). Hence, supposing that \( z \) is a source root of \( p_{\text{RM}}(z) \), the corresponding DOA \( \theta \) can be computed as follows:

\[
\theta = \arcsin \left( \frac{\Delta \arg(z)}{2\pi} \arg(z) \right). \tag{3.2.39}
\]

The different steps of the ROOT-MUSIC algorithm are summarized in Alg. 3.2. It is formulated in terms of ideal statistics, but it is completely the same for estimated statistics. Although typically noise eigenvectors are employed in step 3 of the algorithm, in principle any set \( \mathbf{U}^\nu \) (see (3.2.24)) of noise subspace vectors can be chosen.
Algorithm 3.2 ROOT-MUSIC.

1-2: See steps 1 and 2 of Alg. 3.1;

3: Use noise eigenvectors $u^{S+1}, \ldots, u^{D}$ in matrix $U^\nu$ to construct eigenfilters for $S + 1 \leq i \leq D$:

$$U^i(z) \triangleq \sum_{k=0}^{D-1} u^i_{k+1} (z)^{-k};$$

4: Construct ROOT-MUSIC polynomial:

$$p_{RM}(z) = (z)^{D-1} \sum_{i=S+1}^{D} U^i(z) \left( U^i(1/z^*) \right)^*;$$

5: Compute roots of $p_{RM}(z)$;

6: Select $S$ unique roots of $p_{RM}(z)$ that lie on or closest to unit circle;

7: For each source root $z$, compute corresponding source DOA:

$$\theta = \arcsin \left( \frac{\lambda_c}{2\pi d} \arg(z) \right).$$

Examples and discussion

In order to demonstrate how ROOT-MUSIC works and to highlight some of its most important properties, we apply the ROOT-MUSIC method described in Alg. 3.2 to the examples presented in Section 3.2.2. Figures 3.4 and 3.5 show the locations in the $z$-plane of the roots of the ROOT-MUSIC polynomial $p_{RM}(z)$ obtained in the fifth step of the algorithm for the examples with $D = 4$ and $D = 5$ respectively. The diamonds (⋄) indicate the roots for the ideal case, i.e. if $R_{xx}$ is known exactly, whereas the crosses (×) indicate the roots for the estimated case, i.e. if only an estimate $\hat{R}_{xx}$ is available. The horizontal axis represents the real part of $z$, whereas the vertical axis represents the imaginary part of $z$. For reference, also the unit circle is depicted. The rays emanating from the origin represent the phases $\xi(\theta^1), \xi(\theta^2)$ and $\xi(\theta^3)$ corresponding to the actual source DOA’s $\theta^1, \theta^2$ and $\theta^3$ respectively via relation (3.1.10).

Firstly, we consider Fig. 3.4, which depicts the roots of $p_{RM}(z)$ for the ideal and estimated cases with $D = 4$ sensors. In the ideal case, there are $S = 3$ double roots that lie exactly on the unit circle; these source roots correspond to the true source DOA’s $\theta^1 = -60, \theta^2 = 10$ and $\theta^3 = 17$ degrees. The corresponding phases are given by $\xi(-60) = -155.9, \xi(10) = 31.3$ and $\xi(17) = 52.6$ degrees. Since $2(D - S - 1) = 2(4 - 3 - 1) = 0$, there are no spurious/noise roots. For the estimated case, the source roots produced by the fifth step of Alg. 3.2 are still close to the unit circle but deviate from their ideal positions. The estimated DOA’s corresponding to these roots are $\hat{\theta}^1 = -61.2, \hat{\theta}^2 = 10.1$ and $\hat{\theta}^3 = 20.9$ degrees; obviously, these values deviate from the true source DOA’s. The phases corresponding to the estimated DOA’s are given by $\xi(-61.2) = -157.7, \xi(10.1) = 31.5$ and $\xi(20.9) = 64.1$ degrees respectively. Hence, the first two estimated phases and DOA’s are reasonably good estimates, whereas the phase and DOA corresponding to the third source deviate the most from their ideal values. This is also evident from the SPECTRAL-MUSIC pseudo-spectrum in Fig. 3.2 (recall that the roots of the denominator in the SPECTRAL-MUSIC pseudo-spectrum definition equal those of the ROOT-MUSIC polynomial). The causes of these deviations have been discussed in Section 3.2.2.
3.2 Subspace Methods for DOA estimation based on Second Order Statistics

Secondly, we consider Fig. 3.5, which depicts the roots of $p_{RM}(z)$ for the ideal and estimated cases with $D = 5$ sensors. The left part of the figure provides an overview of the locations of all roots of $p_{RM}(z)$, whereas the right part zooms in on the area containing the unit circle. In the ideal case there are $S = 3$ double source roots that lie exactly on the unit circle and correspond to the true source DOA's. Since $2(D - S - 1) = 2(5 - 3 - 1) = 2$, now there are two spurious/noise roots. These are given by $0.0139 - 4.0018j$ (see left part of Fig. 3.5) and $0.0009 - 0.2499j$ (see both parts of the figure). As has been stated above, in the ideal case these roots play no particular role in determining the source DOA's. However, in the estimated case for some scenarios they might move so close to the unit circle that they might be confused with source roots, but this does not happen in our example. As can be seen in Fig. 3.5, the estimated roots for $D = 5$ deviate from their ideal positions. The estimated DOA's corresponding to the three source roots are $\hat{\theta}_1 = -60.3^\circ$, $\hat{\theta}_2 = 9.1^\circ$ and $\hat{\theta}_3 = 17.8^\circ$ degrees, which are reasonably good estimates. The corresponding phases are given by $\xi(-60.3) = -156.3$, $\xi(9.1) = 28.5$ and $\xi(17.8) = 55.1$ degrees respectively.

Finally, we compare the examples corresponding to Figures 3.4 and 3.5; in addition, we relate them to the examples corresponding to Figures 3.2 and 3.3. From the numerical values of the estimated source DOA's, we can conclude that the performance of ROOT-MUSIC with five sensors is better than with four (on average). However, we cannot say in general that using more sensors is always better because this depends on several other things, such as the signal scenario, the number of samples $T$ used for estimating $R_x$, etc. Now, we provide some important points that should be taken into account when comparing performances for different numbers of sensors. Firstly, by comparing Figures 3.4 and 3.5 and recalling the theory above, we see that in contrast to the case $D > S + 1$, for $D = S + 1$ there are no spurious/noise roots (this is the ‘Pisarenko case’, where the number of sensors is one larger than the number of sources; see the footnote on page 101). Secondly, by comparing the estimated cases in Figures 3.4 and 3.5, we see that there are different kinds of deviations of the roots of the respective ROOT-MUSIC polynomials from their ideal values. On the one hand, for $D = 4$ the deviation of the roots from their ideal values on average is larger in the angular direction than for $D = 5$. On the other hand, for $D = 5$ the deviation of the roots from their ideal values on average is larger in the radial direction than for $D = 4$. This results in smoothing. Since our interest is in the angles of the roots rather than in their radii, we can conclude that in this particular example the performance of ROOT-MUSIC is better for $D = 5$ than for $D = 4$. Since ROOT-MUSIC is based on the denominator of the MUSIC pseudo-spectrum, each kind of deviation has a corresponding deviation in the pseudo-spectrum (several reasons for deviation of an estimated pseudo-spectrum from the ideal one have been discussed in Section 3.2.2). Firstly, a deviation of a ROOT-MUSIC source root in the angular direction corresponds to a deviation of a peak location from its ideal position in the MUSIC pseudo-spectrum. Hence, as in the ROOT-MUSIC case, for $D = 4$ the deviation of the estimated peak locations in the MUSIC pseudo-spectrum on average is larger than for $D = 5$; compare Fig. 3.2 to Fig. 3.3. Secondly, a deviation of a ROOT-MUSIC source root in the radial direction corresponds to the smoothing of a peak in the MUSIC pseudo-spectrum.

Statistical performance analyses of the ROOT-MUSIC algorithm and related issues can be found in [93, 104, 131, 148, 149]. Finally, note that in many cases ROOT-MUSIC is more efficient compared to SPECTRAL-MUSIC because a rooting method is more efficient than the computation of a pseudo-spectrum on a very fine grid followed by a grid search.
3.2.4 The Minimum-Norm subspace method

For Uniform Linear Arrays, another subspace based method called Minimum-Norm method, or Min-Norm method, has been developed [98, 99, 147, 179]. Similarly to MUSIC, we can distinguish two ‘versions’ of the Min-Norm method, viz. Spectral-Min-Norm and Root-Min-Norm. Like SPECTRAL-MUSIC and ROOT-MUSIC, these methods are based on the construction of a pseudo-spectrum and a polynomial respectively. As has been explained in the previous sections, SPECTRAL-MUSIC and ROOT-MUSIC achieve some degree of robustness against estimation errors in the sensor correlation matrix by using multiple noise eigenvectors and performing a kind of averaging. Instead of doing this, the Minimum-Norm method tries to achieve robustness by using a single appropriately chosen vector $\nu$. The Minimum-Norm method does not exploit the full noise subspace, but uses the set $U^\nu = \{u\}$ in (3.2.24) with cardinality one for some appropriately chosen noise subspace vector $u \in \mathcal{R}_c(U^\nu)$. Before discussing how this vector is chosen, we show how a pseudo-spectrum and a polynomial in the same spirit as SPECTRAL-MUSIC and ROOT-MUSIC respectively can be defined from $u$.

Firstly, similarly to SPECTRAL-MUSIC (3.2.30) the vector $u$ can be used to define the ‘Spectral-Min-Norm pseudo-spectrum’:

$$P_{\text{SMN}}(\theta) \triangleq \frac{\|z(\theta)\|^2}{|\{u, z(\theta)\}|^2} = \frac{D}{z(\theta)^H u} = \frac{D}{|z(\theta)^H u|^2} \quad \forall \theta \in \Theta, \quad (3.2.40)$$

where $z(\theta)$ is given by (3.1.13) and the nominator serves as a normalization. As with SPECTRAL-MUSIC, the idea is to estimate the source DOA’s by locating the highest and/or sharpest peaks of this pseudo-spectrum. For obvious reasons, we will call this version of the Min-Norm algorithm Spectral-Min-Norm.

Secondly, similarly to ROOT-MUSIC the vector $u$ can be used to define a ‘Root-Min-Norm’ polynomial $p_{\text{RMN}}(z)$ as follows:

$$p_{\text{RMN}}(z) \triangleq U(z) \triangleq \sum_{k=0}^{D-1} u_{k+1}(z)^{-k}, \quad (3.2.41)$$

where $U(z)$ is the $z$-transform of the sequence $u_1, \ldots, u_D$; see also (3.2.33) and (3.2.34). As with ROOT-MUSIC, the idea is to estimate the source DOA’s from the $S$ roots of $p_{\text{RMN}}(z)$ that are closest to or on the unit circle (using (3.2.39)). For obvious reasons, we will call this version of the Min-Norm algorithm Root-Min-Norm. Note that with definition (3.2.41), the spectrum $P_{\text{SMN}}(\theta)$ can be expressed as follows:

$$P_{\text{SMN}}(\theta) = \frac{D}{|p_{\text{RMN}}(z)|^2} \bigg|_{z = (e)^{i\xi(\theta)}} = \frac{D}{|p_{\text{RMN}}((e)^{i\xi(\theta)})|^2} \quad \forall \theta \in \Theta. \quad (3.2.42)$$

Since $u$ is constrained to lie in the noise subspace, i.e. $u \in \mathcal{R}_c(U^\nu)$, it follows from (3.2.23) that $p_{\text{RMN}}(z)$ has at least $S$ source roots at the locations $z^j = (e)^{i\xi(\theta)} \quad \forall 1 \leq j \leq S$ on the unit circle (supposing for the moment that $\mathbb{R}^z$ is known exactly):

$$p_{\text{RMN}}(z)|_{z = (e)^{i\xi(\theta)}} = p_{\text{RMN}}((e)^{i\xi(\theta)}) = 0 \quad \forall 1 \leq j \leq S. \quad (3.2.43)$$

The polynomial $p_{\text{RMN}}(z)$ has $D-1$ roots because it is of degree $D-1$. Hence, in addition to the $S$ source roots, it has $D-S-1$ noise or spurious roots (see Section 3.2.3 for the
3.2 Subspace Methods for DOA estimation based on Second Order Statistics

Depending on the chosen vector \( u \) and the accuracy of the estimated sensor correlation matrix, the noise roots might be closer to the unit circle than the source roots. In such a case, it is impossible to distinguish noise and source roots (see also Section 3.2.3) and wrong or inaccurate source DOA estimates may be obtained.

The similarities to SPECTRAL- and ROOT-MUSIC are evident. The essential difference, which at the same time is the Min-Norm design problem, is the design/choice of the noise subspace vector \( u \) in such a way that the adverse effects of estimation errors in the sensor correlation matrix \( R_x \), in particular spurious roots, are attenuated. The Min-Norm method, as its name implies, tries to achieve this goal by minimizing the squared norm \( \|u\|^2 = u^H u \) of \( u \in \mathbb{R}^c \) subject to the constraint that the first component of \( u \) equals one \([98, 99, 147, 154, 179]\). Summarizing, the optimal vector \( u \) computed by the Min-Norm algorithm has to satisfy the following three constraints:

- **MNC1**: The vector \( u \) has minimum norm;
- **MNC2**: The vector \( u \) lies in the noise subspace;
- **MNC3**: The first element of \( u \) equals one.

These conditions ensure respectively that the spurious roots of \( p_{RMN}(z) \) lie inside the unit circle, that the \( S \) source roots of \( p_{RMN}(z) \) lie on (or close to, for estimated statistics) the unit circle, and that the minimum norm solution is not the (trivial) zero vector \( [98, 99] \). It can also be shown that the spurious roots are approximately distributed uniformly around the unit circle in the angular sectors where the source roots are not present \([98]\). Hence, the spurious roots tend to be well separated from the source roots, which is a very desirable property for attenuating the adverse effects of spurious roots on the estimation of the source DOA’s.

The problem of finding the vector \( u \) satisfying conditions **MNC1-MNC3** can be formulated mathematically as follows:

\[
\hat{u} = \arg\min_u u^H u \quad \text{subject to} \quad P^\nu u = u \quad \text{and} \quad u_1 = 1 ,
\]

where \( u_1 \) is the first element of \( u \). Using Lagrange multipliers \([108, 115]\), the solution \([154, 179]\) can be obtained and is given by:

\[
u = \frac{U^\nu (\tilde{u}^\nu_1)^H}{\|U^\nu (\tilde{u}^\nu_1)^H\|^2} = \frac{U^\nu (\tilde{u}^\nu_1)^H}{\|\tilde{u}^\nu_1\|^2} ,
\]

where \( \tilde{u}^\nu_1 \) is the first row of \( U^\nu \). Of course, once \( u \) has been derived according to the criteria and procedure above, we are free to re-normalize it because this does not influence the shape of the pseudo-spectrum used in the Spectral-Min-Norm algorithm nor the location of the roots of the Root-Min-Norm polynomial. Therefore, we normalize \( u \) to norm one:

\[
u = \frac{U^\nu (\tilde{u}^\nu_1)^H}{\|U^\nu (\tilde{u}^\nu_1)^H\|} = \frac{U^\nu (\tilde{u}^\nu_1)^H}{\|\tilde{u}^\nu_1\|} .
\]

Now, we are in a position to formulate the Spectral-Min-Norm and Root-Min-Norm algorithms. Again, the algorithms are formulated in terms of ideal statistics. The different steps of the Spectral-Min-Norm and Root-Min-Norm algorithms are summarized in Alg. 3.3 and Alg. 3.4 respectively (compare them with Alg. 3.1 and Alg. 3.2 respectively).
Algorithm 3.3 Spectral-Min-Norm.

1-2: See steps 1 and 2 of Alg. 3.1;

3: Use matrix $\mathbf{U}_\nu$ of noise eigenvectors to construct minimum norm vector $\mathbf{u}$:

$$
\mathbf{u} = \frac{\mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1)}{\lVert \mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1) \rVert} = \frac{\mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1)}{\lVert \tilde{\mathbf{u}}_\nu^1 \rVert};
$$

4: Evaluate Min-Norm pseudo-spectrum on fine grid in $\theta$-domain:

$$P_{SMN}(\theta) \triangleq \frac{\lVert \mathbf{z}(\theta) \rVert^2}{\lVert (\mathbf{u}, \mathbf{z}(\theta)) \rVert^2} = \frac{D}{\lVert \mathbf{z}(\theta)^H \mathbf{u} \rVert^2} \quad \forall \theta \in \Theta;$$

5: Determine source DOA’s by locating $S$ sharpest peaks of $P_{SMN}(\theta)$.

Algorithm 3.4 Root-Min-Norm.

1-2: See steps 1 and 2 of Alg. 3.1;

3: Use matrix $\mathbf{U}_\nu$ of noise eigenvectors to construct minimum norm vector $\mathbf{u}$:

$$
\mathbf{u} = \frac{\mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1)}{\lVert \mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1) \rVert} = \frac{\mathbf{U}_\nu^H (\tilde{\mathbf{u}}_\nu^1)}{\lVert \tilde{\mathbf{u}}_\nu^1 \rVert};
$$

4: Construct Root-Min-Norm polynomial:

$$p_{RMN}(z) \triangleq U(z) \triangleq \sum_{k=0}^{D-1} u_{k+1}(z)^{-k};$$

5: Compute roots of $p_{RMN}(z)$;

6: Select $S$ unique roots of $p_{RMN}(z)$ that lie on or closest to unit circle;

7: For each source root $z$, compute corresponding source DOA (see (3.2.39)):

$$\theta = \arcsin\left(\frac{\lambda c}{2\pi d} \arg(z)\right).$$

Examples and discussion

The results of applying the Spectral- and Root-Min-Norm methods in Alg. 3.3 and Alg. 3.4 respectively to the same examples that were presented earlier are shown in Figures 3.6–3.9. Because for $D = 4$ and $S = 3$ the noise subspace is one-dimensional, the pseudo-spectra of SPECTRAL-MUSIC and Spectral-Min-Norm are exactly the same. This can be verified by comparing Fig. 3.2 to Fig. 3.6. Likewise, half of the roots of the ROOT-MUSIC polynomial are equal to the roots of the Root-Min-Norm polynomial; this can be verified by comparing Fig. 3.4 to Fig. 3.7. Since the interpretation of the results in these figures follows exactly the same lines as in Sections 3.2.2 and 3.2.3, we leave that, and the comparison of Min-Norm to Spectral- and ROOT-MUSIC, to the reader. Statistical performance analyses of the Min-Norm algorithm and related issues can be found in [93, 103, 132].
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Figure 3.4: Ideal (○) and estimated (×) roots of the ROOT-MUSIC polynomial $p_{RM}(z)$ for $D = 4$ and $S = 3$.

Figure 3.5: Ideal (○) and estimated (×) roots of the ROOT-MUSIC polynomial $p_{RM}(z)$ for $D = 5$ and $S = 3$; left: all roots, right: area around unit circle enlarged.
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Figure 3.6: Ideal and estimated Min-Norm spectra $P_{SM}(\theta)$ for $D = 4$ and $S = 3$.

Figure 3.7: Ideal (○) and estimated (×) roots of the Root-Min-Norm polynomial $p_{RMN}(z)$ for $D = 4$ and $S = 3$. 
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![Figure 3.8: Ideal and estimated Min-Norm spectra \( P_{SMN}(\theta) \) for \( D = 5 \) and \( S = 3 \).](image)

![Figure 3.9: Ideal (○) and estimated (×) roots of the Root-Min-Norm polynomial \( p_{RMN}(z) \) for \( D = 5 \) and \( S = 3 \).](image)
3.3 Subspace Methods for DOA estimation based on Higher Order Statistics

In this section, we generalize the key principles of the subspace techniques explained in Section 3.2 for SOS to HOS. Although several ‘different’ algorithms based on HOS and subspace methods have been presented in the literature [28, 40, 129, 140, 190], basically they all rely on the same simple subspace decomposition principles and on the a priori knowledge of the functional form of the array response vectors. In fact, the main differences between different HOS based subspace approaches concern the manner in which a matrix containing (lag-zero or temporal higher order) sensor statistics for subspace analysis is formed. The specific choice for arranging the sensor statistics in this matrix has a large influence on the maximum number of DOA’s that can be identified, and on the ‘computational convenience’ of a certain algorithm. See Section 1.2.6, where we stressed already the importance of the arrangement of the exploited sensor statistics. See also Chapter 4, where SOS based subspace techniques are employed for solving a relatively simple MIBI problem; it is concluded there that the specific arrangement of certain sensor correlation values in a ‘subspace matrix’ is crucial. Because not the specific type of exploited sensor statistics determines whether or not subspace techniques can be used, but rather their possible ‘matrix arrangements’, it follows directly that subspace methods can be developed for any type of statistical variability in the data, i.e. arbitrary order lag-zero or temporal statistics, by considering a properly defined matrix. In order to demonstrate and explain these remarks, we will describe a representative lag-zero Higher Order Statistics based subspace method in the next sections. More specifically, we will explain the rationale behind a DOA estimation algorithm that is based on the lag-zero fourth order cumulants of the sensor array data, viz. the algorithm of Porat and Friedlander presented in [129]. Similarly to the SOS based subspace methods discussed in Section 3.2, the approach in [129] does not exploit any temporal structure; therefore, (again) all time indices are dropped and time signals are considered as random variables instead of time series. Basically, we will follow the key steps of the derivation in Section 3.2.1. Along the way, we introduce additional notation that is convenient for handling HOS and that we will use later on in the thesis.

3.3.1 Assumptions on source signals, noise signals, and mixing matrix

As in Section 3.2.1.1, we start by summarizing the main assumptions on which the algorithm of Porat and Friedlander [129] relies; see the list at the end of this section. We will modify some of the assumptions made in [129] in order to make them suitable for our purposes, and also add some to make things more explicit. Firstly, it is assumed that all source signals are realizations of zero mean, white, stationary, ergodic and non-Gaussian random processes (AS1).

Secondly, we assume that the source signals are mutually statistically independent. Although the algorithm presented in [129] adopts a more general assumption that allows the source signals to be statistically dependent, here we make this stronger assumption for convenience of comparison with our previous explanations. In fact, the algorithm we will present only needs statistical independence at the fourth order (see Definition 2.7.2 in Section 2.7.3.1, and Section B.2.6.8); therefore, instead of full statistical independence we will assume here that all fourth order cross-cumulants of the source signals are zero (AS2). Using the notation explained in Sections A.5, A.6 and B.2.6.5, this assumption is written as:
Conjugation tuple chosen as are different ( For completeness and clarity, as in Section 3.2.1.1 we explicitly assume that the source DOA’s AS6 and comparison with the assumptions in Section 3.2.1.1.

Clearly, we also need to assume that the source auto-cumulants are non-zero:

\[ \kappa_{j,4}^S c_4 \equiv \kappa_{j,j_3,j_4}^{S, c_4} \triangleq \text{cum}(s_{j_1}, (s_{j_2})^*, (s_{j_3})^*, s_{j_4}) = 0 \quad \forall (j_1, j_2, j_3, j_4) \in J_{c,S}^4, \]  

Combining (3.1.1) and (3.2.2) yields the following property, formulated in concise notation:

\[ \kappa_{j_4}^{S, c_4} = \delta_{j_4} \kappa_{j_4}^{S, c_4} \quad \forall j_4 \in J_{c,S}^4, \]  

where \( \delta_{j_4} \triangleq \delta_{j_1,j_2,j_3,j_4} \) denotes a Kronecker delta function, which equals one iff all indices in \( J_4 = (j_1, j_2, j_3, j_4) \) are equal, i.e., \( j_1 = j_2 = j_3 = j_4 \), and zero otherwise (see Section A.4).

Next, it is assumed that the source and sensor noise signals are mutually statistically independent (AS4). In fact, we do not strictly need this assumption because of the next assumption, i.e., (AS5), which states that the stochastic process behind the sensor noise is complex circular Gaussian, implying that \( \text{cum}(\nu_{i_1}, (\nu_{i_2})^*, (\nu_{i_3})^*, \nu_{i_4}) = 0 \) for all \( 1 \leq i_1, \ldots, i_4 \leq D \). The spatial noise covariance matrix \( R^S \triangleq E\{\nu \nu^H\} \) may be anything as long as this requirement is satisfied. In addition, note that the noise is allowed to have any temporal structure because this is ignored anyway. Hence, the fourth order noise cumulants are zero (due to the ’complex version’ of UCP2 on page 425) and do not contribute to the fourth order sensor cumulants.

AS4 is only mentioned here because it is a very natural and common one, and for consistency and comparison with the assumptions in Section 3.2.1.1.

Assumptions AS6 and AS7 concerning the properties of the array response matrix \( A(\hat{\theta}) \) are the analogues of AS6 and AS7 in Section 3.2.1.1. Although Porat and Friedlander adopted AS7 explicitly, we will show that it is not required because the algorithm can also ’discriminate’ the DOA’s of statistically independent sources when there are more sources than sensors, i.e., \( S > D \), up to a certain maximum, of course. Because this was not noticed by Porat and Friedlander, they assumed that \( D > S \) in [129]. In Chapter 7, we will prove that the maximum number of source DOA’s that can be estimated using the algorithm that we will present in Section 3.3.6, viz. Alg. 3.5, in theory equals \( S_{\max} = 2(D - 1) \). Hence, with 2, 3, 4, 5, etc. sensors respectively, 2, 4, 6, 8, etc. source DOA’s can be identified. Similarly to AS4, assumption AS7 is not required here but it is listed for consistency and comparison with the assumptions in Section 3.2.1.1. Instead, we adopt assumption AS7.

Finally, the important assumption AS8 has replaced AS8 of Section 3.2.1.1: instead of requiring that the source DOA’s can be determined uniquely from \( R_c(A(\hat{\theta})) \), we now require that they can be determined uniquely from \( R_c(A_{S^*}^S(\hat{\theta})) \), where \( A_{S^*}^S(\hat{\theta}) \in C^S_{(D)J} \) is the so-called second order Khatri-Rao product with conjugation pair \((c_1, c_2) = (\circ, *)\); see (3.3.12), Chapter 5, Section A.9 and in particular equations (A.9.4) and (A.9.5) for the precise definition of \( A_{S^*}^S(\hat{\theta}) \). The reason why this assumption is needed will become clear in the following sections. Summarizing, the lag-zero HOS based subspace method in [129] exploits the following (modified) assumptions:
AS1: The source signals are realizations of zero mean, white, stationary, ergodic and non-Gaussian random processes;

AS2: All fourth order source cross-cumulants are zero, whereas all auto-cumulants are non-zero: \( \text{cum}(s_j, (s_j)_j^*, (s_j)_j^*, (s_j)_j^*) = \delta_{j,j_2,j_3,j_4} \text{cum}(s_j, (s_j)_j^*, (s_j)_j^*, (s_j)_j^*) \)
for all \( 1 \leq j_1, j_2, j_3, j_4 \leq S \) with \( \text{cum}(s_j, (s_j)_j^*, (s_j)_j^*, s_j) \neq 0 \) \( \forall 1 \leq j \leq S \);

AS3: The source DOA’s are different: \( \theta^i \neq \theta^j \) \( \forall 1 \leq i \neq j \leq S \);

AS4: The source and sensor noise signals are mutually statistically independent;

AS5: The sensor noise signals are realizations of complex circular Gaussian processes:
\[
\text{cum}(\nu_i, (\nu_i)_j^*, (\nu_i)_j^*, (\nu_i)_j^*, (\nu_i)_j^*) = 0 \text{ for all } 1 \leq i_1, \ldots, i_4 \leq D;
\]

AS6: The parameterization of the array manifold \( \mathbf{A}(\theta) \), i.e. the functional dependence of \( z(\theta) \) on \( \theta \) for all \( \theta \in \Theta \), is known a priori;

AS7: The number of sources is smaller than the number of sensors, i.e. \( S < D \);

AS7*: The number of sources is smaller than \( 2(D-1) + 1 \), i.e. \( S < 2(D-1) + 1 \);

AS8: The second order Khatri-Rao product \( A^{\times^*}_{s,\nu}(\theta) \) of \( \mathbf{A}(\theta) \) is unambiguous over the parameter space \( \Theta \), i.e. the source DOA’s can be determined uniquely from \( \mathcal{R}_c(A^{\times^*}_{s,\nu}(\theta)) \) and the generalized array manifold \( \mathbf{A}^{\times^*}(\Theta) \) defined in Definition 3.3.1 on page 117.

### 3.3.2 Structure and matrix of fourth order sensor cumulants

Firstly, we will consider the structure of the fourth order sensor cumulants, viz. the manner in which they are expressed in terms of the mixing matrix elements and the fourth order source auto-cumulants. Then, we will highlight their specific arrangement in a ‘sensor cumulant matrix’ \( \mathbf{C}^\text{cum} \) according to [129]. We will employ our own way and notation for deriving and describing this matrix (which are different from the one of Porat and Friedlander) since in our opinion these are more straightforward. Moreover, our derivation and notation suggest several generalizations in natural and intuitive ways, which is one of the contributions of this thesis. First note that according to (3.1.1), the \( i \)-th sensor signal \( x_i[n] \) is given by:

\[
x_i[n] = \sum_{j=1}^{S} z_i(\theta^j)s_j[n] + \nu_i[n] \quad \forall 1 \leq i \leq D, \quad \forall n \in \mathbb{Z}, \quad (3.3.4)
\]

where \( z_i(\theta^j) \) is the instantaneous transfer from the \( j \)-th source to the \( i \)-th sensor. For convenience of expressing the fourth order sensor cumulants in terms of the mixing matrix elements (and the fourth order source auto-cumulants), we will momentarily write \( a_i^j \) and \( \alpha_i^j \) instead of \( z_i(\theta^j) \) and \( z(\theta^j) \) respectively, and ‘re-denote’ the explicit dependence on the source DOA’s later on. In addition, as we said earlier, we will omit the time indices. Hence, for the moment we write \( x_i \) as follows (see also (2.3.1)):

\[
x_i = \sum_{j=1}^{S} a_i^j s_j + \nu_i \quad \forall 1 \leq i \leq D. \quad (3.3.5)
\]

From (B.2.44d) with \( v_{i_1} = x_{i_1}, v_{i_2} = (x_{i_2})^*, v_{i_3} = (x_{i_3})^*, v_{i_4} = x_{i_4} \), it is clear that the \((i_1, i_2, i_3, i_4)\)-th fourth order sensor cumulant \( \kappa_{i_1,i_2,i_3,i_4}^{c_1,c_2,c_3,c_4} \) with conjugation tuple \((c_1, c_2, c_3, c_4) = (\bigcirc, *, *, \bigcirc)\) is defined as follows:
\[ \kappa_{i_1}^{x,c_4} = \kappa_{i_1}^{x,c_1,c_2,c_3,c_4} \triangleq \text{cum}(x_{i_1}, (x_{i_2})^*, (x_{i_3})^*, x_{i_4}) \]

\[
E\{x_{i_1} (x_{i_2})^* (x_{i_3})^* x_{i_4}\} - E\{x_{i_1} (x_{i_2})^*\} E\{(x_{i_3})^* x_{i_4}\} - E\{x_{i_1} (x_{i_2})^*\} E\{(x_{i_3})^*\} E\{(x_{i_4})^*\} \\
- E\{x_{i_1} x_{i_4}\} E\{(x_{i_2})^* (x_{i_3})^*\} \quad \forall (i_1, i_2, i_3, i_4) \in T^4_{x,D}. \tag{3.3.6}
\]

Using (3.3.3) and properties CP1-CP8 of joint cumulants listed in Section B.2.6.7, all fourth order sensor cumulants \( \{\kappa_{i_1}^{x,c_1,c_2,c_3,c_4}\}_{i_1 \in I_{x,D}^4} = \{\kappa_{i_1}^{x,c_1,c_2,c_3,c_4}\}_{(i_1, i_2, i_3, i_4) \in T^4_{x,D}} \) can now be expressed in terms of the elements of the mixing matrix and the fourth order source auto-cumulants in the following manner:

\[
kappa_{i_1}^{x,c_1,c_2,c_3,c_4} \triangleq \text{cum}(x_{i_1}, (x_{i_2})^*, (x_{i_3})^*, x_{i_4}) \]

\[
= \sum_{j=1}^{S} a_{i_1}^{j*} s_{j_1} + \nu_{i_1}, \quad \left( \sum_{j_2=1}^{S} a_{i_2}^{j_2} s_{j_2} + \nu_{i_2}\right)^* \left( \sum_{j_3=1}^{S} a_{i_3}^{j_3} s_{j_3} + \nu_{i_3}\right)^* \left( \sum_{j_4=1}^{S} a_{i_4}^{j_4} s_{j_4} + \nu_{i_4}\right) \]

\[
= \sum_{j_1=1}^{S} a_{i_1}^{j_1} (a_{i_2}^{j_2})^* (a_{i_3}^{j_3})^* a_{i_4}^{j_4} \text{cum}(s_{j_1}, (s_{j_2})^*, (s_{j_3})^*, s_{j_4}) + \sum_{j=1}^{S} a_{i_1}^{j*} (a_{i_2}^{j_2})^* (a_{i_3}^{j_3})^* a_{i_4}^{j_4} \nu_{i_1}, \nu_{i_2}, \nu_{i_3}, \nu_{i_4} \]

\[
= \sum_{j=1}^{S} a_{i_1}^{j*} (a_{i_2}^{j_2})^* (a_{i_3}^{j_3})^* a_{i_4}^{j_4} \quad \forall (i_1, i_2, i_3, i_4) \in T^4_{x,D}. \tag{3.3.7}
\]

Using our concise notation explained in Appendix A, this reads:

\[
\kappa_{i_1}^{x,c_4} = \sum_{j=1}^{S} a_{i_1}^{j*} c_4 a_{i_2}^{j_2} c_{j_2} c_{j_3} c_{j_4} C_{j_4}^{c_4} \quad \forall i_4 \in T^4_{x,D}. \tag{3.3.8}
\]

where \( \kappa_{i_1}^{x,c_4} \triangleq \kappa_{i_1}^{x,c_1} (a_{i_2}^{j_2})^* (a_{i_3}^{j_3})^* a_{i_4}^{j_4} \) (see (A.2.13)). Note that these sensor cumulants are noise-free due to AS5. Similarly to (2.7.38), the product terms of the form \( \kappa_{i_1}^{x,c_4} = \kappa_{i_1}^{x,c_1} (a_{i_2}^{j_2})^* (a_{i_3}^{j_3})^* a_{i_4}^{j_4} \) are constructed from a single vector, viz. the \( j \)-th column \( a_{i_1}^{j} \) of \( A \) and define a kind of tetrad with configuration tuple \( c_4 \). As in Section 2.7.4.1, all possible fourth order sensor cumulants are stored in a four-dimensional cumulant tensor or ‘tensor-array’ (holor) denoted by \( \mathbf{K}^{x,c_4} \) and indexed by the four indices \( i_1, i_2, i_3 \) and \( i_4 \), i.e. \( \mathbf{K}^{x,c_4} \triangleq \{\kappa_{i_1}^{x,c_4}\}_{i_1 \in T^4_{x,D}} \); see also the other remarks concerning tensors in Section 2.7.4.1 below (2.7.38).

Now we are ready to address the important issue of arranging the sensor cumulants in a matrix, which will be denoted by \( C^x \) and is of size \((D)^2 \times (D)^2\). Using the Kronecker product notation and rules (see Section A.8 and [21]), this can be done in a quite natural way. Firstly, consider the following matrix of size \((D)^2 \times (D)^2\) that contains certain fourth order expectations (moments) of the sensor signals:

\[
E\left\{\left[ x \otimes x^*\right] \left[ x \otimes x^*\right]^H\right\} = E\left\{\left(x x^H\right) \otimes \left(x x^H\right)^*\right\} \quad \text{(see KP4 in Section A.8)}
\]

\[
= E\left\{\begin{array}{c}
\begin{bmatrix}
x_1 \cdot (x)^* \\
x_2 \cdot (x)^* \\
\vdots \\
x_D \cdot (x)^*
\end{bmatrix}
\begin{bmatrix}
(x_1)^* x^T \\
\vdots \\
(x_D)^* x^T
\end{bmatrix}
\end{array}\right\}
\]
where in the last line we have used the compact notation:

\[
E \begin{bmatrix} x_1(x_1)^* \cdot (x x^H)^* & x_1(x_2)^* \cdot (x x^H)^* & \cdots & x_1(x_D)^* \cdot (x x^H)^* \\
\vdots & \vdots & \ddots & \vdots \\
x_D(x_1)^* \cdot (x x^H)^* & x_D(x_2)^* \cdot (x x^H)^* & \cdots & x_D(x_D)^* \cdot (x x^H)^* 
\end{bmatrix}
\]

\[
= \begin{bmatrix} E \{x_1(x_1)^* x_1\} & \cdots & E \{x_1(x_D)^* x_1\} \\
\vdots & \ddots & \vdots \\
E \{x_D(x_D)^* x_1\} & \cdots & E \{x_D(x_D)^* x_D\} 
\end{bmatrix}. \tag{3.3.9}
\]

Hence, \(E \{x_{i_1}(x_{i_1})^* x_{i_2}\}\) is the element positioned at the \(((i_1 - 1)D + i_2)\)-th row and \(((i_3 - 1)D + i_4)\)-th column of this matrix. The sensor cumulant matrix \(C^x \in \mathbb{C}^{(D)^2}\) of Porat and Friedlander is defined similarly: it is obtained by replacing \(E \{x_{i_1}(x_{i_1})^* x_{i_2}\}\) in (3.3.9) with \(\{x_{i_1}(x_{i_1})^*, (x_{i_1})^*, x_{i_1}\}\) for all \(1 \leq i_1, i_2, i_3, i_4 \leq D\). Using our notation, we can also define it quite naturally and directly as follows:

\[
C^x \triangleq \text{cum} \{x, (x)^*, x^H, (x)^T\}
\]

\[
= \begin{bmatrix} \text{cum} \{x_1, (x_1)^*, (x_1)^*, x_1\} & \cdots & \text{cum} \{x_1, (x_D)^*, (x_1)^*, x_D\} \\
\vdots & \ddots & \vdots \\
\text{cum} \{x_D, (x_1)^*, (x_D)^*, x_1\} & \cdots & \text{cum} \{x_D, (x_D)^*, (x_D)^*, x_D\} 
\end{bmatrix}. \tag{3.3.10}
\]

Since subspace methods are based on the way a matrix like this is expressed in the source array response vectors, i.e. the columns of the mixing matrix, and source (plus noise, in general) statistics, we need to insert (3.3.7) or (3.3.8) into (3.3.10), yielding:

\[
C^x = \sum_{j=1}^{S} \begin{bmatrix} a_1^j (a_1^j)^* \ a_1^j \ a_2^j \ a_3^j \ a_4^j \ \cdots \ a_D^{j} (a_D^j)^* \ (a_1^j)^* a_D^j \end{bmatrix} \text{cum} \{s_j, (s_j)^*, (s_j)^*, s_j\}
\]

\[
= \sum_{j=1}^{S} [a^j \otimes (a^j)^*] [a^j \otimes (a^j)^*]^H \kappa_{\epsilon^j}
\]

\[
= [a^1 \otimes (a^1)^* \ a_S^j \otimes (a_S^j)^*] \begin{bmatrix} \kappa_{\epsilon^j} & 0 \cdots 0 \\
0 & \ddots & \vdots \\
0 & \ddots & 0 \\
0 & \cdots & \kappa_{\epsilon^j} \end{bmatrix} \begin{bmatrix} [a^1 \otimes (a^1)^*]^H \ \\
0 \cdots 0 \\
\cdots \ \\
0 \cdots 0 \end{bmatrix}\tag{3.3.11}
\]

where in the last line we have used the compact notation:

\[
A_{\epsilon^j}^{\otimes} \triangleq \begin{bmatrix} a^1 \otimes (a^1)^* \ a_S^j \otimes (a_S^j)^* \end{bmatrix}, \tag{3.3.12}
\]

which is the so-called second order Khatri-Rao product with conjugation pair \((\epsilon_1, \epsilon_2) = (\epsilon, \epsilon)\) that is defined and explained in Section A.9 (in particular, see equations (A.9.4) and (A.9.5)). The transition from the first line to the second easily follows by observing the similarity to (3.3.9). Now, by explicitly denoting the dependence on the source DOA’s again, we can write (3.3.11) concisely as follows:

\[
C^x = \sum_{j=1}^{S} [z(\theta^j) \otimes (z(\theta^j))^*] [z(\theta^j) \otimes (z(\theta^j))^*]^H \kappa_{\epsilon^j} = A_{\epsilon^j}^{\otimes} (\theta) C^* A_{\epsilon^j}^{\otimes} (\theta)^H, \tag{3.3.13}
\]
where:
\[
C^s \triangleq \text{diag} \left( \kappa_1^{s,e_4}, \ldots, \kappa_S^{s,e_4} \right) \\
= \text{diag} \left( \sum (s_1, (s_1)^*, s_1), \ldots, \sum (s_S, (s_S)^*, s_S) \right).
\]
(3.3.14)

The similarity of \( C^s \) in (3.3.13) to \( R^s \) in (3.2.1) is now obvious. As we have explained before, \( C^s \) does not contain a noise term similar to \( (\sigma^2)^2 I_D^2 \) in (3.2.1) because we are using fourth order cumulants that are zero for complex circular Gaussian noise signals. Note that we can view vectors of the form \( z(\theta) \otimes (z(\theta))^* \) as a kind of generalized array response vectors. To provide additional insight, we note that our notation allows us to derive (3.3.13) from (3.3.10) and (3.1.1) (without time indices) in a direct and intuitive manner as follows:
\[
C^s \triangleq \text{cum}(x(x)^*, x^H, (x)^T) \\
= \text{cum} \left( \sum_{j=1}^S a^{j_1}s_{j_1} + \nu, \sum_{j=2}^S a^{j_2}s_{j_2} + \nu \right)^*, \left( \sum_{j=3}^S a^{j_3}s_{j_3} + \nu \right)^H, \left( \sum_{j=4}^S a^{j_4}s_{j_4} + \nu \right)^T \\
= \sum_{j_1=1}^S \sum_{j_2=1}^S \sum_{j_3=1}^S \sum_{j_4=1}^S [a^{j_1} \otimes (a^{j_2})^*] \cdot \sum (s_{j_1}, (s_{j_2})^*, (s_{j_3})^*, s_{j_4}) \cdot [a^{j_3} \otimes (a^{j_4})^*]^H \\
= \sum_{j=1}^S [a^j \otimes (a^j)^*] [a^j \otimes (a^j)^*]^H \kappa_j^{s,e_4} = A^*_o(\tilde{\theta}) C^s A^*_o(\tilde{\theta})^H \in \mathbb{C}^{(D)^2}. 
\]
(3.3.15)

Based on the expressions and results developed above, we can now derive subspace techniques for DOA estimation based on the structure of \( C^s \) by following the same reasoning as in Sections 3.2.1.2 through 3.2.1.5, and also Sections 3.2.2 through 3.2.4. For example, the equivalent of property (3.2.2) is given by:
\[
\text{rank} \left( C^s \right) = \text{rank} \left( A^*_o(\tilde{\theta}) C^s A^*_o(\tilde{\theta})^H \right) = S. 
\]
(3.3.16)

This property holds owing to assumptions AS2 and AS8: \( \text{rank}(C^s) = S \) because of AS2, and \( \text{rank}(A^*_o(\tilde{\theta})) = S \) because of AS8. Similarly to the definition of unambiguity of the array response matrix \( A(\theta) \) in Definition 3.1.2 of Section 3.1.3, we can define the unambiguity of the second order Khatri-Rao product \( A^*_o(\tilde{\theta}) \), which can be seen as a kind of generalized array response matrix, as follows:

**Definition 3.3.1. Unambiguous second order Khatri-Rao product with conjugation pair \((\circ, \ast)\).** The second order Khatri-Rao product \( A^*_o(\tilde{\theta}) \) of \( A(\theta) \) with conjugation pair \((c_1, c_2) = (\circ, \ast)\) is said to be unambiguous over the parameter space \( \Theta \) if for all \( \tilde{\theta} \) with \( \theta^1, \ldots, \theta^S \in \Theta \) the source DOA’s can be determined uniquely from the intersections between \( R_c(A^*_o(\tilde{\theta})) \) and the generalized array manifold \( \mathcal{A}^o(\theta) \) with conjugation pair \((c_1, c_2) = (\circ, \ast)\) that is defined by:
\[
\mathcal{A}^o(\theta) \triangleq \left\{ z(\theta) \otimes (z(\theta))^* \mid \theta \in \Theta \right\}.
\]
(3.3.17)

Note that this definition implies that \( A^*_o(\tilde{\theta}) \) must have full rank for any collection of \( S \) distinct DOA’s in \( \tilde{\theta} \) with \( \theta^1, \ldots, \theta^S \in \Theta \). If \( A^*_o(\tilde{\theta}) \) is unambiguous over \( \Theta \), the intersections between the subspace \( R_c(A^*_o(\tilde{\theta})) \) and the generalized array manifold \( \mathcal{A}^o(\theta) \) are the generalized source array response vectors, which determine the source DOA’s uniquely.
that similarly to (3.1.8), (3.3.17) describes the collection of generalized array response vectors formed by varying $\theta$ over the parameter space of interest $\Theta$, and defines a one-dimensional curve in the complex $(D)^2$-dimensional Euclidian space. We conclude this section by noting that property (3.3.16) directly implies that if the number of sources is unknown, it can be computed or estimated as the (effective) rank of $C^e$ or $C^e$. In the next sections, we will briefly provide the equivalents of the main results from Sections 3.2.1.2 through 3.2.1.5. Because all results have been formulated in such a way that they can easily be derived by reasoning by analogy (in particular, this is made intuitive by our notation), we leave the details to the reader.

### 3.3.3 Eigenstructure of $C^e$, signal and noise subspaces

Most results in this section follow immediately from the corresponding ones in Section 3.2.1.3 by analogy. Let $\{\lambda^s_i\}_{1 \leq i \leq (D)^2}$ and $\{u_i^s\}_{1 \leq i \leq (D)^2}$ be the eigenvalues and eigenvectors respectively of $A^e_{s} (\hat{\theta}) \in \mathbb{C} \times \mathbb{C}^*(\hat{\theta})^H$ with the eigenvalues arranged in decreasing order, i.e.:

$$
(A^e_{s} (\hat{\theta}) \in \mathbb{C} \times \mathbb{C}^*(\hat{\theta})^H) u^i_{} = \lambda^s_i u^i_{} \quad \forall \ 1 \leq i \leq (D)^2 \quad \text{with} \quad \lambda^s_1 \geq \cdots \geq \lambda^s_{(D)^2}.
$$

(3.3.18)

Since $C^e$ is a Hermitian positive definite matrix of size $(D)^2 \times (D)^2$ with rank $S$ (3.3.16), it has $S$ real-valued eigenvalues greater than zero and $(D)^2 - S$ eigenvalues equal to zero. Let $\{\lambda^s_i\}_{1 \leq i \leq (D)^2}$ and $\{u^s_i\}_{1 \leq i \leq (D)^2}$ be the eigenvalues and length-$D$ eigenvectors of $C^e$ respectively with the eigenvalues arranged in decreasing order. Then it is clear that:

$$
\lambda^s_i = \begin{cases} 
\lambda^s_i, & i = 1, \ldots, S; \\
0, & i = S + 1, \ldots, (D)^2.
\end{cases}
$$

(3.3.19)

As in Section 3.2.1.3, the eigenvalues are divided into two groups. The non-zero eigenvalues $\{\lambda^s_i\}_{1 \leq i \leq S}$ in the first group are called signal eigenvalues, whereas the zero eigenvalues $\{\lambda^s_i\}_{S + 1 \leq i \leq (D)^2}$ in the second group are called noise eigenvalues. Since there is no noise term contributing to $C^e$, zero eigenvalues would be a more appropriate name for the latter category (at least for ideal statistics). Likewise, as in Section 3.2.1.3 the corresponding eigenvectors are divided into two groups. The eigenvectors $\{u^s_i\}_{1 \leq i \leq S}$ corresponding to the signal eigenvalues are called signal eigenvectors and span an $S$-dimensional subspace $\mathcal{L}(\{u^s_i\}_{1 \leq i \leq S})$ called signal subspace. The eigenvectors $\{u^s_{i}\}_{S + 1 \leq i \leq (D)^2}$ corresponding to the zero eigenvalues are called noise eigenvectors or zero eigenvectors and span a $(D)^2 - S)$-dimensional subspace $\mathcal{L}(\{u^s_{i}\}_{S + 1 \leq i \leq (D)^2})$ called noise subspace or zero subspace. Summarizing, the EVD of $C^e$ can be written as follows:

$$
C^e = \sum_{i=1}^{(D)^2} \lambda^s_i u^s_i (u^s_i)^H = \sum_{i=1}^{S} \lambda^s_i u^s_i (u^s_i)^H + \sum_{i=S+1}^{(D)^2} 0 \cdot u^s_i (u^s_i)^H = \sum_{i=1}^{S} \lambda^s_i u^s_i (u^s_i)^H. \quad (3.3.20)
$$

In matrix notation, this decomposition can be written as:

$$
C^e = U^s \Lambda^s (U^s)^H = U^s \Lambda^s (U^s)^H + U^e \Lambda^e (U^e)^H = U^s \Lambda^s (U^s)^H,
$$

(3.3.21)

where:

$$
U^s \triangleq \begin{bmatrix} u^1 & \cdots & u^{(D)^2} \end{bmatrix} \in \mathbb{C}^{(D)^2}_{(D)^2}, \quad U^s \triangleq \begin{bmatrix} u^1 & \cdots & u^S \end{bmatrix} \in \mathbb{C}^S_{(D)^2}, \quad \text{and}
$$

$$
U^e \triangleq \begin{bmatrix} u^{S+1} & \cdots & u^{(D)^2} \end{bmatrix} \in \mathbb{C}^{(D)^2-S}_{(D)^2}.
$$
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are matrices containing the sensor, signal and noise eigenvectors respectively, and:
\[
\Lambda^x \triangleq \text{diag}(\lambda^x_1, \ldots, \lambda^x_{(D)^2}), \quad \Lambda^s \triangleq \text{diag}(\lambda^s_1, \ldots, \lambda^s_S) \in \mathbb{R}^{(D)^2}, \quad \Lambda^\nu \triangleq \text{diag}(0, \ldots, 0) \in \mathbb{R}^{(D)^2 - S},
\]
are diagonal matrices containing the sensor, signal and noise/zero eigenvalues respectively. Compare (3.3.20), (3.3.21), and (3.3.22) with (3.2.9), (3.2.10), and (3.2.11) respectively. As in Section 3.2.1.3, notice that all matrices \(U^x, \Lambda^x, U^s, \Lambda^s, U^\nu\) and \(\Lambda^\nu\) depend on the source DOA's in \(\theta\) because they are determined by the sensor cumulant matrix \(C^x\), which is a function of \(\theta\); see (3.3.13) and (3.3.15), for example. The matrices resulting from the EVD satisfy several properties. Firstly, note that:
\[
U^x = \begin{bmatrix} U^s & U^\nu \end{bmatrix} \quad \text{and} \quad \Lambda^x = \begin{bmatrix} \Lambda^s & 0 \\ 0 & \Lambda^\nu \end{bmatrix} = \begin{bmatrix} \Lambda^s & 0 \\ 0 & 0 \end{bmatrix},
\]
and that the signal and zero subspaces are orthogonal complements of each other. In addition, employing (3.3.21) together with fundamental subspace properties FSP1–FSP6 on page 450 and the fact that \(C^x\) is Hermitian yields the following enlightening relations regarding the fundamental subspaces of the subspace matrix \(C^x\):
\[
\begin{align*}
\mathcal{R}_c(C^x) &= \mathcal{R}_c(U^s) \doteq \mathcal{N}_l(U^\nu) ; \\
\mathcal{N}_l(C^x) &= \mathcal{R}_c(U^\nu) \doteq \mathcal{N}_l(U^s) ; \\
\mathcal{R}_c(C^x)^T &= (\mathcal{R}_c(U^s)^H)^T = (\mathcal{R}_c(U^s))^T = \mathcal{N}_l(U^\nu) ; \\
\mathcal{N}_l(C^x)^T &= (\mathcal{N}_l(U^s)^H)^T = \mathcal{R}_c(U^\nu)^T = \mathcal{N}_l(U^s) ,
\end{align*}
\]
and thus:
\[
\begin{align*}
\mathcal{R}_c(C^x) &= \mathcal{R}_c(C^x)^T = \mathcal{R}_c(U^s) \doteq \mathcal{N}_l(U^\nu) ; \\
\mathcal{N}_l(C^x) &= \mathcal{N}_l(C^x)^T = \mathcal{R}_c(U^\nu) \doteq \mathcal{N}_l(U^s). 
\end{align*}
\]
Note that the latter two equations also state that the row and column spaces, as well as the right and left null spaces of \(C^x\), are isomorphic. Clearly, this is due to the fact that \(C^x\) is Hermitian. Finally, we remark that the definitions in (3.2.17) and property (3.2.18) remain unchanged; only the sizes of the matrices need to be adjusted accordingly.

3.3.4 Relation between generalized array response vectors and subspaces; obtaining a system of equations satisfied by source DOA's

Now we are in a position to draw conclusions w.r.t. the relation between the generalized array response vectors on the one hand, and the signal and noise subspaces on the other, which lead us to a system of equations in the unknown DOA \(\theta\). We start by proving the following theorem which states that the linear span of the signal eigenvectors, i.e. the signal subspace, equals the linear span of the generalized array response vectors if \(C^x\) has full rank (which is the case in our problem definition: see AS2 on page 114).
Theorem 3.3.2. Linear span of signal eigenvectors equals linear span of generalized array response vectors.
If the source auto-cumulant matrix \( C^s \) has full rank, the linear span of the signal eigenvectors equals the linear span of the generalized array response vectors:

\[
\mathcal{L}\left(\{u^i\}_{1 \leq i \leq S}\right) = \mathcal{L}\left(\{z(\theta^j) \otimes (z(\theta^j))^*\}_{1 \leq j \leq S}\right),
\]

(3.3.25)
or equivalently in matrix language (compare these equations to (3.2.19)):

\[
\mathcal{R}_c(U^s) = \mathcal{R}_c(\hat{A}^s(\hat{\theta})).
\]

(3.3.26)

Proof. This assertion can be proven along the same lines as Theorem 3.2.1 presented in Section 3.2.1.4. From (3.3.18) it follows that each column of \( U^s \) belongs to the column space of \( \hat{A}^s(\hat{\theta}) \), i.e.:

\[
u^i \in \mathcal{R}_c(\hat{A}^s(\hat{\theta})) \quad \forall \ 1 \leq i \leq S,
\]

and that each column of \( \hat{A}^s(\hat{\theta}) \) belongs to the column space of \( U^s \), i.e.:

\[
z(\theta^j) \otimes (z(\theta^j))^* \in \mathcal{R}_c(U^s) \quad \forall \ 1 \leq j \leq S.
\]

Hence, each column of \( U^s \) can be expressed as a linear combination of the columns of \( \hat{A}^s(\hat{\theta}) \) and vice versa. From this the assertion follows immediately.

Corollary 3.3.3. Noise subspace is isomorphic to left null space of \( \hat{A}^s(\hat{\theta}) \).
Under the assumption(s) of Theorem 3.3.2 the noise subspace is isomorphic to the left null space of \( \hat{A}^s(\hat{\theta}) \):

\[
\mathcal{R}_c(U^\nu) \cong \mathcal{N}_l(\hat{A}^s(\hat{\theta})) \equiv \mathcal{R}_c(U^\nu) = \left(\mathcal{N}_l(\hat{A}^s(\hat{\theta}))\right)^T.
\]

(3.3.27)

Proof. Applying property FSP1 on page 450 to both sides of (3.3.26) yields:

\[
\left(\mathcal{N}_l(U^s)\right)^\perp = \left(\mathcal{N}_l(\hat{A}^s(\hat{\theta}))\right)^\perp \quad \Rightarrow \quad \mathcal{N}_l(U^s) = \mathcal{N}_l(\hat{A}^s(\hat{\theta})).
\]

Combining this result with (3.2.14) directly implies the corollary.

Corollary 3.3.4. Noise subspace equals (right) null space of Hermitian of \( \hat{A}^s(\hat{\theta}) \).
Under the assumption(s) of Theorem 3.2.1 the noise subspace equals the (right) null space of \( \hat{A}^s(\hat{\theta})^H \):

\[
\mathcal{R}_c(U^\nu) = \mathcal{N}_r(\hat{A}^s(\hat{\theta})^H).
\]

(3.3.28)

Proof. Applying property FSP4 on page 450 to (3.3.27) directly yields the corollary.

Using Theorem 3.3.2 and Corollaries 3.3.3 and 3.3.4, it follows immediately that (compare this with (3.2.22)):

\[
(U^\nu)^H \hat{A}^s(\hat{\theta}) = 0_{(D^2-S)}.
\]

(3.3.29)
which is equivalent to:

\[(u_i^H [z(\theta_j) \otimes (z(\theta_j))]^*) = 0 \quad \forall \ S + 1 \leq i \leq (D)^2, \quad \forall \ 1 \leq j \leq S. \quad (3.3.30)\]

Hence, considering the generalized array response vector \(z(\theta) \otimes (z(\theta))^*\) as a function-valued vector, we have the following (compare this to (3.2.23)):

\[\bigg\langle u, z(\theta) \otimes (z(\theta))^* \bigg\rangle_{\theta = \theta_j} = 0 \quad \forall 1 \leq j \leq S, \quad \forall u \in \mathbb{R}^c (U_{\nu}), \quad (3.3.31)\]

where the inner product denoted by \(\langle \cdot, \cdot \rangle\) is now a function from \(C_{(D)^2} \times C_{(D)^2}\) to \(C\) defined by \(\langle v, w \rangle \triangleq v^H w = \sum_{i=1}^{(D)^2} (v_i)^* w_i \quad \forall \ v, w \in C_{(D)^2}\) (see Appendix A). Equation (3.3.31) shows that the desired source DOA's can be obtained by solving \(\theta\) from a system of equations of the form \(\langle u, z(\theta) \otimes (z(\theta))^* \rangle = 0 \quad (or \ u^H [z(\theta) \otimes (z(\theta))^*] = 0, \text{which is the same})\) for a 'sufficient' number of vectors \(u\) belonging to the zero subspace. Obviously, in practice such a system can only be solved approximately because only an approximate measured version of the sensor cumulant matrix is available (see next section).

Summarizing, from (3.3.31) it follows that the source DOA's can be found by solving the following system of nonlinear equations for \(\theta\) (compare this with (3.2.24)):

\[\bigg\langle u, z(\theta) \otimes (z(\theta))^* \bigg\rangle = 0 \quad \forall u \in U_{\nu}, \quad (3.3.32)\]

where \(U_{\nu}\) is an appropriate set of null/zero subspace vectors. As for Second Order Statistics based subspace methods, the particular choice of such a set is one of the characteristics that distinguishes one category of subspace methods from another. Again, based on (3.3.32) algorithms similar to MUSIC, ROOT-MUSIC, and MIN-NORM can be devised. See the comments after (3.2.24) in Section 3.2.1.4 for issues and possibilities concerning the choice of the set \(U_{\nu}\).

### 3.3.5 Dealing with estimated statistics

As we have remarked in Section 3.2.1.5, in practice we have to work with estimated statistics. In this case, an estimate \(\hat{C}\) of the sensor cumulant matrix, defined in (3.3.10) for example, has to be employed. We will not concern ourselves here with the estimation procedure and associated problems, such as the possibly large number of samples that may be required for reliable estimation (see Chapter 1, Sections B.1.3.6 and B.2.6.9, and [122, 130, 154] for information on this topic), but rather assume that a statistically consistent estimator \(\hat{C}\) of \(C\) is available and focus on principles. The equivalent of (3.2.26) is given by:

\[\hat{C} = \hat{U}_{\nu} \hat{A}_{\nu} (\hat{U}_{\nu})^H = \hat{U}_{\nu} \hat{A}_{\nu} (\hat{U}_{\nu})^H + \hat{U}_{\nu} \hat{A}_{\nu} (\hat{U}_{\nu})^H \approx \hat{U}_{\nu} \hat{A}_{\nu} (\hat{U}_{\nu})^H, \quad (3.3.33)\]
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where $\hat{\Lambda}^\nu$ should be approximately zero. Similarly to (3.2.27), we define a cost function whose minima are located exactly at the source DOA’s for exactly known statistics, and approximately for estimated (or approximately known) statistics:

$$J_{ss}(\theta) \triangleq \sum_{u \in U^\nu} \left| \left< u, z(\theta) \otimes (z(\theta))^* \right> \right|^2$$

$$= \sum_{u \in U^\nu} u^H \left[ z(\theta) \otimes (z(\theta))^* \right]^H \left( \sum_{u \in U^\nu} uu^H \right) \left[ z(\theta) \otimes (z(\theta))^* \right]$$

$$= \left[ z(\theta) \otimes (z(\theta))^* \right]^H F(U^\nu) \left[ z(\theta) \otimes (z(\theta))^* \right], \quad (3.3.34)$$

where $F(U^\nu) \triangleq \sum_{u \in U^\nu} uu^H$ is a (sub-)frame operator [123]. If the vectors $u \in U^\nu$ are mutually orthonormal, the frame operator reduces to the standard orthogonal projection operator $P^\nu$ onto the noise subspace (see (3.2.17), and the next section). As in Section 3.2.1.5, an expression like $z(\theta)^H F(U^\nu) z(\theta)$ or $z(\theta)^H P^\nu z(\theta)$ in (3.3.34) will be called null-spectrum.

The null-spectrum employed by Porat and Friedlander in [129] is defined as:

$$d(\theta) \triangleq \left| \left[ z(\theta) \otimes (z(\theta))^* \right]^H \hat{U}^\nu \right|^2, \quad (3.3.35)$$

which can be obtained from (3.3.34) by substituting the (ordered) set $\{u^{S+1}, \ldots, u^{(D)^2}\}$ for $U^\nu$. The source DOA’s are estimated by computing $d(\theta)$ over a suitably chosen grid and searching for the local minima (including interpolation at each local minimum). As in Section 3.2.2 here we are mainly interested in the way the null-spectrum in (3.3.34) is obtained. Therefore, as for the SOS case we will define a pseudo-spectrum based on the null-spectrum in Section 3.3.6.

If the estimate $\hat{C}^x$ of $C^x$ is known sufficiently accurately, i.e. if $\hat{C}^x \approx C^x$ (which usually implies that $\hat{U}^\nu \approx U^\nu$), the cost function in (3.3.34) is approximately zero for the true source DOA’s (compare this with (3.2.28)):

$$J_{ss}(\theta) |_{\theta=\theta_j} \to 0 \quad \forall 1 \leq j \leq S \quad \text{if} \quad \hat{C}^x \to C^x. \quad (3.3.36)$$

Hence, the source DOA’s can be estimated by locating the minima or approximate zeros of (3.3.34). Obviously, a DOA estimator based on this principle is statistically consistent because $\hat{C}^x \to C^x$ when the number of samples used for its estimation goes to infinity. In the next section, we will demonstrate the theory by presenting a SPECTRAL-MUSIC-like algorithm. The (straightforward) extension of the HOS based subspace theory presented above to other algorithms such as ROOT-MUSIC and MIN-NORM is left to the reader.
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3.3.6 SPECTRAL-MUSIC with HOS

Similarly to the (SOS-)SPECTRAL-MUSIC algorithm presented in Section 3.2.2, we can define a HOS-SPECTRAL-MUSIC pseudo-spectrum that is proportional to the reciprocal of (3.3.34) or (3.3.35). When exploiting the full zero subspace as in (3.3.35), the denominator of the pseudo-spectrum becomes (compare this with (3.2.29)):

\[ J_{\text{ss}}(\theta) \triangleq \left( \sum_{i=S+1}^{D} \left| \langle u^i, z(\theta) \otimes (z(\theta))^* \rangle \right|^2 \right) \]

\[ = \left[ z(\theta) \otimes (z(\theta))^* \right]^H \left( \sum_{i=S+1}^{D} u^i (u^i)^H \right) \left[ z(\theta) \otimes (z(\theta))^* \right] \]

\[ = \left[ z(\theta) \otimes (z(\theta))^* \right]^H \hat{U}^\nu (\hat{U}^\nu)^H \left[ z(\theta) \otimes (z(\theta))^* \right] \]

\[ = \left[ z(\theta) \otimes (z(\theta))^* \right]^H \hat{P}^\nu \left[ z(\theta) \otimes (z(\theta))^* \right] \]

and the HOS-SPECTRAL-MUSIC pseudo-spectrum is defined by (compare this with (3.2.30)):

\[ P_{\text{HSM}}(\theta) \triangleq \frac{\left\| z(\theta) \otimes (z(\theta))^* \right\|^2}{J_{\text{ss}}(\theta)} \]

\[ = \frac{\left\| z(\theta) \otimes (z(\theta))^* \right\|^2}{\sum_{i=S+1}^{D} \left| \langle u^i, z(\theta) \otimes (z(\theta))^* \rangle \right|^2} \]

\[ = \frac{(D)^2}{\left[ z(\theta) \otimes (z(\theta))^* \right]^H \hat{P}^\nu \left[ z(\theta) \otimes (z(\theta))^* \right]} \]

\[ = \frac{(D)^2}{\left[ z(\theta) \otimes (z(\theta))^* \right]^H \left( I - \hat{P}^\nu \right) \left[ z(\theta) \otimes (z(\theta))^* \right]} \quad \forall \theta \in \Theta. \quad (3.3.38) \]

Hence, instead of searching for the minima of \( d(\theta) \), the maxima of the pseudo-spectrum defined in (3.3.38) are sought. As in Section 3.2.2, equations (3.3.34) and (3.3.36) imply that the denominator of \( P_{\text{HSM}}(\theta) \) is approximately zero at the true source DOA’s if \( C^e \approx C^z \). Hence, in this case the pseudo-spectrum exhibits sharp peaks in the vicinity of the source DOA’s \( \{ \theta^j \}_{1 \leq j \leq S} \). Consequently, the source DOA’s can be estimated by locating the \( S \) highest and/or sharpest peaks of the pseudo-spectrum. This also follows immediately by observing that locating the minima of \( J_{\text{ss}}(\theta) \) is equivalent to locating the maxima of \( 1/J_{\text{ss}}(\theta) \).

The different steps of the HOS-SPECTRAL-MUSIC algorithm are summarized in Alg. 3.5 on the next page. As before, it is formulated in terms of ideal statistics but is completely the same for estimated statistics. The reader is suggested to compare this algorithm with Alg. 3.1 on page 98.
Subspace methods for DOA identification

Algorithm 3.5 HOS-SPECTRAL-MUSIC.

1: Compute/estimate sensor cumulant matrix \( C^e \);
2: Compute EVD of \( C^e \) and split the result into signal and noise subspace parts:
   \[ C^e = U^e A^e (U^e)^H = U^s A^s (U^s)^H + U^v A^v (U^v)^H ; \]
3: Compute matrix for projection onto noise subspace: \( P^v \equiv U^v (U^v)^H \);
4: Evaluate HOS-SPECTRAL-MUSIC pseudo-spectrum on fine grid in \( \theta \)-domain:
   \[ P_{\text{HSM}}(\theta) = \frac{(D)^2}{[z(\theta) \otimes (z(\theta))^*]^H P^v [z(\theta) \otimes (z(\theta))^*]} \quad \forall \theta \in \Theta ; \]
5: Determine source DOA’s by locating the \( S \) sharpest peaks of \( P_{\text{HSM}}(\theta) \), e.g. by grid search method.

Example and discussion

Now, we will give an example of HOS-SPECTRAL-MUSIC for a ULA with sensor spacing \( d = \frac{T}{2} \) (see Section 3.1.2). From (3.2.31), it follows that the generalized array response vector \( z(\theta) \otimes (z(\theta))^* \) is given by:

\[
z(\theta) \otimes (z(\theta))^* = \begin{bmatrix}
1 \\
\exp(j \pi \sin(\theta)) \\
\vdots \\
\exp(j(D-1) \pi \sin(\theta))
\end{bmatrix} \otimes \begin{bmatrix}
1 \\
\exp(-j \pi \sin(\theta)) \\
\vdots \\
\exp(-j(D-1) \pi \sin(\theta))
\end{bmatrix} \quad \forall \theta \in \Theta ,
\]

which similarly to \( z(\theta) \) itself only contains phase factors. As we have alluded to in Section 3.3.1, the null-spectrum \( d(\theta) \) employed by Porat and Friedlander (3.3.35), and consequently also the pseudo-spectrum \( P_{\text{HSM}}(\theta) \) in (3.3.38), can also ‘discriminate’ the DOA’s of statistically independent sources if there are more sources than sensors, i.e. \( S > D \), up to a certain maximum. Using a technique similar to the one developed in Section 7.2.3, it can be proven that this maximum is given by \( S_{\text{max}} = 2(D-1) \); in fact (7.2.16) applies. Since Porat and Friedlander assume that \( D > S \) in [129], they have not noticed this. In the following example, we will demonstrate the ability of Alg. 3.5 of estimating more source DOA’s than sensors by applying it to a scenario with \( S = 4 \) sources and \( D = 3 \) sensors. The DOA’s of the four sources are given by \( \theta = [\pi - 38, 7, 19, 81] \) degrees. The signals and system are generated in such a way that the assumptions listed in Section 3.3.1 are satisfied; in the next paragraph, some specifics will be highlighted. As in Section 3.2.2, two pseudo-spectra are computed for the considered scenario, viz. one using the ideal sensor cumulant matrix \( C^e \) computed using e.g. (3.3.13) with ideally known source DOA’s and auto-cumulants, and the other using its estimate \( \hat{C}^e \) obtained from \( T = 40000 \) samples of \( x \).

Since we want to exploit HOS, we cannot use complex circular Gaussian source signals as in Section 3.2.2 because such signals have zero higher order cumulants. Instead, we use signals which we will call complex circular uniform and satisfy the ‘complex circularity requirements’ \( E\{s[m]s[n]^H\} = \delta_{mn} (\sigma^*)^2 I \) and \( E\{s[m]s[n]^T\} = 0 \), where \( \delta_{mn} \) denotes a Kronecker delta function and \( (\sigma^*)^2 \) the variance of the signals. For example, a complex circular uniform source signal \( s[n] = s_l[n] + j s_i[n] \) can be constructed from two real-valued
3.3 Subspace Methods for DOA estimation based on Higher Order Statistics

statistically independent stationary white uniformly distributed sequences \( s_i[n] \) and \( s_i[n] \), which represent the real and imaginary parts of \( s[n] \) respectively, with the same variance. The signals \( s_i[n] \) and \( s_i[n] \) are drawn from the same probability density function (pdf), say \( p_v(v) \) with \( v = s_i[n] \) and \( v = s_i[n] \) respectively, which is given by:

\[
p_v(v) = \begin{cases} \frac{1}{2\pi}, & -b \leq v \leq b; \\ 0, & \text{elsewhere,} \end{cases}
\]

(3.3.40)

where \( b \) is a real-valued positive number. From (B.1.12) it follows that the second and fourth order moments of \( v \) are given by \( E\{(v)^2\} = \frac{1}{4}(b)^2 \) and \( E\{(v)^4\} = \frac{1}{4}(b)^4 \) respectively. Using (B.1.26d), it then follows that the variance and fourth order cumulant of \( v \) are given by \( (\sigma^v)^2 = \kappa_{v,2} = E\{(v)^2\} = \frac{1}{4}(b)^2 \) and \( \kappa_{v,4} = E\{(v)^4\} - 3(E\{(v)^2\})^2 = -\frac{15}{32}(b)^4 \) respectively. Hence, the fourth order cumulant of a real-valued uniform random variable with parameter \( b \) is always negative. In general, real-valued random variables having negative kurtosis are called platykurtic or Sub-Gaussian; see Sections B.1.3.3 and B.1.3.4. In order to compute the cumulant of a complex signal, say \( w = w_r + jw_i \), we need to combine the statistics of its real and imaginary parts (see Appendix B). These statistics are described completely by the jpdf \( p_{w,wi}(w_r, w_i) \) of \( w_r \) and \( w_i \), which is the product of the individual pdf’s \( p_{w_r}(w_r) \) and \( p_{w_i}(w_i) \) because \( w_r \) and \( w_i \) are now assumed to be statistically independent:

\[
p_{w,wi}(w_r, w_i) = p_{w_r}(w_r) p_{w_i}(w_i).
\]

(3.3.41)

Substituting the pdf in (3.3.40) for \( p_{w_r}(w_r) \) and \( p_{w_i}(w_i) \) into (3.3.41) yields the following:

\[
p_{w,wi}(w_r, w_i) = \begin{cases} \frac{1}{4\pi b^2}, & -b \leq w_r, w_i \leq b; \\ 0, & \text{elsewhere.} \end{cases}
\]

(3.3.42)

This jpdf can be used to compute the statistics of the complex random variable \( w \). The variance of \( w \) equals \( (\sigma^w)^2 \triangleq E\{w(w)^*\} = E\{(w_r + jw_i)(w_r - jw_i)\} = (\sigma_{w_r})^2 + (\sigma_{w_i})^2 = \frac{1}{4}(b)^2 \). Note that \( E\{(w)^2\} = 0 \). Using (B.2.44d) with \( v_1 = w, v_{i2} = (w)^*, v_{i3} = (w), v_{i4} = w \), the fourth order cumulant of \( w \) with conjugation tuple \( c_4 = (o,*,*,o) \) is computed as follows:

\[
\kappa_{w,c_4} \triangleq \text{cum}(w, (w)^*, (w)^*, w) = E\{w(w)^*(w)^*w\} - 2E\{w(w)^*E\{(w)^*w\} - E\{(w)^2\}E\{(w)^*\}\}
\]

\[
= E\{|w|^4\} - 2(E\{|w|^2\})^2 = E\{|w_r|^4 + 2(w_r)^2(w_i)^2 + (w_i)^4\} - 2((\sigma_{w_r})^2 + (\sigma_{w_i})^2)^2
\]

\[
= \frac{1}{8}(b)^4 + 2\frac{1}{4}(b)^2 \frac{1}{2}(b)^2 + \frac{1}{2}(b)^4 - 2\left(\frac{15}{32}(b)^4\right)^2 = -\frac{1}{16}(b)^4.
\]

(3.3.43)

Hence, similarly to the real-valued case, the fourth order cumulant of a complex-valued circular uniformly distributed random variable with parameter \( b \) is always real-valued and negative. Instead of fixing the variance of each source signal to one, as we did in the examples presented in Section 3.2.2, in the current example we fix the kurtosis of each source signal to \(-1\). Hence, we consider source signals with ‘unit absolute kurtosis’. This implies that \( b = \sqrt{15/4} \approx 1.392 \) and \( (\sigma^*)^2 = \sqrt{15/3} \approx 1.291 \), and thus \( \sigma^o = \sqrt{15/9} \approx 1.136 \).

Now that we have discussed the source signals and statistics, we briefly turn to the noise signals and statistics. According to assumption ASS5 on page 114, the noise signals are assumed to be realizations of complex circular Gaussian stochastic processes satisfying the requirements \( E\{\nu[m]\nu[n]^H\} = \delta_{mn} (\sigma^*)^2 I \) and \( E\{\nu[m]\nu[n]^T\} = 0 \). In Section 3.2.2 we
have discussed how such signals can be generated. Here, we only note that we set the noise variance equal to the source variance, i.e. \((\sigma^w)^2 = (\sigma^s)^2 = \sqrt{15/9}\) in order to have the same input SNR as in the examples of Section 3.2.2, viz. 0 dB.

The pseudo-spectra for this example are computed using Alg. 3.5. Firstly, \(\hat{C}^x\) is computed/estimated. The estimated sensor cumulants are obtained by replacing the mathematical expectation operators in (3.3.6) by their counterparts obtained by time-averaging over a certain window length. After the computation of the EVD of \(\hat{C}^x\), the \((D)^2 - S\) eigenvectors corresponding to the \((D)^2 - S\) smallest eigenvalues are used to construct \(U^\nu\) and the noise projection matrix \(P^\nu\) according to (3.2.17). Finally, the pseudo-spectra are obtained by evaluating (3.3.38) on a fine grid in the \(\theta\)-domain for \(\theta \in \Theta\), where \(\Theta \triangleq [-\pi/2, \pi/2]\) in radians. The resulting spectra in dB are plotted as a function of the DOA \(\theta\) in degrees in Figure 3.10. As expected, the ideal spectrum exhibits very sharp peaks at the source DOA’s, whereas the estimated spectrum exhibits peaks that are less sharp and deviate slightly from their ideal positions. Both spectra do not contain spurious peaks. Hence, the (estimated) source DOA’s can be determined uniquely from the pseudo-spectra. See also the desired properties of a pseudo-spectrum listed on page 99 in Section 3.2.2. Note that since the estimated pseudo-spectrum is statistically consistent, it converges to the ideal one when the number of samples used for the estimation of the cumulants goes to infinity. Finally, comparing this example to the examples in Section 3.2, we note that a disadvantage of using HOS is that reliable estimation of higher order moments and cumulants requires many more samples than for SOS. According to Brillinger [22], the sample size needed for the estimation of the \(l\)-th order statistics of a stochastic process, under the constraint of prescribed estimation bias and variance, increases almost exponentially with \(l\). Another disadvantage of HOS is that they can be very sensitive to outliers in the data. Since our main purpose here was to provide insight that can be used for generalizing subspace techniques to HOS and in several other directions, we circumvented these problems by using Sub-Gaussian data.
3.4 Retrospective analysis

In this section, we abstract and emphasize the key assumptions, conditions and principles of the subspace techniques explained in the previous sections, and generalize them in several directions; see Alg. 3.6 on page 129. Subspace methods for exploiting any type of statistical variability in the data, such as arbitrary order lag-zero or temporal statistical diversity, can be developed based on a properly defined matrix, say \( \mathbf{C} \), containing the considered sensor statistics arranged in a specific manner. In the sequel, we will refer to this matrix of sensor statistics as ‘subspace matrix’. Basically, all subspace methods rely on the same set of assumptions that we present in the following list for a single statistical order. Although most of these assumptions and the algorithms that are based on them can be generalized to a mixture of several statistical orders, for the sake of clarity we formulate the assumptions for a fixed but arbitrary order \( l \). Furthermore, we will express ourselves in terms of generalized array response vectors, matrices, manifolds, and so on. We start by making an inventory of the fundamental assumptions underlying any subspace method (explanatory comments are provided after the list):

**MSA1:** The \( S \) source signals \( s_1[n], \ldots, s_S[n] \) are realizations of zero mean random processes possessing \( l \)-th order statistics/cumulants with sufficient diversity;

**MSA2:** All \( l \)-th order source cross-cumulants are zero, whereas all \( l \)-th order source auto-cumulants are non-zero;

**MSA3:** The sets \( \upsilon^1, \ldots, \upsilon^S \) of source position parameters are different;

**MSA4:** The source and sensor noise signals are mutually statistically independent;

**MSA5:** The sensor noise signals have a simpler structure than the source signals (in the sense made precise for instance in Section 1.2.5);

**MSA6:** The parameterization of the generalized array manifold \( \mathcal{A}_g(\mathbf{Y}) \), i.e. the functional dependence of the generalized array response vector \( \mathbf{z}_g(\upsilon) \) on the set of source position parameters \( \upsilon \) for the parameter space of interest \( \mathbf{Y} \) is one-to-one and known a priori;

**MSA7:** The number of sources \( S \) is smaller than a certain maximum \( S_{\text{max}} \), which is smaller than the number of rows of the generalized array response matrix \( \mathcal{A}_g(\upsilon^1, \ldots, \upsilon^S) \) of \( \mathbf{A}(\upsilon^1, \ldots, \upsilon^S) \); \( S_{\text{max}} \) primarily depends on the diversity of the source signals, array geometry, structure of the subspace matrix, number of sensors, conjugation tuple, and order of the considered statistics;

**MSA8:** The generalized array response matrix \( \mathcal{A}_g(\upsilon^1, \ldots, \upsilon^S) \) is unambiguous over the parameter space of interest, meaning that the source position parameters \( \upsilon^1, \ldots, \upsilon^S \) can be determined uniquely from the intersections between the column range \( \mathcal{R}_c(\mathcal{A}_g(\upsilon^1, \ldots, \upsilon^S)) \) and the generalized array manifold \( \mathcal{A}_g(\mathbf{Y}) \).

The abbreviation ‘MSA’ stands for ‘Main Subspace Assumption’. We have used the upsilon symbol \( \upsilon \) for denoting the set \( \upsilon \triangleq \{\upsilon_1, \upsilon_2, \ldots\} \) of parameters that parameterize a certain source position. For example, in the three dimensional near field source localization scenario, often a spherical coordinate system with parameters \( \theta, \zeta \) and \( \rho \) is used, and thus \( \upsilon \triangleq \{\theta, \zeta, \rho\} \) for this case (see also Section 1.1.3). As can be verified by the reader, the need for most assumptions listed above is clear from the examples of SOS and HOS subspace
methods presented in the previous sections. Therefore, we restrict ourselves to emphasizing some important implications and relationships later in this section when we summarize the rationale behind a general subspace method that exploits these assumptions. Firstly, in Alg. 3.6 on the facing page we present a general ‘algorithm for producing subspace based algorithms’ that can exploit any kind of sensor statistics. For simplicity we only consider subspace matrices constructed from noise-free sensor statistics. Although we only show the ‘MUSIC-version’ of the algorithm, the reader should realize that it can be generalized or adapted straightforwardly to algorithms like ROOT-MUSIC and Min-Norm. Step 1 of the algorithm is very important. Here, information about the signal scenario and array geometry is used to design a certain suitable arrangement of sensor statistics in a subspace matrix \( C^\mathbb{R} \) that satisfies the listed properties. Obviously, the condition that \( C^\mathbb{R} \) can be expressed in a ‘structured way’ in the \( S \) generalized source array response vectors \( z_\mathbb{R}(v^1), \ldots, z_\mathbb{R}(v^S) \) is necessary in order to have an exploitable relation between the different subspaces of \( C^\mathbb{R} \) and the generalized source array response vectors (for example, see Sections 3.2.1.4 and 3.3.4), and thus a link between the observable subspaces and the sets \( v^1, \ldots, v^S \) of source position parameters that have to be estimated from the sensor data. Such a ‘structured manner’ is made possible due to assumptions MSA1-MSA5, and the involved fundamental ‘link’ between the observable subspaces and the sets of source position parameters is ensured to be unique due to assumptions MSA6-MSA8.

For examples of the kind of expressions alluded to in the first ‘sub-condition’ of Step 1, see (3.2.1) and (3.3.11). The second ‘sub-condition’ of Step 1 is needed because the subspace matrix must be able to represent all information about the \( S \) different generalized source array response vectors associated with the sets \( v^1, \ldots, v^S \). Hence, in general (also in the noisy case) the ‘source part of \( C^\mathbb{R} \)’ should have rank \( S \). If this were not the case, essential information about the generalized source array response vectors would not be present in (the subspaces of) \( C^\mathbb{R} \). Finally, as is evident from Sections 3.2.1.4 and 3.3.4, and in fact from the whole chapter, one of the conditions in the third ‘sub-condition’ of Step 1 forms the core on which Alg. 3.6 is based. By virtue of this condition, a system of equations in the unknown parameters can be obtained. Note that the left null/noise subspace \( N_l(C^\mathbb{R}) \) employed in (3.4.1) is isomorphic to the orthogonal complement \( (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \) of the column space \( R_{\mathbb{C}}(C^\mathbb{R}) \), which can be formulated as \( N_l(C^\mathbb{R}) \cong (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \) or \( N_l(C^\mathbb{R}) = (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \). Likewise, the right null/noise subspace \( N_l(C^\mathbb{R}) \) employed in (3.4.2) is isomorphic to the orthogonal complement \( (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \) of the row space \( R_{\mathbb{C}}(C^\mathbb{R}) \), which can be formulated as \( N_l(C^\mathbb{R}) \cong (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \) or \( N_l(C^\mathbb{R}) = (R_{\mathbb{C}}(C^\mathbb{R}))^\perp \). Obviously, in order to exploit (3.4.1) or (3.4.2), the involved null space must be non-trivial. This implies that if the left null space of \( C^\mathbb{R} \) is employed, the number of rows of \( C^\mathbb{R} \) must be larger than \( S \). Likewise, if the right null space is employed, the number of columns of \( C^\mathbb{R} \) must be larger than \( S \). Note that both the left and right null spaces of \( C^\mathbb{R} \) can be computed by means of the Singular Value Decomposition (SVD) (see Appendix D). See steps 3 and 4 of Alg. 3.6. Note that in the examples presented earlier in this chapter, the left and right null spaces were equal because the considered matrices were Hermitian. However, this is not necessary in general.

---

\[\text{See properties FSP1–FSP6 on page 450 of the fundamental subspaces considered in linear algebra.}\]
Algorithm 3.6 Key ingredients of a general subspace algorithm.

1: Construct a subspace matrix $C^x$ of size $N^x_1$ by $N^x_2$, containing any kind of noise-free sensor statistics arranged in such a way that:
- It can be expressed in $S$ generalized source array response vectors $z_\theta(\nu^1), \ldots, z_\theta(\nu^S)$ in a 'structured manner';
- It has rank $S$ if employed sensor statistics are noise-free;
- The generalized source array response vectors are orthogonal to (transpose of) left null space $N_l(C^x)$ of $C^x$:
  \[ \langle u, z_\theta(\nu) \rangle |_{\nu = \nu_j} = 0 \quad \forall 1 \leq j \leq S, \quad \forall u \in (N_l(C^x))^T. \quad (3.4.1) \]
  Alternatively, they are orthogonal to the right null space $N_r(C^x)$ of $C^x$:
  \[ \langle v, z_\theta(\nu) \rangle |_{\nu = \nu_j} = 0 \quad \forall 1 \leq j \leq S, \quad \forall v \in N_r(C^x); \quad (3.4.2) \]

2: Compute/estimate the subspace matrix $C^x$;

3: Compute the Singular Value Decomposition of $C^x$ and split the result into signal and null/noise subspace parts as follows:
\[ C^x = U^x \Lambda^x (V^x)^* = U^x \Lambda^s (V^s)^* + U^x \Lambda^\nu (V^\nu)^* = U^x \Lambda^s (V^s)^*; \quad (3.4.3) \]

4: If $C^x$ is constructed such that (3.4.1) holds, compute matrix for projection onto transpose $(N_l(C^x))^T = R_c (U^\nu)$ of left null/noise space of $C^x$:
\[ P^\nu \triangleq U^\nu (U^\nu)^H; \quad (3.4.4) \]
Alternatively, if $C^x$ is constructed such that (3.4.2) holds, compute matrix for projection onto right null/noise space $N_r(C^x) = R_c ((V^\nu)^T)$ of $C^x$:
\[ P^\nu \triangleq (V^\nu)^T (V^\nu)^*; \quad (3.4.5) \]

5: Evaluate the following SPECTRAL-MUSIC pseudo-spectrum on fine grid in the source position parameter domain, i.e. the $\nu$-domain ($F$ is a normalization factor):
\[ P(\nu) = \frac{F}{z_\theta(\nu)^H P^\nu z_\theta(\nu)} \quad \forall \nu \in \Upsilon; \quad (3.4.6) \]

6: Determine source position parameters $\nu^1, \ldots, \nu^S$ by locating the $S$ sharpest peaks of $P(\nu)$, e.g. by grid search method.
3.5 Conclusions and discussion

In this chapter we have explained the rationale behind subspace methods for the semi-blind Direction Of Arrival (DOA) estimation problem in such a way that a unifying overview of the field is furnished, thereby providing enhanced insight and allowing natural generalizations in several directions. Our main reasons for doing this are that this rationale is of paramount importance for the blind identification method that we will develop in the chapters ahead, and that a coherent and rather complete overview of this research area is not available in the literature in a single place. The subspace approach is commonly adopted for solving semi-blind array signal processing problems, such as the DOA estimation problem that was used as a framework in this chapter, but we will show in the following chapters that it is much more general and can equally well be applied to fully blind identification problems. We have abstracted and emphasized the key ideas employed by subspace methods in a retrospective analysis. Among other things, these ideas encompass the application of subspace decomposition principles to a properly defined subspace matrix under the conditions listed as MSA1-MSA8 on page 127. Several requirements on the properties of the subspace matrix were made explicit. Furthermore, we have argued that the main differences between different subspace approaches and/or algorithms concern the manner in which the subspace matrix is formed and exploited. Since the specific choice for arranging the sensor statistics in this matrix has a large influence on the suitability for a certain signal scenario, the maximum number of DOA's that can be identified, the computational ‘convenience’ and complexity of a certain algorithm, and so on, the choice of a particular subspace matrix is of crucial importance. Note that in the literature usually a well-known fixed arrangement is considered and no attention is paid to this issue. The key ideas referred to above have also been summarized in the form of an algorithm that highlights the main steps of any subspace based algorithm and in fact is a general algorithm for designing subspace algorithms (see Alg. 3.6 on the previous page). One of our contributions to the subspace research area is that we have formulated this algorithm in such a way that it is unifying, generally applicable, and provides a lot of insight. The techniques and generalizations that we have presented in this chapter, as well as the notation used to describe them, will be employed intensively in the rest of the thesis. In the next chapters, we will show how subspace techniques exploiting temporal structure can be developed for solving fully blind MIBI problems.
CHAPTER 4

MIBI based on Second Order Temporal Structure: Real-valued $2 \times 2$ Mixing Case

This chapter introduces the rationale behind using subspace techniques for exploiting the Second Order Temporal Structure (SOTS) in the data for performing Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI). We focus on a specific kind of temporal structure, viz. second-order non-whiteness. In later chapters we also consider non-stationarity, and the simultaneous exploitation of non-whiteness and non-stationarity. Our method is based on subspace techniques and the construction of a ‘subspace matrix’ that contains certain sensor correlation values for different lags in a specific arrangement. We have stressed already several times the importance of the specific arrangement of sensor statistics in a subspace matrix. In this chapter we will see an example of this. Based on certain assumptions about the second order temporal structure of the source and noise signals, we show that if the SOTS is exploited in a specific way the MIBI problem can be ‘projected onto’ two complementary or dual mathematical problems by applying subspace techniques to the subspace matrix. In the first problem, a well-structured system of homogeneous polynomial equations of degree two has to be solved, whereas in the second one a multi-matrix generalized eigenvalue problem has to be solved. We describe several possible methods for the solution of these problems. Furthermore, we highlight the geometric and algebraic structure of both problem formulations. In this chapter we consider the relatively simple real-valued mixing case with two sources and two sensors (see Fig. 4.1) because this allows us to clearly point out and emphasize the key ideas of our method along with the explanations. Furthermore, we use the same notation as in the previous chapters. At first sight, our notation and problem formulation might seem much more convoluted than necessary for the problem considered in this chapter. However, the reason for using them is that they make the generalizations presented in later chapters much easier, and in a sense even trivial. It should be kept in mind that the notation adopted in this work has been set up in such a way that it allows a uniform description of the theory for the general MIBI problem.

The outline of this chapter is as follows. Section 4.1 describes the structure of the $2 \times 2$ MIBI model, whereas Section 4.2 explains the model assumptions. Next, in Section 4.3 a system of homogeneous polynomial equations of degree two satisfied by the columns of the mixing matrix is derived, thereby highlighting the algebraic structure of our problem formulation. After that, in Section 4.4 the geometric structure associated with this system of equations is investigated and examples are given. Subsequently, in Section 4.5 methods for solving the obtained system are presented. Then, in Section 4.6 the MIBI problem is written as a multi-matrix generalized eigenvalue problem, and a solution method is given. Finally, conclusions and discussion are presented in Section 4.7. In later chapters, we will show that all the key assumptions, ideas and principles of the presented method can be generalized in several directions such as w.r.t. the type of temporal statistical variability in the data, the
order of the exploited statistics, other sizes of the mixing matrix, etc. In order to keep a clear overview of the main theme of this chapter, we summarize the key ingredients of the resulting two by two MIBI algorithm in the following high-level algorithm:

**Algorithm 4.1** Pre-overview of the $2 \times 2$ MIBI method developed in this chapter.

1: Compute/estimate the sensor correlation functions for several ‘noise-free’ lags;
2: Arrange these values in a subspace matrix $C^x$;
3: Compute the Singular Value Decomposition (SVD) of $C^x$ and split the result into signal and null/noise subspace parts;
4: Choose one of the following two MIBI problem ‘projections’:
   - Construct a system of homogeneous polynomial equations of degree two, whose solutions are the columns of the mixing matrix;
   - Construct a multi-matrix generalized eigenvalue problem, whose generalized eigenvectors are directly related to the columns of the mixing matrix;
5: Solve the problem defined in the previous step.

### 4.1 MIBI model structure

In this chapter, we consider an instantaneous mixing model with two source and two sensor signals as depicted in Fig. 4.1. According to (1.1.1), the $i$-th sensor signal $x_i[n]$ is given by:

$$x_i[n] = \sum_{j=1}^{2} a_{ij}^i s_j[n] + \nu_i[n]$$

$$= a_1^i s_1[n] + a_2^i s_2[n] + \nu_i[n] \quad \forall \ n \in \mathbb{Z}, \ \forall \ 1 \leq i \leq 2,$$

(4.1.1)

where $a_{ij}^i$ is the instantaneous transfer coefficient from the $j$-th source to the $i$-th sensor, $s_j[n]$ is the $j$-th source signal at discrete time $n$, and $\nu_i[n]$ is the $i$-th noise signal at discrete time $n$. The system and signals are assumed to be real-valued. Moreover, it is assumed that all involved signals are zero-mean and stationary. The zero-mean assumption is made solely for

![Figure 4.1: $2 \times 2$ MIBI problem setup.](image)
mathematical convenience and does not imply any loss of generality. In case non-zero-mean signals are involved, correlations simply have to be replaced by covariances. Because all signals are (assumed to be) stationary, all involved correlation functions depend on a discrete lag $k$ only. In matrix-vector notation, (4.1.1) can be written as (see also (1.1.1)):

$$\mathbf{x}[n] = \sum_{j=1}^{2} a^j s_j[n] + \nu[n] = \mathbf{A}\mathbf{s}[n] + \nu[n] \quad \forall n \in \mathbb{Z},$$

(4.1.2)

where:

$$\mathbf{x}[n] \triangleq \begin{bmatrix} x_1[n] \\ x_2[n] \end{bmatrix}, \quad \mathbf{s}[n] \triangleq \begin{bmatrix} s_1[n] \\ s_2[n] \end{bmatrix}, \quad \nu[n] \triangleq \begin{bmatrix} \nu_1[n] \\ \nu_2[n] \end{bmatrix}, \quad \text{and} \quad \mathbf{a}^j \triangleq \begin{bmatrix} a_1^j \\ a_2^j \end{bmatrix}$$

are column vectors of sensor signals, source signals, noise signals and mixing elements respectively that are all elements of $\mathbb{R}^2$. The mixing matrix $\mathbf{A}$ is an element of $\mathbb{R}_{2 \times 2}$ (see Appendix A), and can be written in terms of its columns as $\mathbf{A} = \begin{bmatrix} a_1^1 & a_1^2 \\ a_2^1 & a_2^2 \end{bmatrix}$. In this work, following the terminology in previous chapters the columns of the mixing matrix are sometimes also called ‘array response vectors’, and the mixing matrix ‘array response matrix’. For completeness and clarity of the following developments, (4.1.2) is written out entirely in terms of the individual quantities:

$$\begin{bmatrix} x_1[n] \\ x_2[n] \end{bmatrix} = \begin{bmatrix} a_1^1 & a_1^2 \\ a_2^1 & a_2^2 \end{bmatrix} \begin{bmatrix} s_1[n] \\ s_2[n] \end{bmatrix} + \begin{bmatrix} \nu_1[n] \\ \nu_2[n] \end{bmatrix} \quad \forall n \in \mathbb{Z}.$$}

**Indeterminacies in instantaneous blind identification**

As we have shown in Section 2.4, two indeterminacies or ambiguities are involved in instantaneous blind identification that cannot be resolved without any prior knowledge. For the simple two by two model these are particularly clear. Firstly, from (4.1.2) it is clear that permuting the columns of $\mathbf{A}$ together with an equal permutation of the source signals in $\mathbf{s}[n]$ still yields the same vector of sensor signals $\mathbf{x}[n]$:

$$\mathbf{x}[n] = (a^1 s_1[n] + a^2 s_2[n]) + \nu[n] = (a^2 s_2[n] + a^1 s_1[n]) + \nu[n].$$

(4.1.3)

This means that the order of the columns, respectively sources, cannot be determined. Secondly, as is also clear from (4.1.2), scaling the columns of $\mathbf{A}$ by arbitrary real-valued scalars, say $\alpha^1$ and $\alpha^2$, together with a corresponding inverse scaling of the source signals in $\mathbf{s}[n]$, again yields the same vector of sensor signals $\mathbf{x}[n]$:

$$\mathbf{x}[n] = (a^1 s_1[n] + a^2 s_2[n]) + \nu[n] = \left( \frac{a^1}{\alpha^1} \left( \alpha^1 s_1[n] \right) + \frac{a^2}{\alpha^2} \left( \alpha^2 s_2[n] \right) \right) + \nu[n].$$

(4.1.4)

This means that the columns and source signals can only be recovered up to a scale factor. Taking into account these two indeterminacies, the goal of MIBI is to recover the columns of the mixing system in arbitrary order and with arbitrary non-zero (Euclidian) norms. Usually, these two indeterminacies do not cause serious problems because for many applications the most relevant information is in the ‘directions’ of the columns rather than in their order or magnitudes.
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In order to be able to exploit the temporal structure in the data, several assumptions need to be made. For the current example, for demonstration purposes we will make specific assumptions on the source, noise, and joint source-noise Second Order Temporal Structure (SOTS). Later on, these assumptions will be generalized in several ways. The SOTS is represented mathematically by correlation functions. Hence, the second order ‘temporal cross-structure’ of two signals is represented by their cross-correlation function, whereas the second order ‘temporal auto-structure’ of an individual signal is represented by its auto-correlation function. As is usual in the development of theoretical concepts involving stochastic signals, correlations are (at least initially) expressed in terms of mathematical expectations, i.e. ensemble averages, as opposed to time-averaged correlations that have to be used in practical applications. For the sake of simplicity it is assumed here that the involved signals possess the appropriate form of ergodicity, thereby ensuring that time-averaged quantities converge to their corresponding ensemble-averaged counterparts if the available amount of data increases. We start by listing the definitions of the four correlation functions that are needed for the formulation of the required assumptions and derivation of the theory for the current scenario, viz. the source, noise, source-noise, and noise-source correlation functions. After that we define the various Regions Of Support (ROS) on which these functions are defined. Finally we discuss and summarize the essence of the various assumptions.

The source correlation functions are defined as follows:

\[ r_{ij}^s[k] \triangleq E \{ s_i[n] s_j[n-k] \} = r_{ji}^s[-k] \quad \forall k \in \mathbb{Z}, \quad 1 \leq i, j \leq 2, \tag{4.2.1} \]

the noise correlation functions as:

\[ r_{ij}^n[k] \triangleq E \{ \nu_i[n] \nu_j[n-k] \} = r_{ji}^n[-k] \quad \forall k \in \mathbb{Z}, \quad 1 \leq i, j \leq 2, \tag{4.2.2} \]

the source-noise correlation functions by:

\[ r_{ij}^{s\nu}[k] \triangleq E \{ s_i[n] \nu_j[n-k] \} = r_{ji}^{s\nu}[-k] \quad \forall k \in \mathbb{Z}, \quad 1 \leq i, j \leq 2, \tag{4.2.3} \]

and finally the noise-source correlation functions are defined by:

\[ r_{ij}^{\nu n}[k] \triangleq E \{ \nu_i[n] s_j[n-k] \} = r_{ji}^{\nu n}[-k] \quad \forall k \in \mathbb{Z}, \quad 1 \leq i, j \leq 2. \tag{4.2.4} \]

To clearly and unambiguously formulate the assumptions, we need to make some definitions regarding the Regions Of Support of the various correlation functions, see Fig. 4.2 on the facing page. Among other things, these definitions are necessary for specifying explicitly what conditions are required on the temporal structure/diversity of the source and noise signals, and in what sense the noise signals have a ‘simpler’ temporal structure than the source signals. To start with, let \( \Omega^s_k \subseteq \mathbb{Z} \) be some ROS in the domain of lags \( k \) on which the source correlation functions \( r_{11}^s[k], r_{12}^s[k], r_{21}^s[k] \) and \( r_{22}^s[k] \) generally are non-zero. This ‘Source Region Of Support’ is indicated schematically by the set of all pentagons, i.e. black and white, in Fig. 4.2. The source correlation functions may also be non-zero outside this ROS, but this is not necessary. Likewise, let \( \Omega^n_k \subseteq \mathbb{Z} \) be some ROS on which the noise correlation functions \( r_{11}^n[k], r_{12}^n[k], r_{21}^n[k] \) and \( r_{22}^n[k] \) generally are non-zero. This ‘Noise Region Of Support’ is indicated by the white pentagon in the figure. It is assumed that the noise correlation functions are zero outside \( \Omega^n_k \). Furthermore, let \( \Omega^{s\nu}_k \subseteq \mathbb{Z} \) be the ‘Source-Noise Region Of Support’ on which the source-noise correlation functions \( r_{11}^{s\nu}[k], r_{12}^{s\nu}[k], r_{21}^{s\nu}[k] \) and \( r_{22}^{s\nu}[k] \)
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generally are non-zero. Similarly, let \( \Omega_{k}^{\nu s} \subseteq \mathbb{Z} \) be the ‘Noise-Source Region Of Support’ on which the noise-source correlation functions \( r_{11}[k], r_{12}[k], r_{21}[k] \) and \( r_{22}[k] \) generally are non-zero. These latter two Regions Of Support are also indicated by the white pentagon. It is assumed that both the source-noise and noise-source correlation functions are zero outside their respective regions of support. The union \( \Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s} \) defines the ROS where unwanted noise is present. The part of this union that extends into the Signal ROS is given by the intersection \( \Omega_{s} \cap \nu_{k} \equiv \Omega_{k} \cap (\Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s}) \) and is also indicated by the white pentagon.

Finally, let the ‘Noise-Free Region Of Support’ \( \Omega_{k}^{\nu s} \) be defined by:

\[
\Omega_{k}^{\nu s} \equiv \Omega_{k} \setminus \Omega_{k}^{\nu s} = \Omega_{k} \setminus (\Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s} \cup \Omega_{k}^{\nu s})
\]

This ROS is indicated by the set of black pentagons. In order to apply the theory that will be developed in the sequel, the various regions of support have to be known in advance. More precisely, in fact knowledge of \( \Omega_{k}^{\nu s} \) is sufficient for the formulation of the assumptions in the remainder of this section. The other regions of support are merely required for defining or finding a suitable Noise-Free ROS \( \Omega_{k}^{\nu s} \). Hence, in principle the various regions of support are part of the required a priori knowledge for a particular application, but it suffices to know only \( \Omega_{k}^{\nu s} \). Guidelines for choosing the different regions of support in a logical and sensible manner easily follow from examples that will be presented during our exposition.

Using the definitions above for the various regions of support, the assumptions about the MIBI model on which the results in this chapter are based will now be discussed in turn. For reference purposes, they are also formulated as AS1-AS4 in the list on page 138. Firstly, an assumption is made on the temporal cross-structure of the source signals, viz. that the cross-correlation function \( r_{s12}[k] \) of the two source signals \( s_1[n] \) and \( s_2[n] \) is zero for all lags \( k \in \mathbb{Z} \). Mathematically, this can be formulated as follows (AS1):

\[
r_{s12}[k] = r_{21}[-k] = 0 \quad \forall k \in \mathbb{Z}
\]

Secondly, an assumption is made on the temporal auto-structure of the source signals, viz. that the source signals are realizations of unit variance stationary autoregressive (AR) stochastic processes of order one. Consequently, each of them can be thought of as being generated according to the following AR(1) model:

\[
s_j[n] = \rho_j s_j[n-1] + w_j[n], \quad j = 1, 2,
\]

where \( \rho_j \) is an AR(1) regression coefficient and \( w_j[n] \) is a sequence of independent identically distributed (i.i.d.) random variables with some probability density function (which is irrelevant for the current discussion). For demonstration purposes, we assume that \( \rho_1 = 0.8 \) and \( \rho_2 = 0.6 \). These values can be chosen more or less arbitrary as long as they are different. From (4.2.6), it is clear that both source signals possess an ‘AR(1) temporal structure’. From this, and the assumption that each source signal has variance one, it follows that the
auto-correlation function of the \( j \)-th source signal is given by (see also Fig. 4.3):

\[
r_{jj}^s[k] = (\rho_j)^{|k|} \quad \forall k \in \mathbb{Z}, \quad j = 1, 2.
\] (4.2.7)

From the fact that the source signals have different AR(1) coefficients, it follows that their corresponding auto-correlation functions are linearly independent in the following sense:

\[
\sum_{j=1}^{2} \xi_j r_{jj}^s[k] = \xi^1 r_{11}^s[k] + \xi^2 r_{22}^s[k] = 0 \quad \forall k \in \mathbb{Z} \quad \Rightarrow \quad \xi^1 = \xi^2 = 0,
\] (4.2.8)

where \( \xi^1 \) and \( \xi^2 \) are real- or complex-valued scalars. Because there are only two sources, (4.2.8) simply means that the source auto-correlation functions are no scaled versions of each other, i.e., there exists no scalar \( \alpha \) such that \( r_{11}^s[k] \neq \alpha r_{22}^s[k] \quad \forall k \in \mathbb{Z} \). As can be seen in Fig. 4.3, this is clearly the case. The linear independence property (AS2) will prove to be very important for the method that will be presented in the sequel, both for the specific example considered in this chapter and for much more general scenarios. Assumptions (4.2.5) and (4.2.8) lead us to the following definition of the Source ROS:

\[
\Omega_k^s \triangleq \mathbb{Z} = \{..., -2, -1, 0, 1, 2, ...\}.
\] (4.2.9)

Thirdly, the noise signals are assumed to be white and uncorrelated with each other for all lags. Hence, the auto-correlation function \( r_{ii}^\nu[k] \) of the \( i \)-th noise signal can be written as:

\[
r_{ii}^\nu[k] = (\sigma_i^\nu)^2 \delta[k] \quad \forall k \in \mathbb{Z}, \quad i = 1, 2,
\] (4.2.10)

where \((\sigma_i^\nu)^2\) denotes the variance of the \( i \)-th noise signal, and \( \delta[k] \) is a Kronecker delta function (\( \delta[k] \) is 1 iff \( k = 0 \) and 0 elsewhere\(^1\)). See Fig. 4.3, where we have taken \((\sigma_1^\nu)^2 = 0.88\) and \((\sigma_2^\nu)^2 = 0.4\). The cross-correlation function \( r_{12}^\nu[k] \) of the two noise signals \( \nu_1[n] \) and \( \nu_2[n] \) is given by:

\[
r_{12}^\nu[k] = r_{21}^\nu[-k] = 0 \quad \forall k \in \mathbb{Z}.
\] (4.2.11)

\(^1\)See Section A.4 for the definition of various Kronecker delta functions.
Assumptions (4.2.10) and (4.2.11) can be written together in the following manner:

\[ r_{i_1 i_2}^\nu[k] = (\sigma^\nu_{i_1})^2 \delta_{i_1 i_2} \delta[k] \quad \forall k \in \mathbb{Z}, \quad \forall 1 \leq i_1, i_2 \leq 2. \]  

(4.2.12)

where \( \delta_{i_1 i_2} \) is also a Kronecker delta function (\( \delta_{i_1 i_2} = 1 \) iff \( i_1 = i_2 \) and 0 elsewhere). This results in the following definition for the Noise ROS:

\[ \Omega_k^\nu \triangleq \{0\}. \]  

(4.2.13)

The fourth and final assumption concerns the cross-correlation between the source and noise signals. As is common and reasonable in many signal processing theories and applications, it is assumed that the source and noise signals are uncorrelated for all lags. Hence, the cross-correlation function \( r_{i_j}^{\nu s}[k] \) of the \( i \)-th noise signal and the \( j \)-th source signal can be written as follows:

\[ r_{i_j}^{\nu s}[k] = r_{j i}^{\nu s}[-k] = 0 \quad \forall k \in \mathbb{Z}, \quad \forall 1 \leq i, j \leq 2. \]  

(4.2.14)

This assumption leads us to the following definition for the Source-Noise and Noise-Source Regions Of Support:

\[ \Omega_k^{\nu s} = \Omega_k^{s \nu} \triangleq \emptyset. \]  

(4.2.15)

The Noise-Free Region Of Support can now be deduced from (4.2.9), (4.2.13) and (4.2.15) yielding:

\[ \Omega_k^{s \nu} \triangleq \Omega_k^s \setminus \Omega_k^{\nu s} = \Omega_k^s \setminus (\Omega_k^s \cup (\Omega_k^s \cup \Omega_k^s \cup \Omega_k^s) \cup (\Omega_k^s \cup \Omega_k^s \cup \Omega_k^s)) \]

\[ = \{k \in \mathbb{Z} \mid k \neq 0\} = \{-\ldots, -2, -1, 1, 2, \ldots\}. \]  

(4.2.16)

For convenience of notation, let \( \mathbb{R}[\Omega_k^{s \nu}] \) denote the set/space of all real-valued functions that depend on a lag \( k \) and are defined on the Noise-Free ROS \( \Omega_k^{s \nu} \). Most functions used in the sequel of this chapter are assumed to be elements of \( \mathbb{R}[\Omega_k^{s \nu}] \). If functions are defined on another ROS, this will be mentioned explicitly. As an example, in Fig. 4.4 the source and
noise auto-correlation functions occurring in the assumptions above are plotted on the Noise-Free ROS $\Omega_k^{s,\nu}$ given by (4.2.16). Compare this figure with Fig. 4.3. Finally, we remark that throughout the thesis, we will use the dedicated symbol $N$ to denote the cardinality of the Noise-Free Region Of Support:

$$N \triangleq |\Omega_k^{s,\nu}|.$$  

(4.2.17)

For our purposes, it is sufficient that the assumptions formulated in (4.2.5), (4.2.8), (4.2.12), and (4.2.14) are satisfied only for $k \in \Omega^{s,\nu}_k$ instead of $k \in \mathbb{Z}$. For the sake of overview and convenient referencing, we summarize these assumptions both in words and in mathematical form in the following list:

- **AS1:** The source signals are realizations of zero-mean real-valued random processes with zero cross-correlation functions on the Noise-Free ROS:
  $$r_{12}[k] = r_{21}[-k] = 0 \quad \forall k \in \Omega^{s,\nu}_k;$$

- **AS2:** The source auto-correlation functions are linearly independent on the Noise-Free ROS:
  $$\sum_{j=1}^{2} \xi^j r_{jj}[k] = 0 \quad \forall k \in \Omega^{s,\nu}_k \implies \xi^1 = \xi^2 = 0;$$

- **AS3:** The noise signals are realizations of zero-mean real-valued random processes with zero auto- and cross-correlation functions on the Noise-Free ROS:
  $$r_{ii1}[k] = 0 \quad \forall k \in \Omega^{\nu}_{k}, \quad 1 \leq i_1, i_2 \leq 2;$$

- **AS4:** The cross-correlation functions between the source and noise signals are zero on the Noise-Free ROS:
  $$r_{ij}^{s,\nu}[k] = r_{ij}^{\nu,s}[-k] = 0 \quad \forall k \in \Omega^{s,\nu}_k, \quad 1 \leq i, j \leq 2.$$

The fact that these assumptions are formulated in terms of properties of correlation functions defined on a certain Region Of Support (ROS) that consists of several lag values is reminiscent of the fact that the temporal structure of the signals is involved and will be exploited. As we will see later on, for general scenarios the minimum required number of lags depends on the specific problem, viz. the number of sources and sensors, the temporal structure in the data, etc. For example, generally the more source signals are present, the more lags need to be considered and the more temporal structure is required, and vice versa. Based on assumptions AS1-AS4, we will show in the next sections that the MIBI problem has an elegant algebraic and geometric structure when formulated in the proper way.

### 4.3 Formulating MIBI as the problem of solving a system of homogeneous polynomial equations

Using the assumptions made in the previous section, in this section we show that the array response vectors, i.e. the columns $a^1$ and $a^2$ of $A$, satisfy the well-structured system of bivariate homogeneous polynomial equations of degree two alluded to in the introduction of this chapter (see the first ‘subitem’ of step 4 in Alg. 4.1 on page 132). This way, the MIBI problem is ‘projected onto’ a mathematical problem, the solution of which yields estimates of the array response vectors. The flow of argument in the derivations presented in the next
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sections closely follows that in our derivation of subspace methods discussed in the previous chapter, thereby emphasizing that the discussed principles and concepts are very similar. In the course of our derivation we highlight the algebraic structure of the problem formulation. 

In Section 4.3.1, we start by examining the kind and structure of the sensor statistics that are available for analysis. This primarily amounts to expressing the sensor correlation functions in terms of the mixing matrix elements and the source, noise, and joint source-noise correlation functions, and to studying their properties. As we have already indicated earlier, our goal is to derive the system of polynomial equations referred to above from the sensor correlation functions in such a way that the sensor noise is annihilated. No matter what the derivation procedure will be, this goal can always be achieved by using only those values of the sensor correlation functions that are noise-free, i.e. by considering all correlation functions on the Noise-Free ROS $\Omega_s^{\nu}$ only. As we have remarked before (e.g. see Section 1.2.5) and will demonstrate in the sequel, for additive white sensor noise this means that only sensor correlation values for lags unequal to zero should be used. These values form the input for the rest of our argument, in which we consider sensor correlation function values on a chosen ROS in a specific configuration. In Section 4.3.2, we explain the notation used for denoting sets of correlation functions and index pairs. Then, in Section 4.3.3 we determine a set containing all unique sensor correlation functions, which plays a major role in the derivations presented in the sequel of this chapter. 

The derivation of the system of equations can be formulated either in terms of correlation functions, in terms of the associated row vector notation, or in terms of the associated matrix-vector notation. The corresponding derivations are discussed in Sections 4.3.4, 4.3.5 and 4.3.6 respectively. We have chosen to firstly develop the theory in Section 4.3.4 in functional notation, i.e. terms of functions, because this is the most general formulation from which the other two follow straightforwardly, and because it can easily be generalized to more complex scenarios, as is done in later chapters. In Section 4.3.5 we briefly express the main results obtained in Section 4.3.4 in terms of the associated row vectors. Finally, we demonstrate in Section 4.3.6 that both the functional and row vector formulations naturally lead to the proper definition of a subspace matrix $C^\nu$ that contains the employed sensor correlation values in a specific arrangement. Based on this matrix, again the main results of the theory are re-derived and expressed in matrix-vector notation, thereby demonstrating the power of our approach and the close link to the conventional subspace approach. For each formulation, our main argument can be divided into three stages. Firstly, the sensor correlation values are arranged in a specific configuration that allows to exploit the relation between the various involved linear subspaces on the one hand, and the elements of the mixing matrix on the other hand. Secondly, we derive the form of the system of polynomial equations satisfied by the columns of $A$ by studying the properties of the linear (sub)spaces spanned by the (abstract) vectors occurring in the previous stage. Finally, we show how subspace decomposition using the Singular Value Decomposition (SVD) can be used to obtain proper coefficients for the polynomial functions in the system. This stage will complete the derivation of the system. Possible solutions of the obtained system are discussed in Section 4.5. 

4.3.1 Structure of sensor correlation functions

We start our derivation by expressing the sensor correlation functions in terms of the mixing matrix elements and the source and noise correlation functions. The structure revealed in this way will be used in the following sections for developing our subspace based blind identifi-
cation method. For stationary signals, the correlation function \( r^{x}_{i_1, i_2}[k] \) of the \( i_1 \)-th and \( i_2 \)-th sensor signals (\( 1 \leq i_1, i_2 \leq 2 \)) for lag \( k \) can be expressed as follows:

\[
\begin{align*}
  r^{x}_{i_1, i_2}[k] & \triangleq E \{ x_{i_1}[n]x_{i_2}[n-k] \} = r^{x}_{i_2,i_1}[-k] \\
  & = E \left\{ \left( \sum_{j_1=1}^{2} a_{i_1}^{j_1} s_{j_1}[n] + \nu_{s_{i_1}}[n] \right) \left( \sum_{j_2=1}^{2} a_{i_2}^{j_2} s_{j_2}[n-k] + \nu_{s_{i_2}}[n-k] \right) \right\} \\
  & = \sum_{j_1=1}^{2} \sum_{j_2=1}^{2} a_{i_1}^{j_1} a_{i_2}^{j_2} E \{ s_{j_1}[n]s_{j_2}[n-k] \} + \sum_{j_1=1}^{2} a_{i_1}^{j_1} E \{ s_{j_1}[n] \nu_{s_{i_2}}[n-k] \} \\
  & \quad + \sum_{j_2=1}^{2} a_{i_2}^{j_2} E \{ \nu_{s_{i_1}}[n]s_{j_2}[n-k] \} + E \{ \nu_{s_{i_1}}[n] \nu_{s_{i_2}}[n-k] \} \\
  & = \sum_{j_1=1, j_2=1}^{2} a_{i_1}^{j_1} a_{i_2}^{j_2} r^{s_{j_1,j_2}}[k] + \sum_{j_1=1}^{2} a_{i_1}^{j_1} r^{\nu_{j_1,i_2}}[k] + \sum_{j_2=1}^{2} a_{i_2}^{j_2} r^{\nu_{i_1,j_2}}[k] + r^{\nu_{i_1,i_2}}[k].
\end{align*}
\] (4.1.1)

Using AS\(1\) and AS\(4\) from the list on page 138, this equation can be simplified to:

\[
  r^{x}_{i_1, i_2}[k] = \sum_{j=1}^{2} a_{i_1}^{j} a_{i_2}^{j} r^{s_{j,j}}[k] + r^{\nu_{i_1,i_2}}[k] \quad \forall \, k \in \mathbb{Z}, \quad \forall \, 1 \leq i_1, i_2 \leq 2. \quad (4.3.2)
\]

By AS\(3\), the sensor correlation functions are noise-free for all \( k \in \Omega_k^{\nu} \), i.e., for all lags unequal to zero. This follows from (4.2.12), which implies that the noise auto-correlation functions contribute to the sensor correlation functions for \( k = 0 \) only. Hence, we obtain the following result from (4.3.2), which will be used intensively in the remainder of the chapter:

\[
  r^{x}_{i_1, i_2}[k] = \sum_{j=1}^{2} a_{i_1}^{j} a_{i_2}^{j} r^{s_{j,j}}[k] \quad \forall \, k \in \Omega_k^{\nu}, \quad \forall \, 1 \leq i_1, i_2 \leq 2. \quad (4.3.3)
\]

### 4.3.2 Notation for sets of correlation functions and index pairs

For the sake of convenience of the following developments, the smooth generalization of various results, and uniformity and compactness of notation, we now introduce the notation that will be used extensively in the sequel for denoting sets of correlation functions and index pairs, as well as their associated cardinalities. The general form of the notation described in this section is discussed at length in Appendix A, in particular in Section A.2. As can be seen in the derivations above, if a pair of indices is given explicitly in the sub- or superscript position of a symbol, the parentheses and commas are omitted. For example, the index pair \((i_1, i_2)\) in the subscript position of the sensor correlation function symbol \( r^{x}_{i_1, i_2}[k] \) in (4.3.3) is written as \( i_1 \circ i_2 \). Because sets containing index pairs occur on many occasions in this work we have developed a consistent and compact notation for them, whose general form is explained in detail in the second half of Appendix A. Now we introduce the notation for sets of index pairs pertaining to the current scenario. After that, we show how these sets can be employed to define sets of correlation functions.

The set containing all pairs of indices \((i_1, i_2)\) obtained by varying both \( i_1 \) and \( i_2 \) from 1 till 2 is denoted by:

\[
  \mathcal{I}_{1,2}^2 = \{(i_1, i_2) \mid 1 \leq i_1, i_2 \leq 2\} = \{(1, 1), (1, 2), (2, 1), (2, 2)\}. \quad (4.3.4)
\]
This is a special case of (A.2.14); see also Fig. A.1 on page 408. The number 2 in the superscript position of $T_{a,2}^2$ indicates that we are considering two different indices, viz. $i_1$ and $i_2$, whereas the number 2 in the subscript position indicates that both indices $i_1$ and $i_2$ range from 1 till 2. Finally, the first subscript index letter ‘t’ stands for ‘total’ because the considered set contains all pairs obtained by varying the indices from 1 till 2 without any further constraints. The cardinality of the set $T_{a,2}^2$ is denoted $M_{t,2}^2$ and given by:

$$M_{t,2}^2 \triangleq |T_{a,2}^2| = 4.$$  \hspace{1cm} (4.3.5)

The set containing only those pairs of $T_{a,2}^2$ that are different if the pairs are considered as sets (which are unordered, see Section A.3), is the same as that obtained by varying $i_1$ and $i_2$ from 1 till 2 in ascending order, and is denoted by:

$$T_{a,2}^2 = \{(i_1, i_2) \mid 1 \leq i_1 \leq i_2 \leq 2\} = \{(1, 1), (1, 2), (2, 2)\}.$$  \hspace{1cm} (4.3.6)

This is a special case of (A.2.15). The numbers 2 in the sub- and superscript positions have the same meaning as for $T_{a,2}^2$, whereas the letter ‘a’ indicates that this set is of the ‘ascending type’ because the indices in each pair are ordered in ascending order. The cardinality of $T_{a,2}^2$ is denoted $M_{a,2}^2$ and given by:

$$M_{a,2}^2 \triangleq |T_{a,2}^2| = 3.$$  \hspace{1cm} (4.3.7)

Because a pair $(i_1, i_2)$ can be used to index a function, e.g. $(1, 2)$ indexes $r_{12}^r[k]$, sets like $T_{a,2}^2$ and $T_{a,2}^2$ containing index pairs can be employed to define sets of correlation functions. The set containing all sensor correlation functions is denoted by:

$$K_{a,2}^{x,2} \triangleq \{r_{i_1i_2}^x[k] \mid 1 \leq i_1, i_2 \leq 2\} = \{r_{11}^x[k], r_{12}^x[k], r_{21}^x[k], r_{22}^x[k]\},$$

where it is understood implicitly that the functions in the set are defined on the Noise-Free ROS $\Omega_k$'s. The number 2 in the superscript position now represents the order of the employed statistics, whereas the number 2 in the subscript position has the same meaning as for $T_{a,2}^2$. The cardinality of $K_{a,2}^{x,2}$ is denoted by $M_{x,2}^{r,2}$. Since the elements of $K_{a,2}^{x,2}$ are indexed by the elements of $T_{a,2}^2$, this cardinality is given by:

$$M_{x,2}^{r,2} \triangleq |K_{a,2}^{x,2}| = |T_{a,2}^2| \overset{(4.3.5)}{=} M_{t,2}^2 = 4.$$  \hspace{1cm} (4.3.9)

Similarly, we define the set of sensor correlation functions indexed by $T_{a,2}^2$ as follows:

$$K_{a,2}^{x,2} \triangleq \{r_{i_1i_2}^x[k] \mid 1 \leq i_1, i_2 \leq 2\} = \{r_{11}^x[k], r_{12}^x[k], r_{21}^x[k], r_{22}^x[k]\}.$$  \hspace{1cm} (4.3.10)

Since the elements of $K_{a,2}^{x,2}$ are indexed by the elements of $T_{a,2}^2$, the cardinality $M_{x,2}^{r,2}$ of $K_{a,2}^{x,2}$ is given by:

$$M_{x,2}^{r,2} \triangleq |K_{a,2}^{x,2}| = |T_{a,2}^2| \overset{(4.3.7)}{=} M_{a,2}^2 = 3.$$  \hspace{1cm} (4.3.11)

Using single indices instead of index pairs, we denote and define the set containing the source auto-correlation functions as follows:

$$K_{a,2}^{x,2} \triangleq \{r_{jj}^x[k] \mid 1 \leq j \leq 2\} = \{r_{11}^x[k], r_{22}^x[k]\}.$$  \hspace{1cm} (4.3.12)

Evidently, this set has cardinality $|K_{a,2}^{x,2}| = S = 2$. The number 2 in the superscript position has the same meaning as for $K_{a,2}^{x,2}$ and $K_{a,2}^{x,2}$, i.e. it indicates the order of the employed statistics, whereas the number 2 in the subscript position indicates that the source auto-correlation function index $j$ ranges from 1 till 2.
4.3.3 Determining set of unique sensor correlation functions

In this section we determine a set containing all unique sensor correlation functions; this set will play a major role in the derivations in the sequel of this chapter. In order to do so, we return to our study of the structure of the sensor correlation functions and examine possible symmetries in the elements of the set \( K_{1,2}^x \) defined in (4.3.8). Applying the commutativity property of the algebraic product operator to the product \( a_{i_1}^x a_{i_2}^x \) occurring in (4.3.3) yields the following symmetry property of the sensor correlation functions:

\[
r^r_{i_1,i_2}[k] = r^r_{i_2,i_1}[k] \quad \forall (i_1, i_2) \in \mathcal{I}_{1,2}^2.
\]

(4.3.13)

Recall that unless otherwise stated it is understood implicitly that all functions are defined on \( \Omega_1^V \). For index pairs \((i_1, i_2) = (1, 1)\) and \((i_1, i_2) = (2, 2)\) this property is trivial from the correlation function notation already because then it states that \( r^r_{ii}[k] = r^r_{ii}[k] \) with \( i = i_1 = i_2 \). However, for \((i_1, i_2) = (1, 2)\) it means that \( r^r_{12}[k] = r^r_{21}[k] \), which is not trivial because in general the cross-correlation functions \( r^r_{12}[k] \) and \( r^r_{21}[k] \) of two arbitrary signals \( x_{i_1}[n] \) and \( x_{i_2}[n] \) satisfy only the following property:

\[
r^r_{12}[k] \triangleq E \{x_{i_1}[n] x_{i_2}[n-k]\} = E \{x_{i_2}[n] x_{i_1}[n+k]\} \triangleq r^r_{21}[-k].
\]

(4.3.14)

By combining properties (4.3.13) and (4.3.14) as follows:

\[
r^r_{i_1,i_2}[k] = r^r_{i_2,i_1}[k] = r^r_{i_2,i_1}[-k] \quad \forall (i_1, i_2) \in \mathcal{I}_{1,2}^2,
\]

we can deduce the following ‘lag-argument symmetry’:

\[
r^r_{i_1,i_2}[k] = r^r_{i_2,i_1}[-k] \quad \forall (i_1, i_2) \in \mathcal{I}_{1,2}^2.
\]

(4.3.15)

Hence, not only the sensor auto- but also the cross-correlation functions are symmetric in their lag argument, which is not true/trivial in general for cross-correlation functions.

Due to symmetry property (4.3.13) there exist only three ‘essentially different’ or ‘unique’ sensor correlation functions for the real-valued two by two mixing case, namely those in the set \( K_{1,2}^u \) defined as follows:

\[
K_{1,2}^u \triangleq \left\{ r^r_{i_1,i_2}[k] \mid 1 \leq i_1 \leq i_2 \leq 2 \right\} = \left\{ r^r_{i_1,i_2}[k] \right\}_{1 \leq i_1 \leq i_2 \leq 2};
\]

(4.3.16)

\[
\triangleq \left\{ r^r_{i_1,i_2}[k] \right\}_{(i_1,i_2) \in \mathcal{I}_{1,2}^2} = \left\{ r^r_{11}[k], r^r_{12}[k], r^r_{22}[k] \right\},
\]

which for the current scenario equals \( K_{1,2}^{u,2} \) defined in (4.3.10). The set \( K_{1,2}^{x,2} \) contains the ‘unique’ sensor correlation functions and has cardinality three. It is obtained from \( K_{1,2}^{x,2} \) by selecting only the unique functions, i.e., by incorporating only one member of each equivalence class with the equivalence relation defined by (4.3.13). It is in this sense that we sometimes call \( K_{1,2}^{u,2} \) the ‘uniqualified’ version of \( K_{1,2}^{x,2} \) or that \( K_{1,2}^{u,2} \) is obtained from \( K_{1,2}^{x,2} \) by uniqualification of the latter set; hence the subscript ‘u’. Note that for the current scenario the index set \( \mathcal{I}_{1,2}^2 \) corresponding to \( K_{1,2}^{u,2} \) is given by \( \mathcal{I}_{1,2}^2 = \mathcal{I}_{1,2}^2 \).

A remark concerning our symbolic notation is in place here. Note that although the set \( K_{1,2}^{x,2} \) in principle contains only three ‘essentially different’ or ‘unique’ functions, symbolically it contains all four different/possible sensor correlation functions. Therefore, its cardinality equals four and not three. In order to avoid confusion, we will say that the set \( K_{1,2}^{x,2} \) contains the ‘(symbolically) different’ sensor correlation functions, whereas the set \( K_{1,2}^{u,2} \) contains the ‘unique’ sensor correlation functions.
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4.3.4 Derivation of system of bivariate homogeneous polynomial equations of degree two; functional notation

Now we are in a position to derive a system of bivariate homogeneous polynomial equations of degree two satisfied by the columns \(a^1\) and \(a^2\) of the mixing matrix \(A\). As we have explained at the beginning of Section 4.3, in this section we first develop the theory in functional notation, i.e. in terms of functions.

4.3.4.1 Dimensions of signal and source subspaces

We start our derivation by considering the dimension of the linear space spanned by the sensor correlation functions (see Section 1.4), which is denoted by \(d^x_2\):

\[
d^x_2 \triangleq \dim \left( \mathcal{L}(K_{a^2,2}) \right) = \dim \left( \mathcal{L} \left( \{ r_{1i}^{a^1} [k] \}_{(i_1,i_2) \in T_{a^2,2}} \right) \right) \\
\equiv \dim \left( \mathcal{L}(K_{a^2,2}) \right) = \dim \left( \mathcal{L} \left( \{ r_{1i}^{a^1} [k] \}_{(i_1,i_2) \in T_{a^2,2}} \right) \right). \tag{4.3.17}
\]

The meaning of the sub- and superscript quantities is exactly the same as for \(K_{a^2,2}^{x} \) and \(K_{a^2,2}^{s} \); see Section 4.3.2. In analogy with subspace method jargon the linear space \(\mathcal{L}(K_{a^2,2}^{x}) = \mathcal{L}(K_{a^2,2}^{s})\) will be called the signal subspace; see also Chapter 3. For obvious reasons we will also refer to this subspace as sensor subspace. Let \(d^s_2\) denote the dimension of the linear space spanned by the source auto-correlation functions:

\[
d^s_2 \triangleq \dim \left( \mathcal{L}(K_{a^2,2}^{s}) \right) = \dim \left( \mathcal{L} \left( \{ r_{ij}^{a} [k] \}_{1 \leq i,j \leq 2} \right) \right). \tag{4.3.18}
\]

We will refer to the linear space \(\mathcal{L}(K_{a^2,2}^{s})\) spanned by the source auto-correlation functions as source subspace. From AS2 on page 138, i.e. from the fact that the source auto-correlation functions are linearly independent, it follows directly that its dimension is given by \(d^s_2 = S = 2\). Equation (4.3.3) states that each sensor correlation function \(r_{1i}^{a^1} [k]\) can be expressed as a linear combination of the two source auto-correlation functions \(r_{11}^{a} [k]\) and \(r_{22}^{a} [k]\) with coefficients \(a^1_{i_1}, a^1_{i_2}\) and \(a^2_{i_1}, a^2_{i_2}\) respectively. Hence, using linear algebra [115, 150] the following relation between \(d^x_2\) and \(d^s_2\) can be deduced:

\[
d^x_2 = \dim \left( \mathcal{L}(K_{a^2,2}^{x}) \right) \leq \dim \left( \mathcal{L}(K_{a^2,2}^{s}) \right) = d^s_2 = S = 2. \tag{4.3.19}
\]

This is a logical and intuitive consequence of the fact that all sensor correlation functions are linear combinations of the same two source auto-correlation functions. In principle, depending on the values of the mixing matrix elements, \(d^x_2\) can be smaller than \(d^s_2\). However, in general \(d^x_2\) will be equal to \(d^s_2\) for a randomly generated \(A\). In Section 4.3.6.3, we will show in detail how \(d^x_2\) depends on \(A\) and \(d^s_2\).

4.3.4.2 Linear dependence of sensor correlation functions

Now we will present an essential part of our derivation that is based on the observation that the number of unique sensor correlation functions in \(K_{a^2,2}^{x}\), i.e. the cardinality \(|K_{a^2,2}^{x}| = |T_{a^2,2}| = M_{a^2,2} = 3\) (see (4.3.7) and (4.3.11)), is larger than the dimension \(d^x_2\) of the signal subspace spanned by the functions in \(K_{a^2,2}^{s}\), which is equal to or smaller than 2 due to (4.3.19):

\[
M_{a^2,2} = |K_{a^2,2}^{x}| = 3 > d^x_2 \leq d^s_2 = S = 2. \tag{4.3.20}
\]
Stated differently, the number $|K_{a,2}^{x,2}|$ of vectors in the linear vector space $\mathcal{L}(K_{a,2}^{x,2})$ is larger than the dimension $\dim(\mathcal{L}(K_{a,2}^{x,2}))$ of the space spanned by these vectors:

$$|K_{a,2}^{x,2}| > \dim(\mathcal{L}(K_{a,2}^{x,2})).$$

(4.3.21)

Hence, we must conclude that the sensor correlation functions in $K_{a,2}^{x,2}$ are linearly dependent. The same important conclusion can be drawn if we replace $K_{a,2}^{x,2}$ by $K_{1,2}^{x,2}$, but we have not done so because the latter set contains twice the same function $(r_{i2}^1[k] = r_{i2}^2[k])$, thereby making the linear dependence property of the set trivial. By the definition of linear dependence, there exist non-zero and non-unique sets of coefficients $\{\varphi_i^{11}, \varphi_i^{12}, \varphi_i^{22}\}, \ldots, \{\varphi_i^{12}, \varphi_i^{21}, \varphi_i^{22}\}$, indexed by an arbitrarily integer-valued index $q$, such that:

$$\varphi_q^{11} r_{i1}^x[k] + \varphi_q^{12} r_{i2}^x[k] + \varphi_q^{22} r_{i2}^x[k] = 0 \quad \forall k \in \Omega_k^{x}\nu, \quad \forall q \in Q,$$

(4.3.22)

where the set $Q$ is defined as:

$$Q \triangleq \{1, \ldots, q\}$$

(4.3.23)

with $Q \triangleq |Q|$ the maximum number of linearly independent equations. This number equals the dimension of the orthogonal complement of the linear space spanned by the sensor correlation functions in $K_{a,2}^{x,2}$, i.e. the signal subspace spanned by $r_{i1}^x[k], r_{i2}^x[k]$, and $r_{i2}^x[k]$. From the results in Appendix C (in particular, see the box at the bottom of page 449) it follows that this dimension is given by:

$$Q = \dim(\mathcal{L}(K_{a,2}^{x,2})) = |K_{a,2}^{x,2}| - \dim(\mathcal{L}(K_{a,2}^{x,2})) = M_{a,2}^{x,2} - d_2^{x,2}.$$

(4.3.24)

Hence, the number $Q$ of linearly independent equations in (4.3.22) is given by the difference between the left and right hand sides of (4.3.21). In Section 4.3.8 we will show that a valid set of coefficients of the equations in (4.3.22) can be deduced from the Singular Value Decomposition (SVD) of a function-valued vector associated with the set $K_{a,2}^{x,2}$, or equivalently from the SVD of a properly defined subspace matrix. Thus, we can consider the coefficients of the equations as (approximately) known quantities. In concise form, the linear dependence property of the sensor correlation functions given in (4.3.22) can be written as follows:

$$\sum_{(i_1,i_2) \in I_{a,2}^{x,2}} \varphi_{i_1i_2}^{x,i} r_{i_1i_2}^x[k] = \sum_{1 \leq i_1 \leq i_2 \leq 2} \varphi_{i_1i_2}^{x,i} r_{i_1i_2}^x[k] \quad \forall k \in \Omega_k^{x}\nu, \quad \forall q \in Q.$$

(4.3.25)

The set containing the different sets of coefficients for each value of $q \in Q$ in (4.3.22) and (4.3.25) is denoted by $\Phi$, i.e.:

$$\Phi \triangleq \left\{\{\varphi_{i_1i_2}^{x,i}\}_{(i_1,i_2) \in I_{a,2}^{x,2}}\right\}_{q \in Q} = \left\{\{\varphi_1^{11}, \varphi_1^{12}, \varphi_1^{22}\}, \ldots, \{\varphi_Q^{11}, \varphi_Q^{12}, \varphi_Q^{22}\}\right\}.$$

(4.3.26)

Note that all linear combinations of the sets in $\Phi$ also satisfy equations like (4.3.22) and (4.3.25).

It should be noted again that completely similar and equivalent equations and results are obtained if we replace $K_{a,2}^{x,2}$ by $K_{1,2}^{x,2}$. In this case, we could define non-zero and non-unique sets of coefficients $\{\varphi_1^{11}, \varphi_1^{12}, \varphi_1^{21}, \varphi_1^{22}\}, \ldots, \{\varphi_Q^{11}, \varphi_Q^{12}, \varphi_Q^{21}, \varphi_Q^{22}\}$, indexed by an arbitrarily integer-valued index $q$, such that the equivalent of (4.3.25) would become:

$$\sum_{(i_1,i_2) \in I_{a,2}^{x,2}} \varphi_{i_1i_2}^{x,i} r_{i_1i_2}^x[k] = 0 \quad \forall k \in \Omega_k^{x}\nu, \quad \forall q \in Q.$$

(4.3.27)
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and the set containing the different sets of coefficients would be given by:

\[ \mathcal{I} = \{ (i_1, i_2) \in \mathcal{I}_2 \} \]

(4.3.28)

In fact, we can easily set up a mapping between the sets \( \Phi \) and \( \mathcal{I} \). In the sequel, in order to eliminate trivial redundancy we will mainly work with the set \( \mathcal{I}_2 \), which will also reduce the computational complexity of implementations. However, sometimes we will equivalently choose to work with \( \mathcal{K}_{K,2} \) for providing additional insight and for convenience of notation. The reader can easily convert the results from one approach into the other.

4.3.4.3 Deriving the system of equations by exploiting linear independence of source auto-correlation functions

The next main stage of our derivation amounts to combining (4.3.3) and (4.3.25), and exploiting assumption AS2; this directly leads us to the desired system of equations. Firstly (4.3.25) is expressed in the source auto-correlation functions by substituting (4.3.3):

\[
\sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} r_{i_1 i_2}^{x}[k] = \sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} \left( \sum_{j=1}^{2} a_{j_1}^{i_1} a_{j_2}^{i_2} r^{s}_{j j}[k] \right)
\]

\[
= 2 \left( \sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} a_{1_1}^{i_1} a_{1_2}^{i_2} \right) r_{11}^{s}[k]
\]

\[
+ \left( \sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} a_{2_1}^{i_1} a_{2_2}^{i_2} \right) r_{22}^{s}[k]
\]

\[
= 0[k] \quad \forall k \in \Omega_{K}^{|\Phi|}, \quad \forall q \in \mathcal{Q},
\]

(4.29.3)

where \( 0[k] \) is written to stress the fact that the right hand side of the equation (and thus also the left hand side) represents a function that in theory is identically zero on \( \Omega_{K}^{|\Phi|} \) (see Section 1.4). Now, we have arrived at the point where the essence of assumption AS2, viz. the linear independence of the source auto-correlation functions, comes into play. Applying AS2 to the last line in (4.29.3) by identifying:

\[ \xi^1_q = \sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} a_{1_1}^{i_1} a_{1_2}^{i_2} \quad \text{and} \quad \xi^2_q = \sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} a_{2_1}^{i_1} a_{2_2}^{i_2}, \]

it follows that:

\[
\sum_{(i_1, i_2) \in \mathcal{I}_2} \varphi^{i_1 i_2}_{q} a_{j_1}^{i_1} a_{j_2}^{i_2} = 0 \quad \forall q \in \mathcal{Q}, \quad j = 1, 2.
\]

(4.30.3)

This system of equations describes the relation between the unknown coefficients of the mixing matrix \( A \) and the known set of sets of coefficients \( \Phi \). From (4.30.3), it follows that for each set of coefficients \( \{ \varphi^{11}_{q}, \varphi^{12}_{q}, \varphi^{22}_{q} \} \) in \( \Phi \), i.e. for each value of \( q \), the elements of the mixing matrix \( A \) satisfy the following system of two equations:

\[
\begin{align*}
\varphi^{11}_{q} a_{1_1}^{i_1} a_{1_2}^{i_2} + \varphi^{12}_{q} a_{1_1}^{i_1} a_{2_2}^{i_2} + \varphi^{22}_{q} a_{2_1}^{i_1} a_{1_2}^{i_2} &= 0; \\
\varphi^{11}_{q} a_{2_1}^{i_1} a_{1_2}^{i_2} + \varphi^{12}_{q} a_{2_1}^{i_1} a_{2_2}^{i_2} + \varphi^{22}_{q} a_{1_1}^{i_1} a_{2_2}^{i_2} &= 0.
\end{align*}
\]
The important point to note here is that the first equation only contains the unknowns \( a_1^1 \) and \( a_2^1 \) from the first column \( a^1 \) of \( A \), whereas the second only contains the unknowns \( a_1^2 \) and \( a_2^2 \) from the second column \( a^2 \). Hence, both columns \( a^1 \) and \( a^2 \) satisfy the same system of equations indexed by \( q \in Q \). More specifically, let \( z = \left[ \begin{array}{c} z_1 \\ z_2 \end{array} \right] \in \mathbb{C}_2 \) be a column vector of variables having the same size as a column of \( A \), and define the functions \( \{ f_q(z) \}_{q \in Q} \) by:

\[
f_q(z) \triangleq \sum_{(i_1,i_2) \in \mathcal{I}_{z_2}^2} \varphi_q^{i_1i_2} z_{i_1} z_{i_2}
\]

\[
= \varphi_q^{11} z_1 z_1 + \varphi_q^{12} z_1 z_2 + \varphi_q^{22} z_2 z_2 \quad \forall z \in \mathbb{C}_2, \quad \forall q \in Q.
\]

Then, (4.3.30) states that both columns \( a^1 \) and \( a^2 \) of \( A \) satisfy the system of equations \( \{ f_q(z) = 0 \}_{q \in Q} \), i.e.:

\[
f_q(a^j) = 0 \quad \forall q \in Q, \quad j = 1, 2.
\]

Hence, at this point the MIBI problem has been ‘projected onto’ the problem of solving the following system of equations for the columns of the mixing matrix \( A \):

\[
\{ f_q(z) = 0 \}_{q \in Q}.
\]

By ‘projected’ we mean that the system of equations follows from our MIBI problem definition, but not necessarily vice versa. In other words, in a sense we have projected the MIBI problem onto (4.3.33), but (4.3.33) does not necessarily ‘imply’ the MIBI problem. Later on, we will see that solving a system like (4.3.33) solves our MIBI problem.

### 4.3.4.4 Properties and structure of functions and system

All functions in system (4.3.33) have the same specific form. Only the coefficients \( \varphi_q^{11}, \varphi_q^{12} \) and \( \varphi_q^{22} \) are different for each function. From (4.3.31), it is clear that each \( f_q(z) = f_q(z_1, z_2) \) is a bivariate polynomial of degree two. As is also evident from this equation, all terms in each function \( f_q(z) \) have the same degree two. This implies that each function \( f_q(z) \) in (4.3.33) is homogeneous of degree two, also called 2-homogeneous, meaning that:

\[
f_q(\eta z) = (\eta)^2 f_q(z) \quad \forall \eta \in \mathbb{C}, \quad \forall z \in \mathbb{C}_2.
\]

Recall that parentheses are used to indicate the computation of a power, e.g. \((a)^b\) means \( a \) to the power \( b \); see Appendix A. This property can easily be proven from the definition in (4.3.31) as follows:

\[
f_q(\eta z_1, \eta z_2) = \sum_{(i_1,i_2) \in \mathcal{I}_{z_2}^2} \varphi_q^{i_1i_2} (\eta z_{i_1})(\eta z_{i_2}) = (\eta)^2 \sum_{(i_1,i_2) \in \mathcal{I}_{z_2}^2} \varphi_q^{i_1i_2} z_{i_1} z_{i_2} = (\eta)^2 f_q(z_1, z_2).
\]

For each function \( f_q(z) \) in the system, the following nice property of homogeneous functions follows immediately from (4.3.34):

\[
f_q(\mathbf{v}) = 0 \implies f_q(\eta \mathbf{v}) = 0 \quad \forall \eta \in \mathbb{C}.
\]

Hence, if \( \mathbf{v} \) is a solution of the system \( \{ f_q(z) = 0 \}_{q \in Q} \), then also \( \eta \mathbf{v} \) is a solution for all \( \eta \in \mathbb{C} \). This is a logical result of the scaling indeterminacy inherent to MIBI (see Section 2.4).

In addition, the homogeneity property of the functions in the system implies that:

\[
f_q(\mathbf{v}) = 0 \quad \forall q \in Q \implies \sum_{q \in Q} \sum_{p \in \mathbb{N}} \alpha_p^q f_q(\eta^p \mathbf{v}) = 0 \quad \forall \eta^p \in \mathbb{C}, \quad \forall \eta^p \in \mathbb{C},
\]

(4.3.36)
and thus:

\[ f_q(v) = 0 \quad \forall \ q \in Q \implies \sum_{q \in Q} \alpha_q \ f_q(v) = 0 \quad \forall \ \alpha_q \in \mathbb{C}, \ \forall \ p \in \mathbb{N}. \]  

(4.3.37)

Hence, applying a full rank linear transformation to system (4.3.33) and solving the resulting system is equivalent to solving (4.3.33) itself, i.e. instead of solving (4.3.33) we can also solve the following system:

\[
\left\{ \sum_{q \in Q} \alpha_q \ f_q(z) = 0 \right\}_{p \in \mathbb{Q}},
\]

(4.3.38)

where the matrix \( \Upsilon = [\alpha_q^p] \in \mathbb{C}^Q \) is any full rank matrix. This is reminiscent of the remark made just after (4.3.26), viz. that all linear combinations of the sets in \( \Phi \) also give 'proper' sets of coefficients because the polynomials in (4.3.38) have exactly the same form as those in (4.3.31), but with coefficients \( \{ \{ \tilde{g}_{p_{i_1 i_2}} \} \}_{(i_1, i_2) \in \mathbb{I}_{a, 2}} \) that are linear combinations of those in (4.3.31):

\[
\sum_{q \in Q} \alpha_q^p \ f_q(z) = \sum_{(i_1, i_2) \in \mathbb{I}_{a, 2}} \left( \sum_{q \in Q} \alpha_q^p \ f_q(z) \right) z_{i_1} z_{i_2} \triangleq \sum_{(i_1, i_2) \in \mathbb{I}_{a, 2}} \tilde{g}_{p_{i_1 i_2}} z_{i_1} z_{i_2}
\]

\[
= \left( \sum_{q \in Q} \alpha_q^p \ f_{11} \right) z_1 z_1 + \left( \sum_{q \in Q} \alpha_q^p \ f_{12} \right) z_1 z_2 + \left( \sum_{q \in Q} \alpha_q^p \ f_{22} \right) z_2 z_2
\]

\[
\triangleq \tilde{g}_{p_{11}} z_1 z_1 + \tilde{g}_{p_{12}} z_1 z_2 + \tilde{g}_{p_{22}} z_2 z_2 \quad \forall \ z \in \mathbb{C}_2, \ \forall \ \alpha_q^p \in \mathbb{C}. \]  

(4.3.39)

Hence, the coefficients of the polynomials may be replaced by arbitrary (linearly independent) linear combinations:

\[
\tilde{g}_{p_{i_1 i_2}} \triangleq \sum_{q \in Q} \alpha_q^p \ f_{i_1 i_2} \quad \forall \ p \in \mathbb{Q}, \ \forall \ (i_1, i_2) \in \mathbb{I}_{a, 2}^2. \]  

(4.3.40)

Clearly, also if rank-deficient linear transformations are considered the obtained system of equations is still valid, but in this case it is not equivalent to the original system any more because information is lost. More properties of the system, and the functions and equations it contains, will be investigated in Section 4.4, where we study several aspects of the algebraic and geometric structure of the problem induced by the system of equations.

### 4.3.5 Derivation of system of bivariate homogeneous polynomial equations of degree two; row vector notation

In this section, we briefly repeat the derivation in the previous section in terms of row vectors. This will serve as a natural and intuitive intermediate step towards the derivation in terms of a subspace matrix, which is discussed in Section 4.3.6. In fact, we will see that we only need to set up a proper one-to-one mapping between the correlation functions considered in the previous section on the one hand, and corresponding correlation row vectors on the other; see Fig. 1.11 on page 26. We do this by associating a row vector with each correlation function defined on \( \mathcal{S}^{(1)} \). This correspondence will also be used later on for the construction of the subspace matrix.
4.3.5.1 Bijective mapping between correlation functions and correlation row vectors

In Section 1.4, we have explained how a bijective mapping can be established between a function defined on some interval on the one hand, and a row vector on the other. Here, we will apply this to correlation functions. For each pair \((i_1, i_2) \in T_2^s\), a row vector \(\tilde{r}_{i_1 i_2}^x\) is associated with the sensor correlation function \(r_{x i_1 i_2}^s[k]\) defined on \(\Omega_{k}^{s, \Omega}\) given in (4.2.16) by defining:

\[
\tilde{r}_{i_1 i_2}^x \triangleq \begin{bmatrix}
    r_{x i_1 i_2}^s[-2] & r_{x i_1 i_2}^s[-1] & r_{x i_1 i_2}^s[1] & r_{x i_1 i_2}^s[2] & \cdots
  \end{bmatrix}.
\]

(4.3.41)

In the same manner, we can construct a bijective mapping for a general ROS, e.g. if:

\[
\Omega_{k}^{s, \Omega} \triangleq \{k^1, k^2, \ldots, k^N\},
\]

(4.3.42)

the row vector associated with \(r_{x i_1 i_2}^s[k_i]\) defined on \(\Omega_{k}^{s, \Omega}\) is given by:

\[
\tilde{r}_{i_1 i_2}^x \triangleq \begin{bmatrix}
    r_{x i_1 i_2}^s[k^1] & r_{x i_1 i_2}^s[k^2] & \cdots & r_{x i_1 i_2}^s[k^N]
  \end{bmatrix}.
\]

(4.3.43)

The length of \(\tilde{r}_{i_1 i_2}^x\) equals the cardinality \(N\) of the Noise-Free Region Of Support \(\Omega_{k}^{s, \Omega}\) defined in (4.2.17). Following the same procedure as described above, a row vector \(\tilde{r}_{j j}^s\) is associated bijectively with the \(j\)-th source auto-correlation function \(r_{j j}^s[k]\). For instance, for the ROS in (4.42) we define:

\[
\tilde{r}_{j j}^s \triangleq \begin{bmatrix}
    r_{j j}^s[k^1] & r_{j j}^s[k^2] & \cdots & r_{j j}^s[k^N]
  \end{bmatrix}.
\]

(4.3.44)

Using these notational conventions, the row vector equivalent of (4.3.3) becomes:

\[
\tilde{r}_{i_1 i_2}^x = \sum_{j=1}^{2} a_{i_1}^j a_{i_2}^j \tilde{r}_{j j}^s \quad \forall 1 \leq i_1, i_2 \leq 2.
\]

(4.3.45)

Since the mapping between functions and their associated row vectors is bijective, we will denote the various sets of correlation row vectors by symbols that are similar to those denoting the corresponding sets of correlation functions. The set containing all sensor correlation row vectors, i.e. the row vector equivalent of (4.3.8), is denoted and given by:

\[
\tilde{K}_{t, 2}^{x, 2} \triangleq \{\tilde{r}_{i_1 i_2}^x | 1 \leq i_1, i_2 \leq 2\} = \{\tilde{r}_{i_1 i_2}^x|_{1 \leq i_1, i_2 \leq 2}\}
\]

(4.3.46)

Likewise, the set containing the unique sensor correlation row vectors corresponding to (4.10) is denoted and given by:

\[
\tilde{K}_{a, 2}^{x, 2} \triangleq \{\tilde{r}_{i_1 i_2}^x | 1 \leq i_1 \leq i_2 \leq 2\} = \{\tilde{r}_{i_1 i_2}^x|_{1 \leq i_1 \leq i_2 \leq 2}\},
\]

(4.3.47)

and finally the set containing the source auto-correlation row vectors corresponding to (4.12) is denoted and given by:

\[
\tilde{K}_{s, 2}^{x, 2} \triangleq \{\tilde{r}_{j j}^s | 1 \leq j \leq 2\} = \{\tilde{r}_{j j}^s|_{1 \leq j \leq 2}\}. \quad (4.3.48)
\]

Evidently, the cardinalities of \(\tilde{K}_{t, 2}^{x, 2}, \tilde{K}_{a, 2}^{x, 2}\) and \(\tilde{K}_{s, 2}^{x, 2}\) are the same as those of \(K_{t, 2}^{x, 2}, K_{a, 2}^{x, 2}\) and \(K_{s, 2}^{x, 2}\) respectively, and are given in Section 4.3.2.
4.3 Formulating MIBI as system of homogeneous polynomial equations

4.3.5.2 Dimensions of signal and source subspaces

Now we are in a position to derive the same system of equations as in the previous section in terms of row vectors. By analogy, we start the derivation by considering the dimension of the signal subspace spanned by the sensor correlation row vectors. First note that due to the bijective mapping between functions and row vectors, the dimensions of the corresponding linear vector spaces spanned by them are the same. Therefore, we can use the same symbols as in the previous section. Hence, the dimension of the signal subspace spanned by the sensor correlation row vectors, which is expressed in (4.3.17) in functional notation, can now be expressed in terms of the associated row vectors as follows:

\[ d^s_2 \triangleq \dim \left( \mathcal{L}(\tilde{K}_{s,2}^x) \right) = \dim \left( \mathcal{L}\left( \{ \tilde{r}_1^x \}_{1 \leq i \leq 2} \right) \right) \equiv \dim \left( \mathcal{L}(\tilde{K}_{s,2}^x) \right) = \dim \left( \mathcal{L}\left( \{ \tilde{r}_1^x \}_{1 \leq i \leq 2} \right) \right). \]  

(4.3.49)

Likewise, the dimension of the linear space spanned by the source auto-correlation functions, which is expressed in (4.3.18) in functional notation, can now be expressed in terms of the associated row vectors as follows:

\[ d^s_2 \triangleq \dim \left( \mathcal{L}(\tilde{K}_{s,2}^x) \right) = \dim \left( \mathcal{L}\left( \{ \tilde{r}_j^s \}_{1 \leq j \leq 2} \right) \right). \]  

(4.3.50)

The row vector equivalent of assumption AS2 on page 138, which states that the source auto-correlation functions are linearly independent, is given by:

\[ \sum_{j=1}^{2} \xi_j \tilde{r}_{j}^s = \xi_1 \tilde{r}_{11}^s + \xi_2 \tilde{r}_{22}^s = \tilde{0}^N \quad \implies \quad \xi_1 = \xi_2 = 0. \]  

(4.3.51)

From this property it follows again that \( d^s_2 = 2 \). Equation (4.3.45) states that each sensor correlation row vector \( \tilde{r}_{11}^x \) and \( \tilde{r}_{22}^x \) can be expressed as a linear combination of the two source auto-correlation row vectors \( \tilde{r}_{11}^s \) and \( \tilde{r}_{22}^s \) with coefficients \( a_1^2, a_1^4 \) and \( a_2^2, a_2^4 \) respectively. This again implies relation (4.3.19) between \( d^s_2 \) and \( d^s_2 \).

4.3.5.3 Linear dependence of sensor correlation row vectors

Since the number \( M_{a,2}^{x,2} = |\tilde{K}_{a,2}^{x,2}| \) of unique sensor correlation row vectors in \( \tilde{K}_{a,2}^{x,2} \) is larger than the dimension \( d^s_2 \) of the signal subspace, we obtain the following equivalent of (4.3.21):

\[ |\tilde{K}_{a,2}^{x,2}| > \dim \left( \mathcal{L}(\tilde{K}_{a,2}^{x,2}) \right). \]  

(4.3.52)

Hence, now we must conclude that the sensor correlation row vectors in \( \tilde{K}_{a,2}^{x,2} \) are linearly dependent. Thus, equivalently to (4.3.22), by the definition of linear dependence there exist non-zero and non-unique sets of coefficients \( \{ \varphi_1^{11}, \varphi_1^{12}, \varphi_1^{22} \}, \ldots, \{ \varphi_1^{Q}, \varphi_2^{12}, \varphi_2^{22} \} \), indexed by an index \( q \), such that:

\[ \varphi_q^{11} \tilde{r}_{11}^x + \varphi_q^{12} \tilde{r}_{12}^x + \varphi_q^{22} \tilde{r}_{22}^x = \tilde{0}^N \quad \forall \ q \in \mathcal{Q}, \]  

(4.3.53)

where the set \( \mathcal{Q} \) is defined in (4.3.23). Note that the number \( Q \triangleq |\mathcal{Q}| \) of linearly independent equations is given by (4.3.24) and that it also equals the dimension of the orthogonal complement of the linear space spanned by the sensor correlation row vectors in \( \tilde{K}_{a,2}^{x,2} \), i.e. the signal
subspace spanned by \( \tilde{r}_{x11} \), \( \tilde{r}_{x12} \), and \( \tilde{r}_{x22} \):

\[
Q = \text{dim} \left( \mathcal{L}(\tilde{K}_{a,2}) \right) = |\tilde{K}_{a,2}| = \dim \left( \mathcal{L}(\tilde{K}_{a,2}) \right) = M_{a,2}^2 - d_{a,2}^2. \tag{4.3.54}
\]

Hence, in the same way as \( Q \) is given by the difference between the left and right hand sides of (4.3.21), it is also given by the difference between the left and right hand sides of (4.3.52).

Similarly to (4.3.25), in concise form this linear dependence property of the sensor correlation row vectors can be written as follows (leaving out the length \( N \) of the zero row vector):

\[
\sum_{(i_1,i_2) \in I_{a,2}^2} \phi_{q,i_1i_2}^{t} \tilde{r}_{x11}^{i_1i_2} = \sum_{1 \leq i_1 \leq i_2 \leq 2} \phi_{q,i_1i_2}^{t} \tilde{r}_{x11}^{i_1i_2} = 0 \quad \forall \ q \in Q. \tag{4.3.55}
\]

Note that the orthogonal complement of the signal subspace is the noise subspace.

### 4.3.5.4 Deriving the system of equations by exploiting linear independence of source auto-correlation row vectors

The main stage of our derivation leading to the desired system of equations amounts to combining (4.3.45) and (4.3.55), and exploiting assumption \( AS2 \) in the form of (4.3.51).

Hence, expressing (4.3.55) in terms of the source auto-correlation row vectors by substituting (4.3.45) yields:

\[
\sum_{(i_1,i_2) \in I_{a,2}^2} \phi_{q,i_1i_2}^{a} \tilde{r}_{x11}^{i_1i_2} = \sum_{(i_1,i_2) \in I_{a,2}^2} \phi_{q,i_1i_2}^{a} \tilde{r}_{x11}^{i_1i_2} = \sum_{j=1}^{2} \left( \sum_{(i_1,i_2) \in I_{a,2}^2} \phi_{q,i_1i_2}^{a} a_{q,i_1}^{a} a_{q,i_2}^{a} \right) \tilde{r}_{x11}^{a} = 0 \quad \forall \ q \in Q. \tag{4.3.56}
\]

Now exploiting the linear independence property of the source auto-correlation row vectors, i.e. applying (4.3.51) to the last line in (4.3.56) in the same manner as we did in the previous section again gives system (4.3.30). Hence, from this point on the derivation of the system of polynomial equations is exactly the same as that in the previous section from (4.3.30) on.

### 4.3.6 Derivation of system of bivariate homogeneous polynomial equations of degree two; matrix-vector notation and subspace matrix

In this section we finally present the derivation of the system of homogeneous polynomial equations in terms of matrix-vector notation and a subspace matrix \( C^x \). In the previous two sections we have shown that the derivation of this system is based on the properties of the signal and noise subspaces. In order to be able to naturally define a proper subspace matrix for our problem formulation and to derive the system of equations from this, in addition to the one-to-one mapping between correlation functions and their corresponding correlation row vectors that we used in the previous section, now we also need to set up a proper one-to-one mapping between function-valued vectors on the one hand and matrices on the other; see Fig. 1.11 on page 26.
4.3 Formulating MIBI as system of homogeneous polynomial equations

4.3.6.1 Bijective mapping between function-valued vectors and matrices

In Section 1.4 we have explained in detail how a bijective mapping can be established between a function-valued vector defined on some domain/ROS and a matrix containing the function values on this domain. In fact, because a function-valued vector contains functions as its elements we can associate a matrix with any set of functions. Here, we will apply this to the current scenario by associating a matrix with each function-valued vector defined on the Noise-Free ROS $\Omega_k^{u,v}$. For example, the mapping between a function-valued column vector associated with a certain set of functions can be associated in the same manner with the set of row vectors that are associated with the functions earlier, a function-valued column vector associated with a certain set of functions can be associated in the same manner with the set containing the elements of the function-valued vector. We will proceed in two steps. Firstly, with each set of functions defined on $\Omega_k^{u,v}$ (4.3.42) we associate a function-valued column vector that is also defined on $\Omega_k^{u,v}$ by simply stacking the ‘function elements’ of the considered set in a column vector. Then, we associate a matrix with the function-valued column vector, and thus also with the associated set of functions. For example, the function-valued column vectors $r^x[k]$, $r^u[k]$, and $r^s[k]$ associated with the sets $K_{t,2}^{x,2}$ (4.3.8), $K_{u,2}^{x,2}$ (4.3.10), and $K_{2}^{x,2}$ (4.3.12), are defined by:

$$
r^x[k] \triangleq \begin{bmatrix} r_{11}^x[k] \\ r_{12}^x[k] \\ r_{21}^x[k] \\ r_{22}^x[k] \end{bmatrix}, \quad r^u[k] \triangleq \begin{bmatrix} r_{11}^u[k] \\ r_{12}^u[k] \\ r_{21}^u[k] \\ r_{22}^u[k] \end{bmatrix}, \quad r^s[k] \triangleq \begin{bmatrix} r_{11}^s[k] \\ r_{12}^s[k] \end{bmatrix} \quad \forall k \in \Omega_k^{u,v}. \quad (4.3.57)
$$

Note that for the current scenario $r^u[k]$ represents the set $K_{u,2}^{x,2}$ because $K_{u,2}^{x,2}$ is a specific instance of the uniquified set $K_{u,2}^{x,2}$. We will return to this issue later on. For convenience of notation, let $\mathbb{R}_{P}[\Omega_k^{u,v}]$ denote the set or space of all function-valued column vectors of length $P$ whose elements are members of $\mathbb{R}[\Omega_k^{u,v}]$. Then, it is clear that:

$$
r^x[k] \in \mathbb{R}_{M_{t,2}^{x,2}}[\Omega_k^{u,v}], \quad r^u[k] \in \mathbb{R}_{M_{u,2}^{x,2}}[\Omega_k^{u,v}], \quad \text{and} \quad r^s[k] \in \mathbb{R}_{S}[r^s[k]] \quad (4.3.58)
$$

with $M_{t,2}^{x,2} \triangleq |K_{t,2}^{x,2}|$, $M_{u,2}^{x,2} \triangleq |K_{u,2}^{x,2}| = M_{t,2}^{x,2}$, and $S = 2$.

Due to the bijective mapping between functions and row vectors that we have introduced earlier, a function-valued column vector associated with a certain set of functions can be associated in the same manner with the set of row vectors that are associated with the functions in the function-valued column vector. For example, the mappings between $r^x[k]$, $r^u[k]$, and $r^s[k]$ on the one hand, and the sets $K_{t,2}^{x,2}$, $K_{u,2}^{x,2}$ and $K_{2}^{x,2}$ on the other hand, at the same time define equivalent mappings between $r^x[k]$, $r^u[k]$, and $r^s[k]$ on the one hand and the sets $K_{t,2}^{x,2}$, $K_{u,2}^{x,2}$, and $K_{2}^{x,2}$ of row vectors defined in (4.3.46)-(4.3.48) on the other. This way, a bijective mapping is established between sets of row vectors on the one hand and matrices on the other hand in a truly natural manner. In fact, this directly leads us to the second step referred to above. Thus, at the same time we can associate a subspace matrix $C^x$ with the three related quantities $r^x[k]$, $K_{t,2}^{x,2}$ and $K_{2}^{x,2}$. This matrix is obtained by stacking the sensor correlation column vectors in the set $\{r^x[k]\}_{k \in \Omega_k^{u,v}}$ along each other, or equivalently by stacking the sensor correlation row vectors $F_{11}^x$, $F_{12}^x$, $F_{21}^x$, and $F_{22}^x$ on top of each other as follows:

$$
C^x \triangleq [r^x[k_1] \ldots r^x[k_N]] = \begin{bmatrix} r_{11}^x[k_1] & \ldots & r_{11}^x[k_N] \\ r_{12}^x[k_1] & \ldots & r_{12}^x[k_N] \\ r_{21}^x[k_1] & \ldots & r_{21}^x[k_N] \\ r_{22}^x[k_1] & \ldots & r_{22}^x[k_N] \end{bmatrix} \in \mathbb{R}_{M_{t,2}^{x,2}}^N, \quad (4.3.59)
$$

where $N$ is defined in (4.2.17). Hence, we have established a bijective mapping between four associated quantities, viz. the set $K_{t,2}^{x,2}$ of sensor correlation functions, the set $K_{t,2}^{x,2}$ of
associated sensor correlation row vectors, the associated sensor function-valued vector $r^+[k]$, and finally the matrix $C^s$ containing the sensor correlation values on the considered ROS arranged in a logical and specific manner; see also Fig. 1.11. In the same way, we establish a bijective mapping between $K_{u,2}^{s}, k_{u,2}, r^+_u[k]$, and the uniquified version $C^u_\tilde{u}$ of $C^u$:

$$C^u_\tilde{u} \triangleq \begin{bmatrix} r^+_{11}[k] & \cdots & r^+_{1N}[k] \\ r^+_{21}[k] & \cdots & r^+_{2N}[k] \end{bmatrix} \in \mathbb{R}_{M_{u,2}^s} \quad (4.3.60)$$

Finally, we establish a bijective mapping between the set $K_{s,2}^{u}$ of source auto-correlation functions, the set $K_{2}^{s}$ of associated source auto-correlation row vectors, the associated source function-valued vector $r^+_s[k]$, and the matrix $C^s$ containing the source auto-correlation values on the considered ROS:

$$C^s \triangleq \begin{bmatrix} r^+_1[k] & \cdots & r^+_N[k] \end{bmatrix} = \begin{bmatrix} \tilde{r}^+_{11}[k] & \cdots & \tilde{r}^+_{1N}[k] \\ \tilde{r}^+_{21}[k] & \cdots & \tilde{r}^+_{2N}[k] \end{bmatrix} \in \mathbb{R}^N_s \quad (4.3.61)$$

Note that in definitions (4.3.59), (4.3.60), and (4.3.61) the lag index indexes the columns of the involved matrix. Therefore, it is in the superscript position.

Clearly, the concepts associated with the various bijectively mapped quantities are related bijectively as well. Suppose that the functions in some set $\mathcal{F} \triangleq \{f_i[k]\}_{1 \leq i \leq M}$ are defined on some ROS $T$ with $|T| \triangleq N$. As above, with these functions we associate the row vectors in the set $\tilde{\mathcal{F}} \triangleq \{\tilde{f}_i\}_{1 \leq i \leq M}$. The function-valued column vector $f[k]$ is defined by stacking the functions on top of each other in a vector; see Fig. 1.11. Likewise, the matrix $\mathbf{F}$ associated with $f[k]$ is defined by stacking the row vectors on top of each other in a matrix. Now we consider the relations between the fundamental subspaces of $f[k]$ and $\mathbf{F}$.

Firstly, the linear span $\mathcal{L}_c(\mathbf{f}[k])$ of the functions in the function-valued column vector argument $\mathbf{f}[k]$ of $\mathcal{L}_c(\cdot)$, i.e. the ‘linear span in the row direction’, can be mapped bijectively to the row range of $\mathbf{F}$ as follows:

$$\mathcal{L}_c(\mathbf{f}[k]) \triangleq \mathcal{L}(\{f_i[k]\}_{1 \leq i \leq M}) = \mathcal{L}(\mathcal{F}) \triangleright \mathcal{L}(\tilde{\mathbf{f}}) \triangleq \mathcal{L}(\{\tilde{f}_i\}_{1 \leq i \leq M}) \equiv \mathcal{R}_r(\mathbf{F}) \quad (4.3.62)$$

Secondly, the linear span $\mathcal{L}_c(\mathbf{f}[k])$ of the column vectors obtained by evaluating the argument $\mathbf{f}[k]$ of $\mathcal{L}_c(\cdot)$ at the $N$ lags in $T$, i.e. the ‘linear span in the column direction’ equals the column range of $\mathbf{F}$:

$$\mathcal{L}_c(\mathbf{f}[k]) \triangleq \mathcal{L}(\{f[k]\}_{k \in T}) = \mathcal{R}_c(\mathbf{F}) \quad (4.3.63)$$

Thirdly, the right null space of $\mathbf{f}[k]$ can be mapped bijectively to that of $\mathbf{F}$:

$$\mathcal{N}_r(\mathbf{f}[k]) \equiv \mathcal{N}_r(\mathbf{F}) \quad (4.3.64)$$

Finally, the left null space of $\mathbf{f}[k]$ equals that of $\mathbf{F}$:

$$\mathcal{N}_l(\mathbf{f}[k]) = \mathcal{N}_l(\mathbf{F}) \quad (4.3.65)$$

Because of these relations the dimensions of the spaces in the bijections are equal, e.g.:

$$\dim(\mathcal{L}_c(\mathbf{f}[k])) = \dim(\mathcal{L}(\{f_i[n]\}_{1 \leq i \leq M})) = \dim(\mathcal{L}(\mathcal{F})) = \dim(\mathcal{L}(\tilde{\mathbf{f}}))$$

$$= \dim(\mathcal{L}(\{\tilde{f}_i\}_{1 \leq i \leq M})) = \dim(\mathcal{R}_r(\mathbf{F})) = \dim(\mathcal{L}_c(\mathbf{f}[k]))$$

$$= \dim(\mathcal{L}(\{f[k]\}_{k \in T})) = \dim(\mathcal{R}_c(\mathbf{F})) = \text{rank}(\mathbf{F}) = \text{rank}(\mathbf{f}[k]).$$

(4.3.66)
4.3.6.2 Expressing sensor correlation function-valued vector and matrix in mixing matrix elements and source auto-correlation function-valued vector and matrix

Now, before moving on to the actual derivation of the system of equations, we will first express the function-valued sensor correlation vector \( r^x[k] \) in terms of the elements of the mixing matrix \( A \) and the function-valued source auto-correlation vector \( r^s[k] \). Then, we do something similar for the associated sensor correlation matrix. To start with, we use (4.3.3) to express \( r^x[k] \) in terms of \( A \) and \( r^s[k] \) as follows:

\[
\begin{bmatrix}
    r^x_{11}[k] \\
    r^x_{12}[k] \\
    r^x_{21}[k] \\
    r^x_{22}[k]
\end{bmatrix} =
\begin{bmatrix}
    a_1^1 a_1^1 \\
    a_2^1 a_1^2 \\
    a_1^2 a_1^2 \\
    a_2^2 a_2^2
\end{bmatrix} r^s_{11}[k] +
\begin{bmatrix}
    a_1^2 a_2^2
\end{bmatrix} r^s_{22}[k] =
\begin{bmatrix}
    a_1^1 a_1^1 a_1^2 a_1^2 \\
    a_1^1 a_2^2 a_2^2 a_2^2
\end{bmatrix} r^s_{11}[k] +
\begin{bmatrix}
    a_2^1 a_1^2 a_2^2 a_2^2
\end{bmatrix} r^s_{22}[k] \quad \forall \ k \in \Omega^x_k. \tag{4.3.67}
\]

We denote and define the second order Kronecker product with conjugation tuple \( c_2 = (c_1, c_2) = (\circ, \circ) \) of the \( j \)-th column \( a^j \) of \( A \) by:

\[
\tilde{a}^{j \circ_2} = \tilde{a}^{j \circ_2} \equiv \tilde{a}^j \otimes a^j = \begin{bmatrix} a_1^j a_1^j \\ a_2^j a_2^j \end{bmatrix} = \begin{bmatrix} a_1^1 a_1^2 \\ a_2^1 a_2^2 \end{bmatrix}, \quad j = 1, 2. \tag{4.3.68}
\]

Applying (A.9.4) in Section A.9 to the current scenario, we can express the second order real-valued Khatri-Rao product with conjugation tuple \( c_2 = (c_1, c_2) = (\circ, \circ) \) of \( A \), which is denoted by \( A^{c_2} \), as follows:

\[
A^{c_2} = A^{c_2} \equiv A^{\circ_2} \equiv \begin{bmatrix} \tilde{a}^{1 \circ_2} & \tilde{a}^{2 \circ_2} \end{bmatrix} = \begin{bmatrix} a_1^1 a_1^2 \\ a_2^1 a_2^2 \end{bmatrix} \otimes \begin{bmatrix} a_1^1 a_1^2 \\ a_2^1 a_2^2 \end{bmatrix}. \tag{4.3.69}
\]

Note that in analogy with Chapter 3 we may refer to \( \tilde{a}^{j \circ_2} \) and \( A^{c_2} \) as ‘array response vector’ and ‘array response matrix’ respectively. As is clear from this definition, the Khatri-Rao product is defined as a column-wise Kronecker product; for more details see Section A.9. Using these notational conventions, equation (4.3.67), i.e. the function-valued column vector equivalent of (4.3.3) and (4.3.45), becomes:

\[
r^x[k] = \sum_{j=1}^{2} \tilde{a}^{j \circ_2} r^s_{jj}[k] = A^{c_2} r^s[k] \quad \forall k \in \Omega^x_k. \tag{4.3.70}
\]

Note that in the same spirit as the derivation of (3.3.15) in Section 3.3.2, this result can be derived in an intuitive manner as follows:

\[
r^x[k] \triangleq \text{mom}(x[n], x[n - k]) \triangleq E \left\{ x[n] \otimes x[n - k] \right\}
= E \left\{ \sum_{j_1=1}^{2} \tilde{a}^{j_1} s_{j_1} [n] + \nu[n] \right\} \otimes \left( \sum_{j_1=1}^{2} \tilde{a}^{j_2} s_{j_2} [n - k] + \nu[n - k] \right).
\]
Using the bijective mapping between \( r^s[k] \) defined on \( \Omega_k^{s^\nu} \) on the one hand and \( C^s \) on the other hand, as well as the bijective mapping between \( r^s[k] \) defined on \( \Omega_k^{s^\nu} \) on the one hand and \( C^s \) on the other, these expressions can be written concisely as follows:

\[
C^s = A_2^s C^s. \tag{4.3.72}
\]

Equations (4.3.70)-(4.3.72) are natural and compact ways of representing the structure of the set of sensor correlation functions. For each lag \( k \), the vector \( r^s[k] \) is a linear combination of \( \hat{a}^{1,2} = a^1 \otimes a^1 \) and \( \hat{a}^{2,2} = a^2 \otimes a^2 \). The matrix \( A_2^s \) containing these vectors defines a linear transformation from \( \mathbb{R}_s[\Omega_k^{s^\nu}] \) to \( \mathbb{R}_{M_{s^2}}[\Omega_k^{s^\nu}] \), in particular from the function-valued source auto-correlation vector for a certain lag to a function-valued sensor correlation vector for the same lag value. It also defines a linear transformation from \( \mathbb{R}_S \) to \( \mathbb{R}_{M_{s^2}} \).

Clearly, all results in the previous paragraph can equally well be expressed in terms of their uniquiefied versions. Since in the remainder of this thesis we will mainly work with uniquiefied quantities, we briefly re-express the results above in terms of these quantities. To start with, the uniquiefied version of (4.67) is obtained by eliminating the third row yielding:

\[
\begin{bmatrix}
    r_{11}^s[k] \\
    r_{12}^s[k] \\
    r_{22}^s[k]
\end{bmatrix} = \begin{bmatrix}
    a_1^1 a_1^1 \\
    a_1^2 a_1^2 \\
    a_2^1 a_2^2 
\end{bmatrix} r_{11}^s[k] + \begin{bmatrix}
    a_1^2 a_1^2 \\
    a_1^2 a_1^2 \\
    a_2^2 a_2^2 
\end{bmatrix} r_{22}^s[k] = \begin{bmatrix}
    a_1^1 a_1^1 \\
    a_1^2 a_1^2 \\
    a_2^1 a_2^2 
\end{bmatrix} \begin{bmatrix}
    r_{11}^s[k] \\
    r_{22}^s[k]
\end{bmatrix} \quad \forall k \in \Omega_k^{s^\nu}. \tag{4.3.73}
\]

Denoting the uniquiefied version of \( \hat{a}^{j,2} \) in (4.68) by \( \hat{a}_d^{j,2} \), i.e.:

\[
\hat{a}_d^{j,s_d} = \hat{a}_d^{s_d,s_d} \triangleq \begin{bmatrix}
    a_1^1 a_1^1 \\
    a_1^2 a_1^2 \\
    a_2^1 a_2^2 
\end{bmatrix}, \quad j = 1, 2, \tag{4.3.74}
\]

we can express the uniquiefied version \( A_{2,s_d}^s \) of \( A_2^s \) defined in (4.69) as follows:

\[
A_{2,s_d}^s = A_{2,s_d}^s \triangleq \begin{bmatrix}
    a_1^1 a_1^1 \\
    a_1^2 a_1^2 \\
    a_2^1 a_2^2 
\end{bmatrix} \triangleq \begin{bmatrix}
    a_1^{1,2} \quad \hat{a}_d^{2,2}
\end{bmatrix} \triangleq \begin{bmatrix}
    a_1^1 a_1^1 \\
    a_1^2 a_1^2 \\
    a_2^1 a_2^2 
\end{bmatrix}. \tag{4.3.75}
\]

Note that \( \hat{a}_d^{j,2} \) is a subvector of the Kronecker product \( a^j \otimes a^j \) with conjugation tuple \( (o, o) \) that contains only those elements of the latter vector that are selected by the index pairs in \( T_{d,2} \), i.e. the unique elements. Likewise, \( A_{2,s_d}^s \) is a submatrix of the second order Khatri-Rao product \( A_2^s \) with conjugation tuple \( (o, o) \) that contains only those rows of the latter matrix that are selected by the index pairs in \( T_{d,2} \), i.e. the unique rows. Using these notational conventions, the uniquiefied versions of (4.70) and (4.72) become:

\[
\begin{bmatrix}
    r_u^s[k] = \sum_{j=1}^2 \hat{a}_d^{j,2} r_{jj}^s[k] = A_{2,s_d}^s r^s[k] \quad \forall k \in \Omega_k^{s^\nu}
\end{bmatrix}. \tag{4.3.76}
\]
and:

\[ C^x_u = A^2_{u,0} C^s \]  \hspace{1cm} (4.3.77)

respectively.

With these concepts in place we can once again derive the system of homogeneous polynomial equations in a way that enhances our insight and clearly shows the connections with conventional subspace methods. In fact, we have already done an important part of the job by defining a matrix that can serve naturally as the subspace matrix containing all relevant information in the proper way, viz. the matrix \( C^x \) or \( C^x_u \). In the sequel we will mainly work with \( C^x_u \) for reasons that we have explained earlier, but in virtually all equations and results \( C^x_u \) can by replaced by \( C^x \). We leave it to the reader to make this kind of translation if desired.

### 4.3.6.3 Dimensions of signal and source subspaces

Again we start our derivation by considering the dimension of the signal subspace. First note from (4.3.62) that the row range of the subspace matrix, which equals the linear span of the corresponding sensor correlation row vectors, i.e. the signal or sensor subspace, is mapped bijectively to the linear span of the associated function-valued column vector:

\[ \mathcal{R}_x (C^s_u) = \mathcal{L}(\tilde{K}_{a,2}^{x,2}) \equiv \mathcal{L}(\kappa_{a,2}^{x,2}) = \mathcal{L}_x(r_u^s[k]) , \]  \hspace{1cm} (4.3.78)

where \( \kappa_{a,2}^{x,2} \) is given by \( \kappa_{a,2}^{x,2} \) and \( \tilde{K}_{a,2}^{x,2} \) by \( \tilde{K}_{a,2}^{x,2} \). Likewise, according to (4.3.63) the column range of the subspace matrix is mapped bijectively to the linear span of the associated function-valued column vector:

\[ \mathcal{R}_c (C^s_u) = \mathcal{L}(\{r_u^s[k]\}_{k \in \Omega_\nu^u}) = \mathcal{L}_c(r_u^s[k]) . \]  \hspace{1cm} (4.3.79)

From linear algebra and (4.3.66) it follows that the dimensions of all these spaces are equal to each other and are given by the rank of the subspace matrix. Hence, the dimension of the signal subspace can be expressed in the following equivalent ways:

\[ d^x_s \triangleq \text{rank}(C^s_u) = \text{dim}(\mathcal{R}_x (C^s_u)) = \text{dim} \left( \mathcal{L}(\tilde{K}_{a,2}^{x,2}) \right) = \text{dim} \left( \mathcal{L}(K_{a,2}^{x,2}) \right) = \text{dim} \left( \mathcal{L}_x(r_u^s[k]) \right) = \text{rank}(r_u^s[k]) \]

\[ = \text{dim}(\mathcal{R}_c (C^s_u)) = \text{dim} \left( \mathcal{L}_c(r_u^s[k]) \right) = \text{rank}(C^s) = \text{rank}(r_u^s[k]) ; \]  \hspace{1cm} (4.3.80)

see also (4.3.17) and (4.4.49). Hence, naturally the dimension of the signal subspace equals the rank of the subspace matrix.

Similar to the treatment of the ranges and rank of the subspace matrix in the previous paragraph, we now consider the ranges and rank of the source auto-correlation matrix \( C^s \) defined in (4.3.61). To start with, the row range of \( C^s \), which equals the linear span of the corresponding source auto-correlation row vectors, i.e. the source subspace, is mapped bijectively to the linear span of the source auto-correlation functions:

\[ \mathcal{R}_x (C^s) = \mathcal{L}(\tilde{K}_2^{x,2}) \equiv \mathcal{L}(K_2^{x,2}) = \mathcal{L}_x(r^s[k]) . \]  \hspace{1cm} (4.3.81)

Likewise, the column range of \( C^s \) is mapped bijectively to the linear span of the associated function-valued column vector:

\[ \mathcal{R}_c (C^s) = \mathcal{L}(\{r^s[k]\}_{k \in \Omega_\nu^u}) = \mathcal{L}_c(r^s[k]) . \]  \hspace{1cm} (4.3.82)
Again, the dimensions of all these spaces are equal to each other and are given by the rank of the source auto-correlation matrix. Hence, the dimension of the ‘source subspace’ can be expressed in the following equivalent ways:

\[ d_2^{\xi,2} = \text{rank}(C^s) = \dim \left( \mathcal{R}_2 (C^s) \right) = \dim \left( \mathcal{L}(\tilde{K}_2^{s,2}) \right) = \dim \left( \mathcal{L}(K_2^{s,2}) \right) \]

\[ = \dim \left( \mathcal{L}_c (r^*[k]) \right) = \dim \left( \mathcal{R}_c (C^s) \right) = \dim \left( \mathcal{L}_c (r^*[k]) \right) = \text{rank} \left( r^*[k] \right); \quad (4.3.83) \]

see also (4.3.18) and (4.3.50). Hence, naturally the dimension of the source subspace equals the rank of the source auto-correlation matrix. The matrix equivalent of assumption AS2 on page 138, which states that the source auto-correlation functions and row vectors respectively are linearly independent, is given by:

\[ \overline{\xi} C^s = 0^N \implies \overline{\xi} = \begin{bmatrix} \xi^1 & \xi^2 \end{bmatrix} = \begin{bmatrix} 0 & 0 \end{bmatrix}. \quad (4.3.84) \]

Hence, from this property it follows again that \( d_2^{\xi,2} = \text{rank}(C^s) = S = 2 \), i.e. \( C^s \in \mathbb{R}^N_2 \) has full rank.

As we will see in the sequel, essentially our subspace approach to MIBI is based on the fact that we can compute or estimate the (properties of the) various subspaces of the unknown matrix \( A_{\alpha,0}^2 \) from the known matrix \( C_0^2 \). As we have also seen in Chapter 3, this is a major theme in all subspace-based methods. We start our exposition by showing how the signal subspace dimension \( d_2^{s,2} \) depends on the mixing matrix and the source signal properties. From (4.3.77) and linear algebra [115, 150] it follows that:

\[ \text{rank}(C_0^2) \leq \min(\text{rank}(A_{\alpha,0}^2), \text{rank}(C^s)), \]

which again implies relation (4.3.19) between \( d_2^{s,2} \) and \( d_2^{\xi,2} \):

\[ d_2^{s,2} = \text{rank}(C_0^2) \leq \text{rank}(C^s) = d_2^{\xi,2} = S = 2. \quad (4.3.86) \]

Similar results are obtained when using (4.3.72) instead of (4.3.77). Equations (4.3.77) and (4.3.85) show that the dimension \( d_2^{s,2} \) of the signal subspace is determined on the one hand by the matrix \( A_{\alpha,0}^2 \), which depends on the mixing matrix \( A \) only, and the dimension \( d_2^{\alpha,2} \) of the source subspace on the other. For the current simple scenario with \( A \in \mathbb{R}^2_2 \), it can easily be proven that \( \text{rank}(A_{\alpha,0}^2) = \text{rank}(A^2) = \text{rank}(A) \). Hence:

\[ \text{rank}(A_{\alpha,0}^2) = \dim \left( \mathcal{L} \left( \{ \alpha_{\alpha,0}^{1,2}, \alpha_{\alpha,0}^{2,2} \} \right) \right) = \text{rank}(A) \leq 2 \quad \text{for} \quad A \in \mathbb{R}^2_2. \quad (4.3.87) \]

In general, for more complicated scenarios the rank of the involved Khatri-Rao product is related to \( A \) in a much more complicated manner [61, 95, 141, 141, 181]. Since the rank of such a product is of paramount importance for the work in this thesis we will study this topic in more detail later on. Now, from linear algebra it is known that the rank of a matrix is unchanged upon either left or right multiplication by a nonsingular matrix [115]. Hence, since \( C^s \) has full rank it follows immediately from (4.3.77) that (4.3.86) can be specialized further to:

\[ d_2^{s,2} = \text{rank}(C_0^2) = \text{rank}(A_{\alpha,0}^2) C^s = \text{rank}(A_{\alpha,0}^2), \]

i.e. \( d_2^{s,2} \) equals the rank of the linear transformation defined by \( A_{\alpha,0}^2 \) in (4.3.75), which in turn equals the dimension of the linear space spanned by the vectors \( \alpha_{\alpha,0}^{1,2} \) and \( \alpha_{\alpha,0}^{2,2} \) defined in (4.3.74). Summarizing, we have specialized (4.3.85) to the following result:

\[ d_2^{s,2} = \text{rank}(C_0^2) = \text{rank}(A_{\alpha,0}^2) \quad \equiv \quad d_2^{\alpha,2} = \text{rank}(C^s) = \text{rank}(A^2). \quad (4.3.89) \]

As will be illustrated in later chapters, a similar relation also holds for more complicated scenarios. This explains the importance of studying the rank of a Khatri-Rao product.
4.3 Formulating MIBI as system of homogeneous polynomial equations

4.3.6.4 Linear dependence of subspace matrix rows

Once again we have arrived at quite an essential part of our derivation. Since the number
$M x, 2 u x, 2$ of rows of the subspace matrix $C x, u x, 2 a x, 2$ in (4.3.60), which is given by
$M x, 2$, is larger than the rank of $C x, u x, 2 a x, 2$, i.e. the dimension of the signal subspace, we obtain the following equivalent
of (4.3.21) and (4.3.52):

$$\# \text{rows} \{ C x, u \} > \text{rank}(C x, u) , \quad (4.3.90)$$

where $\# \text{rows} \{ \cdot \}$ denotes the ‘number of rows’ operator. Hence, now we must conclude that
the rows (and columns) of the subspace matrix $C x, u$ are linearly dependent,
which implies
$C x, u$ must have a non-zero left null space $N_l(C x, u)$. In other words, there exists a matrix
$\Phi \in \mathbb{R}^{M x, 2}$ with $Q$ linearly independent rows such that (see Definition C.2.4):

$$\Phi C x, u = 0 \quad (4.3.91)$$

The dimension $Q$ of the left null space $N_l(C x, u)$ is given by the difference between the number
of rows of $C x, u$ and its rank (see the box at the bottom of page 449), which is precisely equal
to the number $Q$ derived in (4.3.24) and (4.3.54):

$$Q = \text{dim}(N_l(C x, u)) = \# \text{rows}(C x, u) - \text{rank}(C x, u) = M x, 2 - d x, 2 . \quad (4.3.92)$$

Hence, in the same way as $Q$ is given by the difference between the left and right hand sides
of (4.3.21) and similarly for (4.3.52), it is also given by the difference between the left
and right hand sides of (4.3.90). Equation (4.3.91) is the matrix-vector equivalent of (4.3.22),
(4.3.25), (4.3.53), and (4.3.55). In fact, defining the row vectors:

$$\varphi_q \triangleq \left[ \varphi_q^{11} \varphi_q^{12} \varphi_q^{22} \right] \in \mathbb{R}^{M x, 2} \quad \forall q \in Q , \quad (4.3.93)$$

and stacking them in the matrix $\Phi$ as follows:

$$\Phi \triangleq \left[ \varphi_q \right] = \left[ \begin{array}{ccc}
\varphi_1^{11} & \varphi_1^{12} & \varphi_1^{22} \\
\vdots & \vdots & \vdots \\
\varphi_Q^{11} & \varphi_Q^{12} & \varphi_Q^{22}
\end{array} \right] \in \mathbb{R}^{M x, 2} , \quad (4.3.94)$$

this equivalence is clear immediately. For example, the $q$-th row of $\Phi C x, u$ in (4.3.91) is given
by $\varphi_q C x, u$, which equals the left hand side of (4.3.53) and (4.3.55). Clearly, all rows $\{ \varphi_q \}_{q \in Q}$
belong to the left null space of $C x, u$, i.e.:

$$\varphi_q \in N_l(C x, u) = N_l(r_x[k]) \quad \forall q \in Q . \quad (4.3.95)$$

In order to obtain a system of equations with as many linearly independent equations as possible,
the vectors in the set $\{ \varphi_q \}_{q \in Q}$ should be chosen such that they span $N_l(C x, u)$ completely.
For a matrix $\Phi$ that contains such as set of rows, we write symbolically (see page xxi):

$$\Phi \triangleq N_l(C x, u) = N_l(r_x[k]) \cong (R c(C x, u))^\perp . \quad (4.3.96)$$

The indicated isomorphism follows from property FSP1 on page 450, which states that the
left null space of a matrix is isomorphic to the orthogonal complement of its column space.
4.3.6.5 Deriving the system of equations by exploiting nonsingularity of source auto-correlation matrix

Similarly to the previous sections, the next main part of our argument leading to the desired system of equations amounts to combining (4.3.77) and (4.3.91), and exploiting assumption AS2 which implies that the source auto-correlation matrix $C^s$ has full rank. Expressing (4.3.91) in terms of $C^s$ and the uniquiefied Khatri-Rao product matrix $A_{u,\circ}^2$ by substituting (4.3.77) yields:

$$
\Phi C^s u = \Phi A_{u,\circ}^2 \tilde{\alpha}^j_{\circ} = 0^N_2, \quad j = 1, 2,
$$

(4.3.97)

Because $C^s$ has full rank due to assumption AS2, its pseudo-inverse $(C^s)^\dagger = (C^s)^T (C^s (C^s)^T)^{-1}$ exists. Hence, we can multiply both sides (4.3.97) from the right by $(C^s)^\dagger$ in order to obtain the following system of equations:

$$
\Phi A_{u,\circ}^2 \tilde{\alpha}^j_{\circ} = 0^2_2 \equiv \Phi \tilde{\alpha}^j_{\circ} = 0, \quad j = 1, 2,
$$

(4.3.98)

which equals the system in (4.3.30). Hence, again from this point on the derivation of the system of homogeneous polynomial equations is exactly the same as that in Section 4.3.4 from (4.3.30) on.

4.3.6.6 Concise enlightening derivation of system from subspace matrix

An alternative and enlightening derivation in the same spirit as the derivations given in Sections 3.2.1.4 and 3.3.4 of Chapter 3 follows immediately from (4.3.77). Firstly, we prove that $C^s u$ and $A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}$ have the same column spaces and thus also the same left null spaces. Then we use these properties to obtain the system of homogeneous polynomial equations in a very concise manner. We start by showing that the column range of the subspace matrix $C^s u$, i.e. the (uniquiefied) signal subspace, equals the column range of the (uniquiefied) second order Khatri-Rao product $A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}$ of the mixing matrix $A$, i.e. the linear span of the (uniquiefied) array response vectors, whenever the source auto-correlation matrix $C^s$ has full rank (which is the case in our problem definition). For reference purposes, we summarize this important result explicitly in the following theorem.

**Theorem 4.3.1.** Column range of $C^s u$ equals column range of $A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}$.

If the source auto-correlation matrix $C^s$ has full rank, then the column range of the subspace matrix $C^s u$ equals the column range of the second order Khatri-Rao product $A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}$ of the mixing matrix $A$:

$$
\mathcal{R}_c (C^s u) = \mathcal{L}_c (\tilde{\alpha}^j_{\circ} u) = \mathcal{R}_c (A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}).
$$

(4.3.99)

**Proof.** We prove this assertion using (4.3.77). From this equation it follows directly that

$$
\mathcal{R}_c (C^s u) \subseteq \mathcal{R}_c (A_{u,\circ}^2 \tilde{\alpha}^j_{\circ}).
$$

In addition, multiplying both sides of (4.3.77) from the right by $(C^s)^\dagger$ yields the equality $A_{u,\circ}^2 = C^s (C^s)^\dagger$, which implies that:

$$
\mathcal{R}_c (A_{u,\circ}^2) \subseteq \mathcal{R}_c (C^s).
$$

These two equations immediately imply (4.3.99).
4.3 Formulating MIBI as system of homogeneous polynomial equations

Corollary 4.3.2. Left null space of \( C_u^* \) equals left null space of \( A_{u,o}^2 \).
Under the assumption(s) of Theorem 4.3.1 the left null space of \( C_u^* \) equals the left null space of \( A_{u,o}^2 \):

\[
\mathcal{N}(C_u^*) = \mathcal{N}(r_u^*[k]) = \mathcal{N}(A_{u,o}^2).
\] (4.3.100)

Proof. Applying property FSP1 on page 450 to both sides of (4.3.99) immediately proves the assertion.

As we alluded to earlier, our subspace approach to MIBI is based on the fact that we can compute/estimate the various subspaces of the unknown generalized array response matrix \( A_{u,o}^2 \) containing the generalized array response vectors from the known subspace matrix \( C_u^* \). We will now demonstrate that we can directly derive the system of homogeneous polynomial equations by using Corollary 4.3.2 together with the trivial property that the left null space of any matrix is orthogonal to the column range of the same matrix. Firstly, Corollary 4.3.2 implies that the left null space \( \mathcal{N}(A_{u,o}^2) \) of the unknown matrix \( A_{u,o}^2 \) equals the left null space \( \mathcal{N}(C_u^*) \) of the known matrix \( C_u^* \), and thus can be computed from the subspace matrix. Secondly, applying the triviality to \( A_{u,o}^2 \) yields:

\[
\mathcal{N}(A_{u,o}^2) \perp \mathcal{R}(A_{u,o}^2) \quad \overset{(4.3.100)}{\Rightarrow} \quad \mathcal{N}(C_u^*) \perp \mathcal{R}(A_{u,o}^2).
\] (4.3.101)

Now realizing that the columns of \( A_{u,o}^2 \), i.e. the (uniquified) generalized array response vectors, form a basis for \( \mathcal{R}(A_{u,o}^2) \), and defining the matrix \( \Phi \) such that its rows form a basis for \( \mathcal{N}(C_u^*) \), it finally follows that:

\[
\Phi A_{u,o}^2 = 0_{\Phi^\dagger},
\] (4.3.102)

which equals the systems in (4.3.30) and (4.3.98). Hence, once more from this point on the derivation of the system of homogeneous polynomial equations is exactly the same as that in Section 4.3.4 from (4.3.30) on.

The few steps outlined in the previous paragraph clearly reflect and constitute the essence of our subspace approach to MIBI. It is important to note that this concise derivation of the system of equations is possible by virtue of the fact that we have imposed a fixed order on the set of sensor correlation row vectors by stacking them in the chosen order on top of each other in the subspace matrix. We could have given similar concise derivations for the functional and row vector formulations in Sections 4.3.4 and 4.3.5 by also imposing a fixed order on the set of sensor correlation functions and sensor correlation row vectors respectively, and defining and employing appropriate concepts of left null spaces. We leave these insightful derivations to the reader. Finally we remark that the order in which the sensor correlation row vectors are stacked on top of each other in the subspace matrix is not important because for a different order a completely equivalent system can be derived and completely equivalent conclusions can be drawn. The same remark applies to the order in which the elements of the function-valued vectors \( r^f[k] \) and \( r^s[k] \) in (4.3.57) are stacked. Obviously, if we would choose a different order, the transformation matrix from \( C^* \) to \( C_u^* \), or equivalently from \( r^s[k] \) to \( r_u^*[k] \), would be different from the one in (4.3.75) in that its columns and/or rows would be ordered differently. Finally we note that in the derivation above we could have used \( r_u^*[k] \) instead of \( C_u^* \) because of the bijective mapping defined between them.
In the same spirit as explained at the end of Section 4.3.4, we still obtain a valid system of equations if the matrix $\Phi$ is replaced by a matrix containing arbitrary (linearly independent) linear combinations of its rows. More specifically, let $\Upsilon \triangleq [\alpha_q^p] \in \mathbb{C}_{pQ}$ be any full rank matrix. Then, the rows in (4.3.93) may be replaced by the following linear combinations:

$$ \tilde{\varphi}_q \triangleq \sum_{p \in Q} \alpha_q^p \varphi_p \quad \forall p \in Q, \quad (4.3.103) $$

or, equivalently, the matrix $\Phi$ may be replaced by $\Phi$ left-multiplied by $\Upsilon$:

$$ \Psi \triangleq \Upsilon \Phi. $$

Clearly, also if rank-deficient linear transformations are considered the obtained system of equations is still valid, but in this case it is not equivalent to the original system any more because information is lost. If it is required that the transformed system has the same solutions as the original one, then $\Psi$ must satisfy (see (4.3.96)):

$$ \Psi \simeq \mathcal{N}_1(C_u^q) = \mathcal{N}_1(\Gamma_u^q[k]) \oplus \mathcal{R}_c(C_u^q)^\perp, $$

i.e. its rows must span the left null space of $C_u^q$, which equals that of $r_u^q[k]$.

### 4.3.6.7 Writing the system of equations in matrix-vector notation

We conclude this section by writing the system of equations $\{f_q(z) = 0\}_{q \in Q}$ that we have derived in various ways in the last three sections in matrix-vector notation. First note that using (4.3.93) each function $f_q(z)$ in (4.3.31) can we written as follows:

$$ f_q(z) \triangleq \sum_{(i_1, i_2) \in \mathcal{I}_{2Q}^2} \varphi_q^{i_1i_2} z_{i_1} z_{i_2} = \tilde{\varphi}_q \bar{z}_u^2 = \tilde{\varphi}_q w_u^2(z) \quad \forall z \in \mathbb{C}_2, \quad \forall q \in Q, \quad (4.3.104) $$

where:

$$ \bar{z}_u^2 \equiv w_u^2(z) \triangleq \begin{bmatrix} z_1 z_1 \\ z_1 z_2 \\ z_2 z_2 \end{bmatrix}. \quad (4.3.105) $$

Compare this definition with (4.3.74). Defining the column vector $f(z)$ containing the functions $\{f_q(z)\}_{q \in Q}$ as:

$$ f(z) \triangleq \begin{bmatrix} f_1(z) \\ \vdots \\ f_Q(z) \end{bmatrix} = \begin{bmatrix} f_1(z_1, z_2) \\ \vdots \\ f_Q(z_1, z_2) \end{bmatrix}, \quad (4.3.106) $$

system (4.3.33) can finally be written in the following manner:

$$ f(z) = \Phi \bar{z}_u^2 = \Phi w_u^2(z) = 0_Q. \quad (4.3.107) $$

From this equation and (4.3.96) it follows that the problem of solving the system $f(z) = 0$ is equivalent to finding all solutions for $z$ such that the structured vector $\bar{z}_u^2$, which is a function $w_u^2(z)$ of $z$ and has the same structure as the columns of $A_{u,o}^{2 \times 2}$, belongs to the orthogonal complement of the left null space $\mathcal{N}_1(A_{u,o}^{2 \times 2})$ of $A_{u,o}^{2 \times 2}$ that can be computed from the known matrix $C_u^{2 \times 2}$ because $\mathcal{N}_1(A_{u,o}^{2 \times 2})$ equals $\mathcal{N}_1(C_u^{2 \times 2})$. Equivalently, $\bar{z}_u^2$ belongs to the column range $\mathcal{R}_c(A_{u,o}^{2 \times 2})$ of $A_{u,o}^{2 \times 2}$.
4.3 Formulating MIBI as system of homogeneous polynomial equations

In order to keep a clear understanding of the results obtained so far in this chapter, we summarize them in high-level algorithmic form in Alg. 4.2.

Algorithm 4.2 Overview of results obtained so far.

1: Compute/estimate the sensor correlation functions for several ‘noise-free’ lags;
2: Arrange these values in a subspace matrix $C^x$ or its uniquiefied version $C^x_u$;
3: Compute a matrix $\Phi$ whose rows $\{\tilde{\phi}_q\}_{q \in Q}$ have the form
   \[ \tilde{\phi}_q^q = \begin{bmatrix} \phi_{11}^q & \phi_{12}^q & \phi_{22}^q \end{bmatrix} \]
   and span the left null space $N_l(C^x_u)$ of $C^x_u$, which equals that of $r^x_u[k]$:
   \[ \Phi \doteq N_l(C^x_u) = N_l(r^x_u[k]) \doteq (R_c(C^x_u))^\perp; \]
4: With each row associate a homogeneous polynomial function of degree two:
   \[ f_q(z_1, z_2) \doteq \phi_{11}^q z_1 z_1 + \phi_{12}^q z_1 z_2 + \phi_{22}^q z_2 z_2 \quad \forall z_1, z_2 \in \mathbb{C}, \quad \forall q \in Q; \]
5: The following system remains to be solved for the columns of the mixing matrix:
   \[ \{f_q(z_1, z_2) = 0\}_{q \in Q} \equiv f(z) = \Phi \bar{z}^2_u = 0_Q. \quad (4.3.108) \]

4.3.7 Indexing schemes and ordering

In the previous section, we have encountered several vectors, vector-like quantities, and matrices, whose elements are indexed by index pairs, and have their elements arranged in some arbitrarily chosen fixed order. For example, the order in which the elements of vectors like $r^x[k]$ and $a^2$ defined in (4.3.57) and (4.3.68) respectively, and the rows of matrices like $C^x$ and $A^x_2$ defined in (4.3.59) and (4.3.69) respectively are arranged is prescribed by the order in which the elements of the index set $I_{22}^2$ defined in (4.3.4) are listed, viz. (1, 1), (1, 2), (2, 1), (2, 2); in other words, we consider $I_{22}^2$ as being an ordered set. Likewise, as to the uniquiefied versions of these quantities, the order in which the elements of vectors like $r^x_u[k]$ and $\tilde{a}^2_u$ defined in (4.3.57) and (4.3.74) respectively, and the rows of matrices like $C^x_u$ and $A^x_u_2$ defined in (4.3.60) and (4.3.75) respectively are arranged is prescribed in the same manner by the ‘ordered index set’ $I_{22}^2$ defined in (4.3.6), viz. (1, 1), (1, 2), (2, 2). As we have remarked in Section 4.3.6.6, the concise derivation of the system of equations given there was possible by virtue of the fact that we had imposed a fixed order on the rows of the subspace matrix, and we could have done the same for the functional and row vector formulations of Sections 4.3.4 and 4.3.5 respectively. For this and other reasons, it is important to explain clearly how the indexed elements of the type of quantity referred to above can be accessed. Note that the indexing by pairs as exhibited in the examples above is not restricted to the ‘row direction’, but may also be used in the ‘column direction’. Examples of quantities with such column indexing by pairs are row vectors like $\tilde{\phi}_q$ defined in (4.3.93) and matrices like $\Phi$ defined in (4.3.94).

Accessing the elements of quantities whose elements are indexed by index pairs, and have their elements arranged in a fixed order, essentially can be done in two different logical and consistent manners. Firstly, in accordance with our main notational conventions outlined in Appendix A we can use a single sub- or superscript index to denote an element of a column-
or row-like vector respectively. In order to highlight and denote the fact that a certain quantity has elements that are indexed by index pairs and are arranged in some fixed order, we write the sub- or superscript index outside square brackets. For example, the third elements of $r^r[k]$ and $r^u[k]$ defined in (4.3.57) are accessed and denoted by $[r^r[k]]_3 = r^r_{21}[k]$ and $[r^u[k]]_3 = r^u_{21}[k]$ respectively. The third elements of $\tilde{a}^i,j$ and $\tilde{a}^u,2$ defined in (4.3.68) and (4.3.74) respectively are denoted by $[\tilde{a}^i,j]_3 = a^i,3_a^1$ and $[\tilde{a}^u,2]_3 = a^u,2_a^2$ respectively, the second and third elements of $w^g_2(z)$ defined in (4.3.105) are denoted by $[w^g_2(z)]_2 = z_1 z_2$ and $[w^g_2(z)]_3 = z_2 z_2$ respectively, and so on.

Secondly, we can directly use the index pairs. For example, this convention the third elements of $r^r[k]$ and $r^u[k]$ are denoted by $[r^r[k]]_{21} = r^r_{21}[k]$ and $[r^u[k]]_{22} = r^u_{22}[k]$ respectively, the third elements of $\tilde{a}^i,j$ and $\tilde{a}^u,2$ by $[\tilde{a}^i,j]_{21} = a^i,2_a^1$ and $[\tilde{a}^u,2]_{22} = a^u,2_a^2$ respectively, the second and third elements of $w^g_2(z)$ by $[w^g_2(z)]_{12} = z_1 z_2$ and $[w^g_2(z)]_{22} = z_2 z_2$ respectively, and so on. This notation is logical and consistent in view of the way the elements of the involved quantities are indexed and/or constructed, but not in view of the ‘indexing one dimension by one index’ convention discussed in Section A.1.

In the sequel, we will encounter situations in which it is convenient and desirable to use both accessing methods. It will be clear from the context which method is most suitable for a particular situation. However, since both methods are logically consistent it is always possible to use both methods. We can make the logical consistence more evident by explicitly defining a one-to-one mapping between the $p$-th element of a quantity and the index pair $(i_1, i_2)_p$ of the corresponding element. For example, if the index set $Z^2_2$ is considered to be ordered and used for indexing quantities in its prescribed order $(1, 1), (1, 2), (2, 1), (2, 2)$, this mapping is given by:

$$
\begin{align*}
1 & \longleftrightarrow (i_1, i_2)_1 = (1, 1) ; \\
2 & \longleftrightarrow (i_1, i_2)_2 = (1, 2) ; \\
3 & \longleftrightarrow (i_1, i_2)_3 = (2, 1) ; \\
4 & \longleftrightarrow (i_1, i_2)_4 = (2, 2) .
\end{align*}
$$

Similarly, if index set $Z^2_3$ is considered to be ordered and used for indexing quantities in its prescribed order $(1, 1), (1, 2), (2, 2)$, the mapping is given by:

$$
\begin{align*}
1 & \longleftrightarrow (i_1, i_2)_1 = (1, 1) ; \\
2 & \longleftrightarrow (i_1, i_2)_2 = (1, 2) ; \\
3 & \longleftrightarrow (i_1, i_2)_3 = (2, 2) .
\end{align*}
$$

Employing these mappings, the examples given above become:

$$
\begin{align*}
[r^r[k]]_3 &= [r^r[k]]_{(i_1, i_2)_3} = [r^r[k]]_{21} = r^r_{21}[k] ; \\
[r^u[k]]_3 &= [r^u[k]]_{(i_1, i_2)_3} = [r^u[k]]_{22} = r^u_{22}[k] ; \\
[\tilde{a}^i,j]_3 &= [\tilde{a}^i,j]_{(i_1, i_2)_3} = [\tilde{a}^i,j]_{21} = a^i,2_a^1 ; \\
[\tilde{a}^u,2]_3 &= [\tilde{a}^u,2]_{(i_1, i_2)_3} = [\tilde{a}^u,2]_{22} = a^u,2_a^2 .
\end{align*}
$$

The notation $i_{p,q}$ will be used for accessing the $p$-th index of a numbered index pair $(i_1, i_2)_q$. Hence, $(i_1, i_2)_q$ can also be written as $(i_{i_1}, i_{i_2}, q)$. For example, in the first example of (4.3.111), $(i_{1,3}, i_{2,3}) = (2, 1)$, i.e. $i_{1,3} = 2$ and $i_{2,3} = 1$. 

\[i_{1,3} = 2; i_{2,3} = 1\]
Finally, we discuss an important convention regarding the indexing of elements of certain
types of vectors. In the sequel we will also encounter situations in which it is convenient
and desirable to index the elements of a ‘plain vector’, i.e. a vector whose elements would
be indexed by a single index according to our standard notational convention, by index pairs
according to some chosen fixed order as explained in the previous paragraphs. For example,
consider the $p$-th column vector $u^p \in \mathbb{R}_3$ in the Singular Value Decomposition of
the function-valued sensor correlation vector $r^p_q[k]$ discussed in Theorem 4.3.3 of the next
section:

$$
\begin{align*}
    r^p_q[k] & \equiv \begin{bmatrix} r^p_{q,1}[k] \\ r^p_{q,2}[k] \\ r^p_{q,3}[k] \end{bmatrix}_{\text{SVD}} \\
    & = \sum_{p=1}^{P} \sigma_p u^p v_p[k] = \sum_{p=1}^{P} \sigma_p \begin{bmatrix} u^p_1 \\ u^p_2 \\ u^p_3 \end{bmatrix} v_p[k] \\
    & \forall k \in \Omega^q_{k}. 
\end{align*}
$$

As is clear intuitively and will be demonstrated later on, on several occasions it is desirable
to write a vector like $u^p$ as $u^p \equiv [u^p_1, u^p_2, u^p_3]^T$ by identifying $u^p_1$ with $u^{p_1}$, $u^p_2$ with $u^{p_2}$,
and $u^p_3$ with $u^{p_3}$ respectively, where we have used one-to-one mapping (4.3.110) between the
numbers 1, 2 and 3 on the one hand, and the index pairs $(i_1, i_2)_1$, $(i_1, i_2)_2$ and $(i_1, i_2)_3$ on
the other hand:

$$
\begin{align*}
    u^p = \begin{bmatrix} u^p_1 \\ u^p_2 \\ u^p_3 \end{bmatrix} & \equiv \begin{bmatrix} u^p_{(i_1,i_2)_1} \\ u^p_{(i_1,i_2)_2} \\ u^p_{(i_1,i_2)_3} \end{bmatrix} = \begin{bmatrix} u^{p_1} \\ u^{p_2} \\ u^{p_3} \end{bmatrix} \\
    & = \sum_{p=1}^{P} \sigma_p u^p_{(i_1,i_2)_q} v_p[k] = \sum_{p=1}^{P} \sigma_p u^{p}_{(i_1,i_2)_q} v_p[k] \\
    & \forall k \in \Omega^q_{k}. 
\end{align*}
$$

Now we can already demonstrate why the kind of notation discussed in this paragraph may
be convenient and desirable. Consider the different possible expressions for the $q$-th element
of the Singular Value Decomposition of $r^p_q[k]$ in (4.3.112):

$$
\left[ r^p_q[k] \right]_q = r^p_{(i_1,i_2)_q}[k] = r^p_{i_1,q,i_2,q}[k] = \sum_{p=1}^{P} \sigma_p u^p_q v_p[k]
$$

$$
= \sum_{p=1}^{P} \sigma_p u^p_{(i_1,i_2)_q} v_p[k] = \sum_{p=1}^{P} \sigma_p u^{p}_{(i_1,i_2)_q} v_p[k] \\
\forall k \in \Omega^q_{k}.
$$

It is clear that a very natural and insightful expression for the $(i_1, i_2)$-th sensor correlation
function is given by:

$$
\begin{align*}
    r^p_{i_1,i_2}[k] & = \sum_{p=1}^{P} \sigma_p u^p_{i_1,i_2} v_p[k] \\
    & \forall k \in \Omega^q_{k}.
\end{align*}
$$

Note that $u^p_{i_1,i_2}$ can be seen as an element of a holor and that choosing a particular ‘distribution’
of sub- and superscripts can be seen as a particular manner for slicing the holor. Since
both indices $i_1$ and $i_2$ of $u^p_{i_1,i_2}$ are in the subscript position, it is clear that $u^p_{i_1,i_2}$ can also be
seen as an element of a column vector. Another advantage of our notation becomes clear
when computing inner products. For example, consider the following inner product between
two vectors $u^m, u^n \in \mathbb{R}_3$ of the type given in (4.3.113):

$$
\langle u^m, u^n \rangle_q \equiv \sum_{q=1}^{3} u^m_{q} u^n_{q} = \sum_{q=1}^{3} u^m_{(i_1,i_2)_q} u^n_{(i_1,i_2)_q} = \sum_{(i_1,i_2) \in \mathbb{Z}_3^2} u^m_{i_1,i_2} u^n_{i_1,i_2},
$$

where the employed inner product function $\langle \cdot, \cdot \rangle_q$ is defined in Eq. (D.2.3) of Section D.2.
Given the structure of the considered vectors, the latter expression is the most natural and
insightful one. As a final example, the \( q \)-th equation in the system \( \Phi C^x = 0 \) given in (4.3.91) can be written as follows:

\[
\tilde{\varphi}_q C^x p = \sum_{p=1}^{3} \tilde{\varphi}_q C^x p = \sum_{p=1}^{3} \varphi(i_1,i_2) p r_{(i_1,i_2)} = 0.
\]

Again, the latter expression is the most natural and insightful one.

We conclude this section by remarking that the desirability and use of the different accessing and indexing schemes discussed above will always be clear from the context. Given a certain scenario, we will often use the most natural and intuitive notation.

### 4.3.8 Using the SVD to find proper coefficients of the polynomials

In the previous sections we have projected the MIBI problem onto the problem of solving a system of 2-homogeneous polynomial equations for the columns of the mixing matrix \( A \).

We have also remarked there that the coefficients of the polynomial equations can be considered as known because they can be deduced from the sensor correlation functions by means of the Singular Value Decomposition (SVD). The procedure for doing this is explained in this section and amounts to performing a subspace decomposition that is similar to that performed by conventional subspace methods; see also Chapter 3. Although it is not common in the literature, along with the standard matrix formulation of the SVD theorem \([72, 115]\), here we also provide a formulation in functional notation. We do so because in our opinion the functional formulation provides more insight and more clearly illustrates the true functional nature of the problem. As is shown in Appendix D, the matrix and functional SVD’s are related bijectively. In fact, the matrix formulation can be seen as a kind of implementation of the functional notation. In the sequel of this section, both the ‘functional SVD’ of \( r_{(k)} \) and the equivalent ‘standard matrix SVD’ of \( C_{(k)} \) are used to obtain a proper set \( \Phi \) (4.3.26) containing a set of coefficients for each equation in the system, or equivalently the matrix \( \Phi \) (4.3.94) containing a row for each equation. In Section 4.3.6, in particular Sections 4.3.6.4 and 4.3.6.6, we have seen that the rows \( \{ \tilde{\varphi}_q \}_{q \in Q} \) of \( \Phi \) belong to the left null space \( N( r_{(k)} ) = N( C_{(k)} ) \) of \( r_{(k)} \) and \( C_{(k)} \), which can be determined directly from the SVD of \( r_{(k)} \) or \( C_{(k)} \) by choosing and transposing the left singular vectors that correspond to zero singular values [115]. Hence, in principle it is sufficient to determine this left null space. However, for the sake of insight and because we will also use another fundamental subspace of \( r_{(k)} \) and \( C_{(k)} \) later on in this chapter (in Section 4.6, where the MIBI problem is projected onto a multi-matrix generalized eigenvalue problem that is complementary to the current projection onto the system of homogeneous polynomial equations), we will discuss the fully fledged Singular Value Decomposition here. We start by formulating the functional SVD and then present the standard matrix SVD.

#### 4.3.8.1 Functional SVD of function-valued sensor correlation vector \( r_{(k)} \)

The following theorem presents the functional singular value decomposition\(^1\) of the function-valued vector \( r_{(k)} \) understood to be defined on \( \Omega_k \):
Theorem 4.3.3. SVD of function-valued sensor correlation vector.
Let \( r_u^p[k] \in \mathbb{R}^{M_{u,2}^x \times |\Omega_k^{\nu}|} \) be a (uniquified) real- and function-valued sensor correlation vector with rank \( d_{u,2}^x \triangleq \text{rank}(r_u^p[k]) \), number of elements \( M_{u,2}^x \triangleq |\Omega_k^{\nu}| \) and ROS \( \Omega_k^{\nu} \) with cardinality \( N \triangleq |\Omega_k^{\nu}| \). Then, there exist real-valued positive constants \( \sigma_p \in \mathbb{R} \) for \( 1 \leq p \leq P \), column vectors \( u^p \in \mathbb{R}^{M_{u,2}^x} \) for \( 1 \leq p \leq M_{u,2}^x \) and functions \( v_p[k] \in \mathbb{R}[\Omega_k^{\nu}] \) for \( 1 \leq p \leq N \), such that \( r_u^p[k] \) can be decomposed as follows:

\[
\mathbf{r}_u^p[k] = \sum_{p=1}^{P} \sigma_p \mathbf{u}^p v_p[k] \quad \forall \, k \in \Omega_k^{\nu},
\]

where:

- \( P = \min(M_{u,2}^x, N) \);
- \( \langle u^m, u^n \rangle_v = \delta_{mn} \quad \forall \, 1 \leq m, n \leq M_{u,2}^x \);
- \( \langle v_m[k], v_n[k] \rangle_f = \delta_{mn} \quad \forall \, 1 \leq m, n \leq N \);
- \( \sigma_1 \geq \cdots \geq \sigma_{d_{u,2}^x} > 0 \), \( \sigma_{d_{u,2}^x+1}, \ldots, \sigma_P = 0 \).

This theorem is a special case of Theorem D.2.1 in Section D.2. As is explained there, the column vectors \( u^1, \ldots, u^{M_{u,2}^x} \), functions \( v_1[k], \ldots, v_N[k] \), and constants \( \sigma_1, \ldots, \sigma_P \), are called the left singular vectors, right singular functions, and singular values respectively of \( \mathbf{r}_u^p[k] \). The definitions of the employed inner product functions \( \langle \cdot, \cdot \rangle_v \) and \( \langle \cdot, \cdot \rangle_f \) are given by (D.2.3) and (D.2.4) respectively of Section D.2. For the current scenario these definitions can be given as follows. The first inner product is a function from \( \mathbb{R}^{M_{u,2}^x} \times \mathbb{R}^{M_{u,2}^x} \) to \( \mathbb{R} \) and is defined by (see also (4.3.115)):

\[
\langle \mathbf{u}^m, \mathbf{u}^n \rangle_v \triangleq \sum_{p=1}^{M_{u,2}^x} u^m_p u^n_p = \sum_{(i_1, i_2) \in I_{u,2}^x} u^m_{i_1 i_2} u^n_{i_1 i_2}, \tag{4.3.116}
\]

where the ‘\( v \)’ in the subscript position indicates that this inner product is of the ‘vector type’.

The second inner product is a function from \( \mathbb{R}[\Omega_k^{\nu}] \times \mathbb{R}[\Omega_k^{\nu}] \) to \( \mathbb{R} \) and is defined by:

\[
\langle v_m[k], v_n[k] \rangle_f \triangleq \sum_{k \in \Omega_k^{\nu}} v_m[k] v_n[k], \tag{4.3.117}
\]

where the ‘\( f \)’ in the subscript position indicates that this inner product is of the ‘functional type’. The theorem can be proven by using the standard SVD theorem [72, 115] described in Section D.1 and the various bijective mappings that we have discussed earlier, i.e. those between functions and row vectors, and function-valued vectors and matrices.

For convenience and insight the set of vectors and the set of functions in the SVD are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. Since this partitioning is particularly relevant for the subspace techniques used in this chapter and the rest of the thesis, we explain the associated notation in detail. Firstly, we define the set \( \mathcal{U} \) containing the left singular vectors \( u^1, \ldots, u^{M_{u,2}^x} \) of the decomposition as follows:

\[
\mathcal{U} \triangleq \{ u^1, \ldots, u^{M_{u,2}^x} \}.
\]
This set is split into the sets \( U^s \) and \( U^v \), where:

\[
U^s \triangleq \{ u^1, \ldots, u^{d^2_{x,2}} \}
\]

contains the left singular vectors corresponding to the non-zero singular values, and:

\[
U^v \triangleq \{ u^{d^2_{x,2}+1}, \ldots, u^{M^2_{x,2}} \}
\]

contains the left singular vectors corresponding to the zero singular values. In subspace decomposition terms the sets \( U^s \) and \( U^v \) represent the signal and noise subspaces respectively. Likewise, we define the set \( V \) containing the right singular functions \( v_1[k], \ldots, v_N[k] \) of the decomposition as follows:

\[
V \triangleq \{ v_1[k], \ldots, v_N[k] \}
\]

This set is split into the sets \( V_s \) and \( V_v \), where:

\[
V_s \triangleq \{ v_1[k], \ldots, v_{d^2_{x,2}}[k] \}
\]

contains the right singular functions corresponding to the non-zero singular values, and:

\[
V_v \triangleq \{ v_{d^2_{x,2}+1}[k], \ldots, v_N[k] \}
\]

contains the right singular functions corresponding to the zero singular values. Now splitting the SVD expression in Theorem 4.3.3 accordingly yields:

\[
r^p_u[k] = \sum_{p=1}^{P} \sigma_p u^p v_p[k] = \sum_{p=1}^{d^2_{x,2}} \sigma_p u^p v_p[k] + \sum_{p=d^2_{x,2}+1}^{P} \sigma_p u^p v_p[k] \quad \forall \ k \in \Omega_k^{s,v},
\]

(4.3.118)

where the first summation contains only vectors and functions from \( U^s \) and \( V_s \) respectively, and the second contains only vectors and functions from \( U^v \) and \( V_v \) respectively.

**Corollary 4.3.4. Reduced SVD of function-valued sensor correlation vector.**

Under the assumptions formulated in Theorem 4.3.3, \( r^p_u[k] \) can be written in the following reduced form:

\[
r^p_u[k] = \sum_{p=1}^{d^2_{x,2}} \sigma_p u^p v_p[k] \quad \forall \ k \in \Omega_k^{s,v}.
\]

(4.3.119)

**Proof.** Substituting \( \sigma_{d^2_{x,2}+1}, \ldots, \sigma_P = 0 \) into (4.3.118) directly yields the Corollary. \( \square \)

Using the notation introduced in Section 4.3.7 we can now write each sensor correlation function \( r^p_{i_1 i_2}[k] \) in the following natural ‘functional SVD-form’:

\[
r^p_{i_1 i_2}[k] = \sum_{p=1}^{d^2_{x,2}} \sigma_p u^{p}_{i_1 i_2} v_p[k] \quad \forall \ k \in \Omega_k^{s,v}, \quad \forall \ (i_1, i_2) \in T^2_{x,2}.
\]

(4.3.120)

Hence, the function \( r^p_{i_1 i_2}[k] \) is a linear combination of the right singular functions \( v_1[k], \ldots, v_{d^2_{x,2}}[k] \) with coefficients \( \sigma_1 u^1_{i_1 i_2}, \ldots, \sigma_{d^2_{x,2}} u^{d^2_{x,2}}_{i_1 i_2} \). Compare this expression with (4.3.3), which is repeated here for convenience:

\[
r^p_{i_1 i_2}[k] = \sum_{j=1}^{2} \alpha^p_{i_1 i_2} \alpha^p_{i_1 i_2} r^p_{j j}[k] \quad \forall \ k \in \Omega_k^{s,v}, \quad \forall \ (i_1, i_2) \in T^2_{x,2}.
\]

(4.3.121)
This equation says that each sensor correlation function $r^x_{i_1 i_2} [k]$ is also a linear combination of the source auto-correlation functions $r^x_{i_1} [k]$ and $r^x_{i_2} [k]$ with coefficients $a^x_{i_1}, a^x_{i_2}$ and $a^x_{i_1}, a^x_{i_2}$ respectively. The precise relations between the various (fundamental) subspaces can be formulated as follows (see also (D.2.6)-(D.2.9)):

$$L_x (r^x_{ij} [k]) = \mathcal{R}_x (C^x_u) = \mathcal{R}_x (A^x_{u,\sigma}) = L_x (U^x) ;$$  \hspace{1cm} (4.3.122)

$$L_x (r^x_{i} [k]) = \mathcal{L} (V_x) \ni \mathcal{R}_x (C^x_u) \subseteq L_x (r^x [k]) \ni \mathcal{R}_x (C^x) ;$$  \hspace{1cm} (4.3.123)

$$\mathcal{N}_x (r^x_{i} [k]) = \mathcal{N}_x (C^x_u) \ni \mathcal{N}_x (r^x [k]) \ni \mathcal{N}_x (C^x) ;$$  \hspace{1cm} (4.3.124)

$$\mathcal{N}_x (r^x_{ij} [k]) = \mathcal{N}_x (C^x_u) = \mathcal{N}_x (A^x_{u,\sigma}) = (\mathcal{L} (U^x))^T ,$$  \hspace{1cm} (4.3.125)

See Section 4.3.8.3 for explicit expressions of a proper set $\Phi$ containing sets of coefficients for the polynomial equations in our system, or equivalently a proper set of rows $\tilde{\varphi}_q \in \mathcal{Q}$, or a matrix $\Phi$ representing these coefficients, in terms of the left null space of $r^x_{ij} [k]$ found by the SVD.

### 4.3.8.2 Matrix SVD of subspace matrix $C^x_u$

In this section, we present the matrix equivalent of Theorem 4.3.3, which is given by the standard Singular Value Decomposition of the subspace matrix $C^x_u$. Because the function-valued vector $r^x_{ij} [k]$ and the subspace matrix $C^x_u$ are related bijectively, their SVD’s are related bijectively as well. For details about this relation, we refer the reader to Appendix D. The following theorem presents the SVD of the subspace matrix $C^x_u$:

**Theorem 4.3.5. SVD of subspace matrix.**

Let $C^x_u \in \mathbb{R}^{M_{u,2}}$ be a (uniquified sensor correlation) real-valued subspace matrix with rank $a^x_{u,2} \equiv \text{rank}(C^x_u)$, and with $M^x_{u,2}$ and $N$ defined as in Theorem 4.3.3. Then, there exist real-valued positive constants $\sigma_p \in \mathbb{R}$ for $1 \leq p \leq P$, column vectors $\mathbf{u}^p \in \mathbb{R}^{M^x_{u,2}}$ for $1 \leq p \leq M^x_{u,2}$ and row vectors $\mathbf{v}_p \in \mathbb{R}^N$ for $1 \leq p \leq N$, such that $C^x_u$ can be decomposed as follows:

$$C^x_u = \sum_{p=1}^{P} \sigma_p \mathbf{u}^p \mathbf{v}_p^T \equiv U \Sigma V ,$$

where:

- $P = \min(M^x_{u,2}, N)$;
- $U \equiv \begin{bmatrix} \mathbf{u}^1 & \cdots & \mathbf{u}^{M^x_{u,2}} \end{bmatrix} \in \mathbb{R}^{M^x_{u,2}}$;
- $\langle \mathbf{u}^m, \mathbf{u}^n \rangle = \delta^{mn} \forall 1 \leq m, n \leq M^x_{u,2} \equiv U^TU = UU^T = I$;
- $V \equiv \begin{bmatrix} \mathbf{v}_1 \\ \vdots \\ \mathbf{v}_N \end{bmatrix} \in \mathbb{R}^N$;
- $\langle \mathbf{v}_m, \mathbf{v}_n \rangle = \delta_{mn} \forall 1 \leq m, n \leq N \equiv V^TV = VV^T = I$;
- $\Sigma \equiv \text{diag} \{ \sigma_1, \ldots, \sigma_P \} \in \mathbb{R}^{M^x_{u,2}}$;
- $\sigma_1 \geq \cdots \geq \sigma_{a^x_{u,2}} > 0, \sigma_{a^x_{u,2}+1}, \ldots, \sigma_P = 0$. 
This theorem is a special case of Theorem D.1.1 in Section D.1. As is explained there, the column vectors $u_1^1, \ldots, u_{M_x^2}^1$, row vectors $\tilde{v}_1, \ldots, \tilde{v}_N$, and constants $\sigma_1, \ldots, \sigma_P$, are called the left singular vectors, right singular vectors, and singular values respectively of $C_u^s$. Note that now only vector type inner product functions are used. For a proof we refer the reader to standard textbooks on this topic, e.g. see [72]. The matrices $U$ and $V$ are square and orthonormal, i.e. $U^T U = U U^T = I$ and $V^T V = V V^T = I$. Although the matrix $\Sigma$ containing the singular values is not a square matrix, notationally it is written as $\text{diag}\{\sigma_1, \ldots, \sigma_P\}$, and its off-diagonal elements are zero. The singular values $\sigma_1 \geq \cdots \geq \sigma_P$ are written along the main diagonal in descending order, and rows or columns of zeros are appended as necessary to obtain the proper dimensions. Note that only the first $d_2^2$ singular values are non-zero because $\text{rank}(C_u^s) = d_2^2$. See Appendix D for details and examples.

Similarly to the functional SVD in Section 4.3.8.1, for convenience and insight the various components of the matrix SVD of $C_u^s$ are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. To start with, let $\Sigma_s^u$ represent the square diagonal block of $\Sigma$ that contains these non-zero singular values, i.e. $\Sigma_s^u$ is the upper left block of $\Sigma$ of size $d_2^2 \times d_2^2$. Furthermore, let $\Sigma'_u$ represent the (not necessarily square) block of zeros of $\Sigma$ to the right and below $\Sigma_s^u$, i.e. $\Sigma'_u$ is the lower right block of $\Sigma$ of size $(M_x^2 - d_2^2) \times (N - d_2^2)$. Thus, we have:

$$
\Sigma_s^u = \text{diag}\{\sigma_1, \ldots, \sigma_{d_2^2}\} \in \mathbb{R}_{d_2^2 \times d_2^2} \quad \text{and} \quad \Sigma'_u = 0_{M_x^2 - d_2^2 \times N - d_2^2},
$$

(4.3.126)

and $\Sigma$ can be written as follows:

$$
\Sigma = \begin{bmatrix}
\Sigma_s^u & 0_{d_2^2 \times N - d_2^2} \\
0_{d_2^2 \times M_x^2 - d_2^2} & \Sigma'_u
\end{bmatrix} = 
\begin{bmatrix}
\Sigma_s^u & 0_{M_x^2 - d_2^2 \times d_2^2} \\
0_{M_x^2 - d_2^2 \times d_2^2} & \Sigma'_u
\end{bmatrix}.
$$

(4.3.127)

The matrix $U$ is split into two parts as $U = [U^s \quad U^\nu]$. The first part $U^s$ consists of columns that are multiplied by the non-zero singular values in the SVD-expression of $C_u^s$, whereas the second part $U^\nu$ consists of columns that are multiplied by the zero singular values. Hence:

$$
U^s \triangleq \begin{bmatrix} u_1 \ldots u_{d_2^2} \end{bmatrix} \in \mathbb{R}_{d_2^2 \times M_x^2} \quad \text{and} \quad U^\nu \triangleq \begin{bmatrix} u_{d_2^2+1} \ldots u_{M_x^2} \end{bmatrix} \in \mathbb{R}_{M_x^2 - d_2^2 \times d_2^2},
$$

(4.3.128)

where $u_p$ is the $p$-th column of $U$. In subspace decomposition terms the matrices $U^s$ and $U^\nu$ represent the signal and noise subspaces respectively. Likewise, the matrix $V$ is split as:

$$
V = \begin{bmatrix}
V^s \\
V^\nu
\end{bmatrix}
$$

with:

$$
V^s \triangleq \begin{bmatrix} \tilde{v}_1 \\
\vdots \\
\tilde{v}_{d_2^2} \end{bmatrix} \in \mathbb{R}_{d_2^2 \times N} \quad \text{and} \quad V^\nu \triangleq \begin{bmatrix} \tilde{v}_{d_2^2+1} \\
\vdots \\
\tilde{v}_N \end{bmatrix} \in \mathbb{R}_{N - d_2^2 \times d_2^2},
$$

(4.3.129)

where $\tilde{v}_p$ is the $p$-th row of $V$. Now splitting the SVD expression in Theorem 4.3.5 accordingly yields:

$$
C_u^s = U \Sigma V = \begin{bmatrix}
U^s & U^\nu
\end{bmatrix} \begin{bmatrix}
\Sigma_s^u & 0_{d_2^2 \times N - d_2^2} \\
0_{d_2^2 \times M_x^2 - d_2^2} & \Sigma'_u
\end{bmatrix} \begin{bmatrix}
V^s \\
V^\nu
\end{bmatrix} = U^s \Sigma_s^u V^s + U^\nu \Sigma'_u V^\nu.
$$
where the first summation in each of the last two expressions contains only vectors from $U^s$ and $V_s$ respectively, and the second only from $U^r$ and $V_p$ respectively. Note the resemblance of the partitioning described above to (4.3.118), and the partitioning into signal and noise subspaces that is reminiscent of the subspace methods explained in Chapter 3.

**Corollary 4.3.6. Reduced SVD of subspace matrix.**

Under the assumptions formulated in Theorem 4.3.5, $C^x_u$ can be written in the following reduced form:

$$C^x_u = U^s \Sigma^s \nu_s = \sum_{p=1}^{d^x_{12}-2} \sigma_p \mathbf{u}_p \tilde{\mathbf{v}}_p .$$

(4.3.131)

**Proof.** Substituting $\sigma_{d^x_{12}-2+1}, \ldots, \sigma_P = 0$ into (4.3.130) directly yields the Corollary, which clearly is the equivalent of Corollary (4.3.4). \( \square \)

Using the notation introduced in Section 4.3.7 we can now write each sensor correlation row vector $\tilde{\mathbf{f}}_{i_1 i_2}$ in the following natural SVD-form:

$$\tilde{\mathbf{f}}_{i_1 i_2} = \sum_{p=1}^{d^x_{12}-2} \sigma_p \mathbf{u}_{i_1 i_2} \tilde{\mathbf{v}}_p \quad \forall \ (i_1, i_2) \in I^2_{x_{12}},$$

(4.3.132)

which is the row vector equivalent of (4.3.120). Hence, the row vector $\tilde{\mathbf{f}}_{i_1 i_2}^x$ is a linear combination of the row vectors $\tilde{\mathbf{v}}_1, \ldots, \tilde{\mathbf{v}}_{d^x_{12}-2}$ with coefficients $\sigma_1 u_{i_1 i_2}^1, \ldots, \sigma_{d^x_{12}-2} u_{i_1 i_2}^2$, which is consistent with the results obtained in Section 4.3.8.1. Compare (4.3.132) with (4.3.45), which is repeated here for convenience:

$$\tilde{\mathbf{f}}_{i_1 i_2}^x = \sum_{j=1}^{2} a_{i_1}^{j} u_{i_2}^{j} \tilde{\mathbf{f}}_j^x \quad \forall \ (i_1, i_2) \in I^2_{x_{12}},$$

(4.3.133)

This equation says that $\tilde{\mathbf{f}}_{i_1 i_2}^x$ is also a linear combination of the source auto-correlation row vectors $\tilde{\mathbf{f}}_1^x$ and $\tilde{\mathbf{f}}_2^x$ with coefficients $a_{i_1}^1 a_{i_2}^1$ and $a_{i_1}^2 a_{i_2}^2$ respectively. Analogously to (4.3.122)–(4.3.125), the precise relationships between the various (fundamental) subspaces can be formulated as follows (see also (D.1.8)–(D.1.11)):

$$\mathcal{R}_c (C^x_u) = \mathcal{L}_c (r^x_u[k]) = \mathcal{R}_c (A^2_{u,v}) = \mathcal{R}_c (U^s) ;$$

(4.3.134)

$$\mathcal{R}_r (C^x_u) = \mathcal{R}_r (V_s) \supseteq \mathcal{L}_r (r^x_u[k]) \supseteq \mathcal{R}_r (C^x) \supseteq \mathcal{L}_r (r^x[k]) ;$$

(4.3.135)

$$\mathcal{N}_c (C^x_u) = \mathcal{N}_c ((V_s)^T) \supseteq \mathcal{N}_c (r^x_u[k]) \supseteq \mathcal{N}_c (C^x) \supseteq \mathcal{N}_c (r^x[k]) ;$$

(4.3.136)

$$\mathcal{N}_r (C^x_u) = \mathcal{N}_r (r^x_u[k]) = \mathcal{N}_r (A^2_{u,v}) = (\mathcal{R}_c (U^s))^T .$$

(4.3.137)

This concludes our discussion on the matrix SVD of $C^x_u$. See the next section for explicit expressions of a proper set $\Phi$ containing sets of coefficients for the polynomial equations in our system, or equivalently a proper set of rows $\{ \tilde{\Phi}_q \}_{q \in \mathcal{Q}}$, or a matrix $\Phi$ representing these coefficients, in terms of the left null space of $C^x_u$ found by the SVD.
4.3.8.3 Coefficients of polynomials in terms of SVD results

Finally, in this section we show how the coefficients of the equations in the system of homogeneous polynomial equations derived earlier can be expressed in terms of the left null space \( \mathcal{N}(r_u^M) = \mathcal{N}(C_u^M) \) of \( r_u^M \) and \( C_u^M \). From (4.3.95), (4.3.96), (4.3.125) and (4.3.137) it follows directly how a proper set of sets of coefficients \( \Phi \), or equivalently rows \( \{ \tilde{\varphi}_q \}_{q \in \mathcal{Q}} \) of the matrix \( \Phi \), can be expressed explicitly in terms of this left null space because these equations state that \( \mathcal{N}(r_u^M) = \mathcal{N}(C_u^M) \) is spanned by the transposed versions of the left singular vectors \( u_{1}^{M_i,2}, \ldots, u_{N_i}^{M_i,2} \) that are contained in the set \( \mathcal{U}^\nu \) and the matrix \( \mathcal{U}^\nu \). Hence, proper nontrivial vectors \( \tilde{\varphi}_q \) satisfying (4.3.95) are given by:

\[
\tilde{\varphi}_q = \left( u_{d q}^{M_i,2+q} \right)^T \quad \forall \ 1 \leq q \leq Q, \tag{4.3.138}
\]

or by arbitrary linear combinations of these vectors:

\[
\tilde{\varphi}_q = \sum_{j=d q}^{M_i} \alpha_j^q \left( u^j \right)^T \quad \forall \ \alpha_j^q \in \mathbb{C}; \tag{4.3.139}
\]

see also the remarks on page 147. Equivalently, a nontrivial matrix \( \Phi \) satisfying (4.3.96) is given by:

\[
\Phi = \left( \mathcal{U}^\nu \right)^T = \begin{bmatrix} \tilde{\varphi}_1 \\ \vdots \\ \tilde{\varphi}_Q \end{bmatrix} = \begin{bmatrix} \left( u_{d 1}^{M_i,2+1} \right)^T \\ \vdots \\ \left( u_{d N_i}^{M_i,2} \right)^T \end{bmatrix}, \tag{4.3.140}
\]

or any matrix containing arbitrary linear combinations of the rows of \( \Phi \). As we have remarked on page 157, in order to obtain a system of equations with as many linearly independent equations as possible, the row vectors in the set \( \{ \tilde{\varphi}_q \}_{q \in \mathcal{Q}} \) or the matrix \( \Phi \) should be chosen such that they span \( \mathcal{N}(r_u^M) = \mathcal{N}(C_u^M) \) completely; see (4.3.96). Examples of the computation of \( \Phi \) from the sensor correlation values will be given in Section 4.4. By realizing that we can set up a one-to-one mapping between the set \( \{ \tilde{\varphi}_q^{(i_1, i_2)} \}_{(i_1, i_2) \in \mathcal{I}^{2,2}} \) of coefficients corresponding to the \( q \)-th equation in the system and the row \( \tilde{\varphi}_q \), we can write the equivalent of (4.3.140) in terms of the set \( \Phi \) defined in (4.3.26) by means of two equivalent formulations. Firstly, from (4.3.138) it follows that for \( 1 \leq p \leq 3 \):

\[
[\tilde{\varphi}_q]^p = \tilde{\varphi}_q^{(i_1, i_2), p} = \left[ \left( u_{d q}^{M_i,2+q} \right)^T \right]^p = \left[ u_{d 1}^{M_i,2+q} u_{d 2}^{M_i,2+q} u_{d 3}^{M_i,2+q} \right]^p = u_{d q}^{M_i,2+q},
\]

which yields:

\[
\Phi \triangleq \left\{ \tilde{\varphi}_q^{(i_1, i_2)} \right\}_{(i_1, i_2) \in \mathcal{I}^{2,2}}_{q \in \mathcal{Q}} = \left\{ \left( u_{d q}^{M_i,2+q} \right)^p \right\}_{1 \leq p \leq 3, q \in \mathcal{Q}}
\]

\[
= \left\{ u_{d 1}^{M_i,2+1}, u_{d 2}^{M_i,2+1}, u_{d 3}^{M_i,2+1}, u_{d 1}^{M_i,2+2}, u_{d 2}^{M_i,2+2}, u_{d 3}^{M_i,2+2}, u_{d 1}^{M_i,2+3}, u_{d 2}^{M_i,2+3}, u_{d 3}^{M_i,2+3} \right\}.
\tag{4.3.141}
\]

Secondly, using the mapping defined in (4.3.110) from (4.3.138) it also follows that for \( 1 \leq p \leq 3 \):

\[
[\tilde{\varphi}_q]^p = \tilde{\varphi}_q^{(i_1, i_2), p} = \left[ \left( u_{d q}^{M_i,2+q} \right)^T \right]^p = \left[ u_{d 1}^{M_i,2+q(1,1,2)} u_{d 2}^{M_i,2+q(1,1,2)} u_{d 3}^{M_i,2+q(1,1,2)} \right]^p = u_{d q}^{M_i,2+q},
\]
which yields:
\[
\Phi \triangleq \left\{ \{ \tilde{v}_q \} \right\}_{q \in \mathcal{Q}} = \left\{ \left\{ u_{(i_1,i_2)}^{d_1^q+1}, u_{(i_1,i_2)}^{d_1^q+1+1}, u_{(i_1,i_2)}^{d_1^q+1+2} \right\}_{i \leq p \leq 3} \right\}_{q \in \mathcal{Q}} \\
= \left\{ u_{(i_1,i_2)}^{d_1^q+1}, u_{(i_1,i_2)}^{d_1^q+1+1}, u_{(i_1,i_2)}^{d_1^q+1+2}, \ldots, u_{(i_1,i_2)}^{d_1^q+Q}, u_{(i_1,i_2)}^{d_1^q+Q+1}, u_{(i_1,i_2)}^{d_1^q+Q+2} \right\}.
\]
(4.3.142)

This concludes our derivation of the coefficients of the polynomials in the system.

Note that the Singular Value Decomposition confirms once more that the number of linearly independent equations in our system is given by (4.3.24), (4.3.54), and (4.3.92). This follows directly by considering the dimension of the left null space \( \mathcal{N}(C_u^x) \) of \( C_u^x \). See also (4.3.139) for example. Since the singular vectors \( u^{d_1^x+1}, \ldots, u^{M_u^x} \) correspond to the zero singular values, in subspace terminology we call them noise subspace vectors or 'zero subspace vectors'. Also note from the results above the notational consistency that the transpose operation effectively turns a superscript index into a subscript index, and vice versa. Finally, note that in practice only an approximate estimated version \( C_u^x \) of \( C_u^x \) is available. In this case, the singular values are divided into two sets, one with the \( d_1^x \) largest ones, and the other with the remaining \( M_u^x - d_1^x \) smallest ones. This implies that in the statements made above \( \sigma_1 \geq \cdots \geq \sigma_{d_1^x} = 0, \sigma_{d_1^x+1}^u, \ldots, \sigma_p = 0 \) has to be replaced with \( \sigma_1 \geq \cdots \geq \sigma_{d_1^x} > 0, \sigma_{d_1^x+1}^u, \ldots, \sigma_p \approx 0 \). This stage completes the derivation of the system of equations. The algorithmic part of the method is summarized in Alg. 4.3; see also Alg. 4.2. The last step of the algorithm will be discussed in later sections.

**Algorithm 4.3 High-level algorithm for subspace based real-valued 2 × 2 MIBI.**

1: Compute/estimate sensor correlation functions \( r_{11}[k], r_{12}[k] \) and \( r_{22}[k] \) for lags \( k \) in Noise-Free ROS \( \Omega^k_{\nu} \);

2: Arrange these values in uniquiefied subspace matrix \( C_u^x \);

3: Compute Singular Value Decomposition (SVD) of \( C_u^x \) and split the result into signal and null/noise subspace parts as follows:

\[
C_u^x = U^x \Lambda^x V^x = U^x \Lambda^x V^x + U^\nu \Lambda^\nu V^\nu;
\]

4: Compute matrix \( \Phi \) whose rows span the left null space of \( C_u^x \):

\[
\Phi = \begin{bmatrix}
\varphi_1^{11} & \varphi_1^{12} & \varphi_1^{22} \\
\vdots & \vdots & \vdots \\
\varphi_Q^{11} & \varphi_Q^{12} & \varphi_Q^{22}
\end{bmatrix} = (U^\nu)^T;
\]

5: With each row \( \varphi_q \) of \( \Phi \) with \( q \in \mathcal{Q} \) associate a bivariate homogeneous polynomial function of degree two:

\[
f_q(z_1, z_2) \triangleq \varphi_q^{11} z_1 + \varphi_q^{12} z_1 z_2 + \varphi_q^{22} z_2 + \varphi_q^{22} z_2^2 \quad \forall z_1, z_2 \in \mathbb{C}, \quad \forall q \in \mathcal{Q};
\]

6: The following system remains to be solved for the columns of the mixing matrix:

\[
\{ f_q(z_1, z_2) = 0 \}_{q \in \mathcal{Q}} \equiv \{ f(z) = \Phi z = 0 \}.
\]
4.4 Algebraic and geometric structure

The purpose of this section is to provide insight into the algebraic and geometric structure of the problem induced by the system \( \{ f_q(z_1, z_2) = 0 \} \) in (4.3.33). As we have shown in the previous sections, the type of function we are considering is defined in (4.3.31), which is repeated here for convenience:

\[
f_q(z_1, z_2) \triangleq \varphi_q^{11} z_1 z_1 + \varphi_q^{12} z_1 z_2 + \varphi_q^{22} z_2 z_2 \quad \forall \, z_1, z_2 \in \mathbb{C}, \quad \forall \, q \in \mathbb{Q}.
\]  

(4.4.1)

Due to the real-valued nature of the current considered MIBI problem, the domain of main interest is the real-valued \( z_1 - z_2 \) plane. Because of the form specified in (4.4.1), the graph of each function \( f_q(z_1, z_2) \) above the (real-valued) \( z_1 - z_2 \) plane is a so-called **quadric surface**. By definition, the set of values of the pair of variables \( (z_1, z_2) \) for which \( f_q(z_1, z_2) = 0 \) is the zero contour level of \( f_q(z_1, z_2) \). Hence:

Geometrically, solving the system \( \{ f_q(z_1, z_2) = 0 \} \) is equivalent to finding the intersections between the zero contour levels of the functions \( f_1(z_1, z_2), \ldots, f_Q(z_1, z_2) \).

From (4.3.35), i.e. the homogeneity property, it is clear that the zero contour level of each function \( f_q(z_1, z_2) \) in the system defines a **cone** in the 2-dimensional Euclidian space \( \mathbb{C}_2 \), where a cone is defined as follows [108]:

**Definition 4.4.1. Cone.** A set \( C \) in a linear vector space is said to be a **cone with vertex at the origin** if \( z \in C \) implies that \( \eta z \in C \) for all \( \eta \in \mathbb{C} \).

For the current scenario we are only interested in the intersection of such a cone with the two-dimensional real plane. From the definition it follows that in the 2-dimensional Euclidian space \( \mathbb{R}_2 \), a cone is a set of lines through the origin. From the boxed statement above it is now clear that geometrically, solving the system \( \{ f_q(z_1, z_2) = 0 \} \) for the current scenario is equivalent to finding the intersections between the \( Q \) cones in the 2-dimensional Euclidian space \( \mathbb{R}_2 \) that correspond with the zero contour levels of the functions \( f_1(z_1, z_2), \ldots, f_Q(z_1, z_2) \). The fact that the zero contour lines of the functions in \( \{ f_q(z_1, z_2) = 0 \} \) are lines through the origin implies certain restrictions on the possible values of the coefficients of each equation in the system. As we will see in the sequel, for the current scenario only combinations of \( \varphi_q^{11}, \varphi_q^{12}, \) and \( \varphi_q^{22} \) in each function \( f_q(z_1, z_2) \) are allowed in which not all coefficients have the same sign. The saddle-shaped quadric surfaces corresponding to such combinations are so-called **hyperbolic paraboloids**; see Fig. 4.5 on page 177 for example. The trace of such a hyperbolic paraboloid surface in the \( z_1 - z_2 \) plane is a pair of lines intersecting at the origin, whereas the traces in planes parallel to the \( z_1 - z_2 \) plane are hyperbolas. For example, see Figures 4.5, 4.6, 4.8 and 4.9.

In the Sections 4.4.2 and 4.4.3 we will demonstrate the issues and properties discussed in the previous paragraph by means of two examples that are representative for the two possible essentially different cases for real-valued two-by-two MIBI, viz. the case with a nonsingular and the case singular mixing matrix. Before discussing these examples, in Section 4.4.1 we first examine the structure of a function \( f_q(z_1, z_2) \) of the form specified in (4.4.1) in some detail because this provides additional insight that is also elementary for understanding the examples. In particular the factorization of a bivariate homogeneous polynomial of degree two into two linear terms is considered. Although this factorization immediately yields the solution for solving an equation of the form \( f_q(z_1, z_2) = 0 \), where \( f_q(z_1, z_2) \) has the specified properties, our main purpose here is not to solve the system but to provide insight into the
structure of the considered equations. Possible ways for solving the system will be examined in Section 4.5, where we also briefly show how the source signals can be recovered after the columns of the mixing matrix have been estimated.

For the examples presented in Sections 4.4.2 and 4.4.3 we will assume that temporally white noise is present and that the two source signals are generated according to the model in (4.2.6) with AR(1) regression coefficients $\rho_1 = 0.8$ and $\rho_2 = 0.6$. The source auto-correlation functions are given by (4.2.7) and depicted in Fig. 4.3. The considered Noise-Free Region Of Support is chosen as $\Omega^i_\kappa = \{1, 2\}$, which is just large enough to ensure that the two source auto-correlation functions $r^i_{11}[k]$ and $r^i_{22}[k]$ are linearly independent over $\Omega^i_\kappa$. This can easily be seen by considering for example the ideal source auto-correlation matrix, which is given by:

$$
C^* = \begin{bmatrix} r^*_{11} & r^*_{12} \\ r^*_{21} & r^*_{22} \end{bmatrix} = \begin{bmatrix} (\rho_1)^2 & (\rho_1)^2 \\ (\rho_2)^2 & (\rho_2)^2 \end{bmatrix} = \begin{bmatrix} 0.8 & 0.64 \\ 0.6 & 0.36 \end{bmatrix}.
$$

This matrix clearly has full rank; hence $r^*_{11}[k]$ and $r^*_{22}[k]$ are linearly independent over $\Omega^i_\kappa$. It can easily be shown that also other valid choices for $\Omega^i_\kappa$ are possible. For each example we will derive the system of equations using both ideal sensor correlation functions, as well as sensor correlation functions estimated from simulated data. Contour plots associated with the equations in the system will be plotted. For reference and clarity, in these plots the columns of the ideal mixing matrix are indicated by black arrows; see Figures 4.8 and 4.13 for examples.

### 4.4.1 Factorization of bivariate homogeneous polynomial of degree two into two linear terms

In order to provide additional insight into the structure of functions of the type in (4.4.1), we show how such a function can be factorized into two linear terms, thereby also yielding the solutions. Consider the following general bivariate homogeneous polynomial equation of degree two:

$$
f(z_1, z_2) = \varphi^{11}z_1z_1 + \varphi^{12}z_1z_2 + \varphi^{22}z_2z_2.
$$

We want to demonstrate that this function can be factorized explicitly using simple algebra, thereby revealing its structure. In fact, it is the 2-homogeneity of $f(z_1, z_2)$ which implies that it can be written as the product of two linear terms:

$$
f(z_1, z_2) = \varphi^{11}z_1z_1 + \varphi^{12}z_1z_2 + \varphi^{22}z_2z_2 = \varphi^{11}(z_1 - \alpha_1z_2)(z_1 - \alpha_2z_2),
$$

where for the time being it is assumed that $\varphi^{11} \neq 0$. Given the scalars $\alpha_1$ and $\alpha_2$ in this factorization, a valid set of solutions of $f(z_1, z_2) = 0$ is given by:

$$
\mathcal{F} = \left\{ \eta_1 \begin{bmatrix} \alpha_1 \\ 1 \end{bmatrix}, \eta_2 \begin{bmatrix} \alpha_2 \\ 1 \end{bmatrix} \right\}, \quad \forall \eta_1, \eta_2 \in \mathbb{C},
$$

which can easily be verified by substitution. Hence, in order to find the zero contour level of $f(z_1, z_2)$ we need to compute a set of valid values for $\alpha_1$ and $\alpha_2$. Setting the coefficients of the monomials in (4.4.3) equal to each other for both sides of the equation yields the following system of two equations in $\alpha_1$ and $\alpha_2$:

$$
\begin{align*}
\varphi^{12} &= -\varphi^{11}(\alpha_1 + \alpha_2), \\
\varphi^{22} &= \varphi^{11}\alpha_1\alpha_2,
\end{align*}
$$
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which can be solved for either \(\alpha_1\) or \(\alpha_2\). Because the equations in this system are symmetric in both variables it is sufficient to solve the following equation in the single variable \(\alpha\) representing both \(\alpha_1\) and \(\alpha_2\):

\[
\varphi^{11}(\alpha)^2 + \varphi^{12}\alpha + \varphi^{22} = 0, \quad \alpha = \alpha_1, \alpha_2,
\]

which yields:

\[
\alpha = \frac{1}{2\varphi^{11}} \left( -\varphi^{12} \pm \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \right).
\]

Using (4.4.5) it can easily be verified that choosing:

\[
\alpha_1 = \frac{1}{2\varphi^{11}} \left( -\varphi^{12} - \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \right), \quad \alpha_2 = \frac{1}{2\varphi^{11}} \left( -\varphi^{12} + \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \right)
\]

yields the correct solution. Now, from (4.4.4) it follows that for arbitrary \(\eta_1, \eta_2 \in \mathbb{C}\) the solutions of \(f(z_1, z_2) = 0\) are given by:

\[
\mathcal{F} = \left\{ \eta_1 \begin{bmatrix} -\varphi^{12} - \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \\ 2\varphi^{11} \end{bmatrix}, \eta_2 \begin{bmatrix} -\varphi^{12} + \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \\ 2\varphi^{11} \end{bmatrix} \right\}.
\]

Note that if \(\varphi^{11} = 0\), then (4.4.2) is trivially factorized as follows:

\[
f(z_1, z_2) = \varphi^{12}z_1z_2 + \varphi^{22}z_2^2 = (\varphi^{12}z_1 + \varphi^{22}z_2)z_2,
\]

and its roots are given by:

\[
\mathcal{F} = \left\{ \eta_1 \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \eta_2 \begin{bmatrix} \varphi^{22} \\ -\varphi^{12} \end{bmatrix} \right\} \quad \forall \eta_1, \eta_2 \in \mathbb{C}.
\]

(4.4.6)

Likewise, if \(\varphi^{22} = 0\) (4.4.2) is trivially factorized as follows:

\[
f(z_1, z_2) = \varphi^{11}z_1z_1 + \varphi^{12}z_1z_2 = z_1(\varphi^{11}z_1 + \varphi^{12}z_2),
\]

and its roots are given by:

\[
\mathcal{F} = \left\{ \eta_1 \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \eta_2 \begin{bmatrix} \varphi^{12} \\ -\varphi^{11} \end{bmatrix} \right\} \quad \forall \eta_1, \eta_2 \in \mathbb{C}.
\]

(4.4.7)

Note that this agrees with (4.4.6). Finally, if \(\varphi^{12} = 0\) (4.4.3) reduces to:

\[
f(z_1, z_2) = \varphi^{11}z_1z_1 + \varphi^{22}z_2z_2 = \varphi^{11}(z_1)^2 + \varphi^{22}(z_2)^2.
\]

Here we see the reason why not all coefficients can have the same sign. If this would be the case, \(z_1 = z_2 = 0\) would be the only solution over the real \(z_1 - z_2\) plane, which contradicts the fact the our solutions consist of lines through the origin. The roots of the last equation above are easily obtained as:

\[
\mathcal{F} = \left\{ \eta_1 \begin{bmatrix} \sqrt{\varphi^{22}} \\ \sqrt{\varphi^{11}} \end{bmatrix}, \eta_2 \begin{bmatrix} -\sqrt{\varphi^{22}} \\ \sqrt{\varphi^{11}} \end{bmatrix} \right\} \quad \forall \eta_1, \eta_2 \in \mathbb{C}.
\]

Note that this also agrees with (4.4.6). Hence, the roots of \(f(z_1, z_2)\) for all combinations of coefficients \(\varphi^{11}, \varphi^{12}\) and \(\varphi^{22}\) are given by (4.4.6), except for \(\varphi^{11} = 0\), in which case they are given by (4.4.7).

Intuition tells us that there exists another elegant factorization that covers all cases at once. We briefly formulate this factorization because it is elegant and provides additional insight. We write \(f(z_1, z_2)\) as the product of two linear terms multiplied by a constant:

\[
f(z_1, z_2) = \gamma(\alpha z_1 - z_2)(z_1 - \beta z_2) = \gamma(\alpha z_1 z_1 - (1 + \alpha\beta)z_1z_2 + \beta z_2 z_2).
\]

(4.4.8)
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It follows immediately that \( \gamma \) must be non-zero because otherwise \( f(z_1, z_2) \) would be the zero function. Following the same reasoning as above yields a valid set of solutions of \( f(z_1, z_2) = 0 \) for arbitrary \( \eta_1, \eta_2 \in \mathbb{C} \):

\[
\mathcal{F} = \left\{ \eta_1 \left[ -\varphi^{12} - \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \right], \eta_2 \left[ -\varphi^{12} - \sqrt{(\varphi^{12})^2 - 4\varphi^{11}\varphi^{22}} \right] \right\},
\]

which holds for all values of the coefficients \( \varphi^{11}, \varphi^{12} \) and \( \varphi^{22} \). Both from this equation as well as from equation (4.4.6) we see that in order to have real-valued solutions the condition \((\varphi^{12})^2 - 4\varphi^{11}\varphi^{22} \leq 0\) should be satisfied.

Now we are in a position to discuss several examples that will elucidate the theory that has been presented so far in this chapter. The examples focus on highlighting algebraic and geometric structure. The actual estimation of the mixing matrix columns and, if applicable, the separated signals will be presented in Section 4.5.

4.4.2 Example 1: Full rank mixing matrix and stationary AR(1) signals

In this section we perform the various steps of Alg. 4.3 on page 171 for the framework signal scenario discussed in Section 4.2, in particular see Equations (4.2.5)-(4.2.16), and with a full rank mixing matrix. In Section 4.4.3, we do the same for a rank-deficient mixing matrix. In the next section we start by analyzing the scenario for an ideally known subspace matrix and in Section 4.4.2.2 we give a similar analysis for a subspace matrix estimated from simulated sensor data.

4.4.2.1 Employing ideal subspace matrix

Let a full rank mixing matrix be given by:

\[
A = \begin{bmatrix}
0.9 & 0.1 \\
0.2 & 0.6
\end{bmatrix}.
\] (4.4.10)

The uniquified Khatri-Rao product of \( A \) is given by (4.3.75):

\[
A^2_{a,o} = \begin{bmatrix}
a_1a_1 & a_1a_2 & a_2a_1 & a_2a_2 \\
a_1a_3 & a_1a_4 & a_3a_1 & a_3a_3 \\
a_2a_3 & a_2a_4 & a_2a_3 & a_2a_2 \\
a_3a_1 & a_3a_2 & a_3a_1 & a_3a_2
\end{bmatrix} = \begin{bmatrix}
0.9 \cdot 0.9 & 0.1 \cdot 0.1 \\
0.9 \cdot 0.2 & 0.1 \cdot 0.6 \\
0.2 \cdot 0.2 & 0.6 \cdot 0.6 \\
0.9 \cdot 0.2 & 0.1 \cdot 0.6
\end{bmatrix} = \begin{bmatrix}
0.81 & 0.01 \\
0.18 & 0.06 \\
0.04 & 0.36
\end{bmatrix}.
\]

It can easily be verified that \( \text{rank}(A^2_{a,o}) = \text{rank}(A) = 2 \); see also the remark just above (4.3.87). Hence, \( d_{2,2}^2 = 2 \) according to (4.3.89). Using this result in (4.3.24), (4.3.54), or (4.3.92) implies that the number of linearly independent equations in the system \( \{f_0(z_1, z_2) = 0\}_{\nu \in Q} \) equals \( Q = M^2_{2,2} - d_{2,2}^2 = 3 - 2 = 1 \), i.e. \( Q = \{1\} \). Consequently, there is only one equation in the system that is given by \( f(z_1, z_2) = 0 \) with \( f(z_1, z_2) \) defined in (4.3.31) (we have omitted the subscript which is unnecessary now). As has been described in Section 4.3.8 and summarized in Alg. 4.3 on page 171, the coefficients \( \varphi^{11}, \varphi^{12} \) and \( \varphi^{22} \) can be computed from the Singular Value Decomposition (SVD) of the subspace matrix \( C^0_\nu \) that contains the sensor correlations for the lags specified in \( \Omega^\nu_k = \{1, 2\} \) (recall that the sensor noise is assumed to be temporally white) stacked according to (4.3.60). The
ideal value of $C_u^x$ can be computed by means of (4.3.77):

$$
C_u^x = \begin{bmatrix}
    r_{11}^x & r_{12}^x & r_{13}^x \\
    r_{21}^x & r_{22}^x & r_{23}^x \\
    r_{31}^x & r_{32}^x & r_{33}^x
\end{bmatrix} = \begin{bmatrix}
    a_1^1a_1^1 & a_1^2a_1^2 \\
    a_2^1a_2^1 & a_2^2a_2^2 \\
    a_3^1a_3^1 & a_3^2a_3^2
\end{bmatrix} \begin{bmatrix}
    r_{11}[1] & r_{11}[2] \\
    r_{12}[1] & r_{12}[2] \\
    r_{13}[1] & r_{13}[2]
\end{bmatrix} \\
\begin{bmatrix}
    0.81 & 0.01 & 0.8 & 0.64 & 0.81 & 0.64 \\
    0.18 & 0.06 & 0.6 & 0.36 & 0.18 & 0.36 \\
    0.04 & 0.36 & 0.1552 & 0.1552
\end{bmatrix}.
$$

(4.4.11)

From Theorem 4.3.5 on page 167 it follows that we can obtain the following Singular Value Decomposition of the subspace matrix:

$$
C_u^x = \begin{bmatrix}
    0.9143 & 0 & 0 & 0 & 0 & 0 \\
    0.2070 & -0.9659 & 0 & 0 & 0 & 0 \\
    0.3183 & -0.9352 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
    -0.7897 & -0.6135 \\
    0 & 0.7897 \\
\end{bmatrix}.
$$

Equation (4.3.138) shows that a valid vector $\tilde{\varphi}$ containing the coefficients of the single equation $f(z_1, z_2) = 0$ in the system is given by:

$$
\tilde{\varphi} = (u^{2z_1^2 + 1})^T = (u^3)^T = \begin{bmatrix} 0.2070 & -0.9659 & 0.1552 \end{bmatrix}.
$$

(4.4.12)

Hence the function $f(z_1, z_2)$ is given by:

$$
f(z_1, z_2) = 0.2070 z_1^2 - 0.9659 z_1 z_2 + 0.1552 z_2^2.
$$

(4.4.13)

The graph and contour plot of $f(z_1, z_2)$ are shown in Fig. 4.5 on the next page. As we have explained at the beginning of Section 4.4, the graph is a saddle-shaped quadric surface called hyperbolic paraboloid. For clarity, Fig. 4.6 displays the contour plot of $f(z_1, z_2)$ only. As can be seen in both figures, the trace in the $z_1 - z_2$ plane is a pair of lines intersecting at the origin, and the traces in planes parallel to the $z_1 - z_2$ plane are hyperbolas. The black arrows in Fig. 4.6 represent the columns of the mixing matrix. The two lines through the origin of each figure, i.e. the trace in the $z_1 - z_2$ plane, define the zero contour level of $f(z_1, z_2)$. According to Definition 4.4.1, they form a cone in the two-dimensional Euclidean space. The contour levels for function values different from zero clearly do not form straight lines through the origin. Because there is only one equation in the current example, no intersections between cones need to be computed. It is clear from Fig. 4.6 that the arrows representing the columns of the mixing matrix are exactly in the directions of the two lines describing the zero contour level of $f(z_1, z_2)$, thereby revealing that both columns $a_1^1$ and $a_2^2$ are determined correctly and uniquely by the zero contour level. In Section 4.5, we will show how the array response vectors can be extracted from $f(z_1, z_2)$, i.e. how the equation $f(z_1, z_2) = 0$ can be solved.

Finally, for the sake of providing insight we show how function (4.4.13) is related to the (possibly scaled) columns of $A$. We want to construct a bivariate homogeneous polynomial function $f_A(z_1, z_2)$ of degree two in such a way that $f_A(z_1, z_2) = 0$ for each possibly scaled column $z \in \{\eta_1 a^1, \eta_2 a^2\}$ with arbitrary $\eta_1, \eta_2 \in \mathbb{C}$. Now, if $z = \eta a^j$ for some $\eta_j \in \mathbb{C}$ and at least one $j \in \{1, 2\}$, i.e. if $z$ equals a (scaled) column of $A$, then the following condition on $\eta$ holds:

$$
\eta_j = \frac{z_1}{a_1^j} = \frac{z_2}{a_2^j},
$$

(4.4.14)

which implies that:

$$
a_2^j z_1 - a_1^j z_2 = 0.
$$

(4.4.15)
Now it is trivial to construct a function $f_\Lambda(z)$ that is zero for both $z = \eta_1 a_1$ and $z = \eta_2 a_2$ with arbitrary $\eta_1, \eta_2 \in \mathbb{C}$ and possesses the properties mentioned above by taking the product of the linear terms $a_1^2 z_1 - a_1^1 z_2$ and $a_2^2 z_1 - a_2^1 z_2$ as follows:

$$f_\Lambda(z_1, z_2) \triangleq (a_2^1 z_1 - a_1^1 z_2)(a_2^2 z_1 - a_1^2 z_2).$$

\[ (4.4.16) \]
This function is identically zero for all \( z \in \{ \eta_1 \alpha^1, \eta_2 \alpha^2 \} \) with arbitrary \( \eta_1, \eta_2 \in \mathbb{C} \) because for such \( z \) at least one of the linear terms is identically zero. Its form is inspired by the discussion in Section 4.4.1 on the factorization of a bivariate homogeneous polynomial of degree two into two linear terms. Expanding (4.4.16) yields:

\[
f_A(z_1, z_2) \triangleq a_1^1 a_2^1 z_1 z_1 - (a_1^1 a_2^2 + a_1^2 a_2^1) z_1 z_2 + a_1^1 a_2^2 z_2 z_2 \triangleq \bar{\varphi}_A \tilde{z}^2 = \bar{\varphi}_A w^2_n(z),
\]
where:

\[
\bar{\varphi}_A \triangleq \left[ a_2^1 a_2^2 - (a_1^1 a_2^2 + a_1^2 a_2^1) \ a_1^1 a_2^1 \right].
\]

Comparing function (4.4.17) to (4.3.31) implies that the row vectors \( \bar{\varphi}_1 = \left[ \varphi_1^{11} \ \varphi_1^{12} \ \varphi_2^{22} \right] \) and \( \bar{\varphi}_A = \left[ a_2^1 a_2^2 - (a_1^1 a_2^2 + a_1^2 a_2^1) \ a_1^1 a_2^1 \right] \) span the same space \( \mathcal{N}_1(C_n^2) = \mathcal{N}_1(r_n^2[k]) \). This can easily be verified by substituting the coefficients in (4.4.10) into \( \bar{\varphi}_A \) and normalizing it to unit norm. The resulting coefficients turn out to be equal to those in (4.4.13). As another insightful method, multiplying \( \varphi_A \) by \( A^2_2, \omega \) it is immediately seen that (4.3.101) is satisfied:

\[
\bar{\varphi}_A A^2_2, \omega = \left[ a_2^1 a_2^2 - (a_1^1 a_2^2 + a_1^2 a_2^1) \ a_1^1 a_2^1 \right] \left[ a_1^1 a_1^2 \ a_1^2 a_1^1 \ a_2^1 a_2^1 \ a_2^2 a_2^1 \right] = [0 \ 0].
\]

In fact, we have constructed \( f_A(z_1, z_2) \) in such way that the latter condition is fulfilled. These results reconfirm that we have derived correct and useful results.

### 4.4.2.2 Employing subspace matrix estimated from simulated sensor data

Now we will compute and plot the same contour levels as above for a subspace matrix estimated from computer generated signals. We assume that the two AR(1) source signals \( s_1[n] \) and \( s_2[n] \) are unit variance Gaussian signals consisting of \( N_s = 4000 \) time samples. To this end the sequences \( w_1[n] \) and \( w_2[n] \) in model (4.2.6) are generated independently of each other as i.i.d. Gaussian random variables with variances chosen in such a way that \( s_1[n] \) and \( s_2[n] \) both have unit variance. The sensor signals \( x_1[n] \) and \( x_2[n] \) are computed according to the model in (4.1.2), where \( A \) is given by (4.4.10) and the noise signals \( n_1[n] \) and \( n_2[n] \) are mutually statistically independent white Gaussian noise sequences with standard deviation 0.5. The resulting standard deviations of the noise-free parts of the sensor signals \( x_1[n] \) and \( x_2[n] \) are given by 0.91 and 0.63 respectively. Hence, the SNR at the first and second sensors equal 5.2 and 2.0 dB respectively. For a specific realization, Fig. 4.7 on the facing page shows 200 samples of the source signals \( s_1[n] \) and \( s_2[n] \) at the left side, and the noisy mixtures \( x_1[n] \) and \( x_2[n] \) at the right side. From the sensor signals, we estimate the sensor correlation functions \( r_{11}^2[k], r_{12}^2[k] \) and \( r_{22}^2[k] \) for all lags \( k \in \Omega_{\nu}^2 = \{1, 2\} \) by averaging products of the form \( x_{i1}[n] x_{i2}[n - k] \) over the available time samples:

\[
\hat{r}_{ni1z}[k] = \frac{1}{N_s} \sum_{n=1}^{N_s} x_{i1}[n] x_{i2}[n - k].
\]

Using this formula for estimating the subspace matrix from the sensor signals yields:

\[
\hat{C}_n^2 = \begin{bmatrix}
\hat{r}_{11}^2[1] & \hat{r}_{11}^2[2] \\
\hat{r}_{12}^2[1] & \hat{r}_{12}^2[2] \\
\hat{r}_{22}^2[1] & \hat{r}_{22}^2[2]
\end{bmatrix} = \begin{bmatrix}
0.6804 & 0.5342 \\
0.1710 & 0.1308 \\
0.2700 & 0.1640
\end{bmatrix}.
\]
Figure 4.7: Stationary Gaussian AR(1) source signals (left) and their noisy mixtures (right) for example with full rank mixing matrix in Section 4.4.2.2.

Figure 4.8: Contour plot of $\hat{f}(z_1, z_2)$ for example with full rank mixing matrix in Section 4.4.2.2.

Obviously, if the number $N_s$ of data samples is increased $\hat{C}_u^\sigma$ converges to $C_u^\sigma$ given in (4.4.11). Similarly to the previous section, using Theorem 4.3.5 it follows from the SVD of $\hat{C}_u^\sigma$ that the estimate $\hat{\varphi}$ of $\varphi$ is given by:

$$\hat{\varphi} = (u_d^{2,2} + 1)^T = (u^3)^T = \begin{bmatrix} 0.2168 \\ -0.9737 \\ 0.0702 \end{bmatrix}. \quad (4.4.19)$$
Hence, the estimate \( \hat{f}(z_1, z_2) \) of the function \( f(z_1, z_2) \) is given by:

\[
\hat{f}(z_1, z_2) = 0.2168 z_1 z_1 - 0.9737 z_1 z_2 + 0.0702 z_2 z_2.
\]  

(4.4.20)

The contour plot of \( \hat{f}(z_1, z_2) \) is shown in Fig. 4.8 on the previous page, which should be compared to the one in Fig. 4.6 on page 177. As in Fig. 4.6, the black arrows represent the columns of the true mixing matrix. The two lines through the origin define the zero contour level of \( \hat{f}(z_1, z_2) \). If the columns of the mixing matrix would be estimated by solving \( \hat{f}(z_1, z_2) = 0 \), the solution vectors would point in the direction of these lines. Since the black arrows approximately point in the same directions, the estimated columns \( \hat{a}^1 \) and \( \hat{a}^2 \) of the mixing matrix approximate the true ones rather well; see also Section 4.5. It is also evident from the figure that they are determined uniquely by the zero contour level of \( \hat{f}(z_1, z_2) \). Note that the norms/scalings of the true columns cannot be estimated due to the permutation indeterminacy, and thus may be chosen freely.

### 4.4.3 Example 2: Rank-deficient mixing matrix and stationary AR(1) signals

In this section, similarly to Section 4.4.2 we perform the various steps of Alg. 4.3 on page 171 for the framework signal scenario discussed in Section 4.2, but now with a rank-deficient mixing matrix. Again, we start by analyzing the scenario for an ideally known subspace matrix, which is then followed in Section 4.4.3.2 by a similar analysis for a subspace matrix estimated from simulated sensor data.

#### 4.4.3.1 Employing ideal subspace matrix

Let a rank-deficient mixing matrix be given by:

\[
A = \begin{bmatrix} 0.9 & 1.8 \\ 0.2 & 0.4 \end{bmatrix}.
\]

(4.4.21)

Note that the rank deficiency follows directly from the fact that \( a^2 = 2a^1 \). The uniiqueified Khatri-Rao product of \( A \) is given by (4.3.75):

\[
A_{\text{kh-r}}^2 = \begin{bmatrix} a_1^4 a_1^4 & a_1^2 a_1^2 \\ a_1^1 a_1^3 & a_1^1 a_1^3 \\ a_1^2 a_2^2 & a_1^2 a_2^2 \end{bmatrix} = \begin{bmatrix} 0.9 \cdot 0.9 & 1.8 \cdot 1.8 \\ 0.9 \cdot 0.2 & 1.8 \cdot 0.4 \\ 0.2 \cdot 0.2 & 0.4 \cdot 0.4 \end{bmatrix} = \begin{bmatrix} 0.81 & 3.24 \\ 0.18 & 0.72 \\ 0.04 & 0.16 \end{bmatrix}.
\]

It can easily be verified that now \( \text{rank}(A_{\text{kh-r}}^2) = \text{rank}(A) = 1 \). Hence, \( d_{\text{\text{2},2}} = 1 \) according to (4.3.89). It should be noted that in general if the elements of \( A \) are drawn independently from a continuous probability distribution, \( \text{rank}(A_{\text{kh-r}}^2) \) would be two with probability one. Therefore, the current example is a bit pathological because it will almost never occur in practice, but it serves to demonstrate the rationale behind the method. Using (4.3.24), (4.3.54), or (4.3.92), it follows that the number of linearly independent equations in the system \( \{ f_q(z_1, z_2) = 0 \}_{q \in Q} \) equals \( Q = M_{\text{\text{2}},2}^e - d_{\text{\text{2}},2}^e = 3 - 1 = 2 \), i.e. \( Q = \{1, 2\} \). Consequently, there are two equations in the system that are given by \( f_1(z_1, z_2) = 0 \) and \( f_2(z_1, z_2) = 0 \). The functions \( f_1(z_1, z_2) \) and \( f_2(z_1, z_2) \) are defined in (4.3.31) as:

\[
\begin{align*}
\{ f_1(z_1, z_2) & \triangleq \varphi_1^{11}z_1 z_1 + \varphi_1^{12}z_1 z_2 + \varphi_1^{22}z_2 z_2; \\
\{ f_2(z_1, z_2) & \triangleq \varphi_2^{11}z_1 z_1 + \varphi_2^{12}z_1 z_2 + \varphi_2^{22}z_2 z_2.
\end{align*}
\]
Using (4.3.107), the system \( \{f_q(z_1, z_2) = 0\}_{q\in \Omega} \) is written in matrix-vector notation as follows:

\[
f(z) \triangleq \Phi z^2 = \Phi w^2(z) = 0 \quad \text{or} \quad \begin{bmatrix} f_1(z_1, z_2) \\ f_2(z_1, z_2) \end{bmatrix} = \begin{bmatrix} \varphi_1^1 & \varphi_1^2 & z_1 z_2 \\ \varphi_2^1 & \varphi_2^2 & z_2 z_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]

Again, a valid set of values for the coefficients of the equations in the system, i.e., the coefficients of the matrix \( \Phi \), can be computed from the SVD of the subspace matrix \( C^a_n \) that contains the sensor correlations for the lags specified in \( \Omega_k^{1\nu} = \{1, 2\} \) stacked according to (4.3.60). The ideal value of \( C^a_n \) can be computed by means of (4.3.77) as follows

\[
C^a_n = \begin{bmatrix} r^T_{11} & r^T_{12} \\ r^T_{21} & r^T_{22} \end{bmatrix} = \begin{bmatrix} \frac{a_1 a_2}{a_1^2 a_2} & \frac{a_1^2 a_2}{a_1 a_2} \\ \frac{a_1^2 a_2}{a_1 a_2} & \frac{a_1 a_2}{a_1^2 a_2} \end{bmatrix} \begin{bmatrix} r^{+1}_{11} & r^{+1}_{12} \\ r^{+2}_{21} & r^{+2}_{22} \end{bmatrix}
\]}

\[
= \begin{bmatrix} 0.81 & 3.24 \\ 0.18 & 0.72 \\ 0.04 & 0.16 \end{bmatrix}, \quad \begin{bmatrix} 0.8 & 0.64 & 0.6 & 0.36 \\ 0.5760 & 0.3744 & 0.1280 & 0.0832 \end{bmatrix}.
\]

Once more, a Singular Value Decomposition of the subspace matrix follows from Theorem 4.3.5 on page 167 and is given by:

\[
C^a_n = U \Sigma V^T = \begin{bmatrix} -0.9751 & -0.2167 & -0.0482 \\ -0.2167 & 0.9762 & -0.0053 \\ -0.0482 & -0.0053 & 0.9988 \end{bmatrix} \begin{bmatrix} 3.1705 & 0 & 0 \\ 0 & 0.8384 & -0.5450 \\ 0 & -0.5450 & 0.8384 \end{bmatrix} \begin{bmatrix} -0.2167 & 0.9762 & -0.0053 \\ -0.0482 & -0.0053 & 0.9988 \end{bmatrix}.
\]

Note from (4.3.89) that \( \text{rank}(C^a_n) = \text{rank}(A^2_{\nu, a}) = d_{\nu, a}^2 = 1 \). Equation (4.3.140) shows that a valid matrix \( \Phi \) containing the coefficients of the two equations in the system is given:

\[
\Phi = \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix} = \begin{bmatrix} (u^2)^T \\ (u^3)^T \end{bmatrix} = \begin{bmatrix} -0.2167 & 0.9762 & -0.0053 \\ -0.0482 & -0.0053 & 0.9988 \end{bmatrix}.
\]

Hence, the functions \( f_1(z_1, z_2) \) and \( f_2(z_1, z_2) \) are given by:

\[
\begin{cases}
    f_1(z_1, z_2) = -0.2167 z_1 z_1 + 0.9762 z_1 z_2 - 0.0053 z_2 z_2;
    
    f_2(z_1, z_2) = -0.0482 z_1 z_1 - 0.0053 z_1 z_2 + 0.9988 z_2 z_2.
\end{cases}
\]

The corresponding contour plots are shown in Fig. 4.9 on the next page. As we have explained at the beginning of Section 4.4 on page 172, the graphs of the functions are saddle-shaped quadric surfaces called hyperbolic paraboloids. The two lines through the origin of the left figure define the zero contour level of \( f_1(z_1, z_2) \), which again form a cone in the two-dimensional Euclidian space. Similarly, the two lines through the origin of the right figure define the zero contour level of \( f_2(z_1, z_2) \) and form a cone too. In each figure, the black arrows representing the columns \( a^1 \) and \( a^2 \) of the mixing matrix point in the direction of one of the two lines describing the zero contour level. Because \( a^d = 2a^1 \), only one column of \( A \), say \( a^1 \), has to be found since the scaling ambiguity cannot be resolved. This is also clear by rewriting the \( 2 \times 2 \) Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI) problem as a \( 2 \times 1 \) MIBI problem, i.e., with two sensor signals and only one source signal:

\[
x[n] = (a^1 s_1[n] + a^2 s_2[n]) + \nu[n] = (a^1 s_1[n] + 2a^1 s_2[n]) + \nu[n]
\]

\[
= a^1 (s_1[n] + 2s_2[n]) + \nu[n].
\]
Hence, the mixing ‘matrix’ in this model is given by $\alpha^1$, and the source signal by $s_1[n] + 2s_2[n]$. Since there are two lines in each of the subfigures of Fig. 4.9, the column $\alpha^1$ cannot be determined uniquely from one of the figures separately. However, it is determined uniquely by the intersection of the two sets of lines, i.e. the cones, which is clearly illustrated by the fact that both figures have exactly one line in common that ‘points’ in the direction of $\alpha^1$ and $\alpha^2$. Because there are two equations in the system, the intersection between the two corresponding cones has to be computed in order to solve the system. In Section 4.5, we will show how $\alpha^1$ can be found by solving the system \{f_1(z_1, z_2) = 0, f_2(z_1, z_2) = 0\} consisting of two polynomial equations.

As in Section 4.4.2.1, for the sake of providing insight we derive a function related to the functions in (4.4.24) that can be computed from the columns of $A$. In Section 4.4.2.1 we have seen that if $z$ equals a possibly scaled column $\alpha^j$ of $A$, then condition (4.4.15) holds. Again, it is trivial to construct a bivariate homogeneous polynomial function $f_A(z)$ of degree two that is zero for both $z = \eta_1 \alpha^1$ and $z = \eta_2 \alpha^2 = 2\eta_2 \alpha^1$ with arbitrary $\eta_1, \eta_2 \in \mathbb{C}$ by taking the product of the linear terms $a^1_{1}z_1 - a^1_{2}z_2$ and $a^2_{1}z_1 - a^2_{2}z_2$. Since $\alpha^2 = 2\alpha^1$ this is equivalent to choosing the following function:

$$f_A(z_1, z_2) \equiv (a^1_{1}z_1 - a^1_{2}z_2)^2,$$  \hspace{1cm} (4.4.25)

which is identically zero for all $z = \eta \alpha^1$ with arbitrary $\eta \in \mathbb{C}$; see also Section 4.4.1 for more information on the factorization of a bivariate homogeneous polynomial of degree two into two linear terms. Expanding (4.4.25) yields:

$$f_A(z_1, z_2) \equiv a^1_{1}a^1_{2}z_1z_2 - 2a^1_{1}a^1_{2}z_1z_2 + a^1_{1}a^1_{2}z_2z_2$$

$$\equiv \tilde{\varphi}_A \mathbf{z}_u^2 = \tilde{\varphi}_A w_n^2(z) \hspace{1cm} (4.4.26)$$

with:

$$\tilde{\varphi}_A \triangleq [a^1_{1}a^1_{2} - 2a^1_{1}a^1_{1} \quad a^1_{1}a^1_{1}] = [0.04 \quad -0.36 \quad 0.81].$$

From (4.3.95) it follows that $\tilde{\varphi}_A$ must be an element of the left null space $N^\perp(C_u^n)$ of $C_u^n$, i.e. it should lie in the row space $\mathcal{L}(\{(u^2)^T, (u^3)^T\})$ of $\Phi$ in (4.4.23). This can easily

\textbf{Figure 4.9:} Contour plots of $f_1(z_1, z_2)$ (left) and $f_2(z_1, z_2)$ (right) for example with rank-deficient mixing matrix in Section 4.4.3.1.
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Figure 4.10: Graph of $f_{\Lambda}(z_1, z_2)$ for example in Section 4.4.3.1 with rank-deficient mixing matrix.

Figure 4.11: Contour plot of $f_{\Lambda}(z_1, z_2)$ for example in Section 4.4.3.1 with rank-deficient mixing matrix.

be verified both numerically and symbolically. For example, the symbolical proof directly follows from (4.3.95) and (4.3.100), which state that $\tilde{\phi}_\Lambda \in \mathcal{N}_1(C_x^u) = \mathcal{N}_1(A_2^u)$. This is easily verified by computing the inner product with either column of $A_2^u$, for example the
first:
\[
\hat{\varphi}_A \hat{a} = \begin{bmatrix} a_1^1 a_1^2 & -2 a_1^1 a_1^2 & a_1^2 a_1^1 \\ a_1^2 a_2^1 & a_1^2 a_2^2 & a_1^2 a_2^2 \end{bmatrix} \begin{bmatrix} a_1^1 \\ a_1^2 \\ a_2^1 \\ a_2^2 \end{bmatrix} = 0.
\]

These latter derivations and results confirm that we have derived correct and useful results.

The graph and contour plot of \( f_A(z_1, z_2) \) are shown in Figures 4.10 and 4.11 on the previous page respectively. Again, the black arrows in the latter figure represent the columns of the mixing matrix. By comparing these figures to Figures 4.5 and 4.6 respectively, it can be seen that the graph of \( f_A(z_1, z_2) \) is a degenerated version of the graph of a general homogeneous bivariate polynomial of degree two. Instead of a saddle-shaped hyperbolic paraboloid, the quadric surface in Fig.4.10 is a parabolic valley. The traces of this parabolic valley in planes parallel to the \( z_1 - z_2 \) plane, i.e. the contour levels, are straight lines (in the direction of the columns of \( A \)) instead of hyperolas. The trace in the \( z_1 - z_2 \) plane, which in the general case comprises a pair of lines intersecting at the origin, now consists of a single line through the origin. In other words, the cone representing the zero contour level of \( f_A(z_1, z_2) \) has degenerated into a single line through the origin in the direction of the columns of \( A \). This is also clear from the fact that \( f_A(z_1, z_2) = (a_2^2 z_1 - a_1^2 z_2)^2 = 0 \) has the same solutions as the equation \( a_2^2 z_1 = a_1^2 z_2 = 0 \). As we have remarked above, the row vector \( \hat{\varphi}_A \) is an element of the left null space \( \mathcal{N}(C^a_u) \) of \( C^a_u \). This means that the function \( f_A(z_1, z_2) \) in (4.4.26) is a linear combination of the functions \( f_1(z_1, z_2) \) and \( f_2(z_1, z_2) \) in (4.4.24). In particular, its coefficient vector \( \hat{\varphi}_A \) can be written and computed as follows:

\[
\hat{\varphi}_A = (\hat{\varphi}_A, (u^1)^T(u^1)^T + (\hat{\varphi}_A, (u^2)^T(u^2)^T = \hat{\varphi}_A \Phi^T \Phi.
\]

### 4.4.3.2 Employing subspace matrix estimated from simulated sensor data

Now we will compute and plot the same contour levels as in the previous section for a subspace matrix estimated from computer generated signals. The same source and noise signals as for the full rank example in Section 4.4.2.2 are used. Again, the sensor signals \( x_1[n] \) and \( x_2[n] \) are computed according to the model in (4.1.2), where the rank-deficient mixing matrix \( A \) is given by (4.4.21). The resulting standard deviations of the noise-free parts of the sensor signals \( x_1[n] \) and \( x_2[n] \) are given by 2.01 and 0.45 respectively. Hence, the SNR at the first and second sensors equal 12.1 and \(-1.0\) dB respectively. Fig. 4.12 on the facing page shows 200 samples of \( s_1[n] \) and \( s_2[n] \) at the left side, and the noisy mixtures \( x_1[n] \) and \( x_2[n] \) at the right side. The subspace matrix \( C^a_u \) is estimated from the sensor signals in the same manner as in Section 4.4.2.2 resulting in:

\[
\hat{C}^a_u = \begin{bmatrix} \hat{r}^x_{11}[1] & \hat{r}^x_{11}[2] \\ \hat{r}^x_{12}[1] & \hat{r}^x_{12}[2] \\ \hat{r}^x_{22}[1] & \hat{r}^x_{22}[2] \end{bmatrix} = \begin{bmatrix} 2.5628 & 1.5961 \\ 0.5900 & 0.3748 \\ 0.1454 & 0.0918 \end{bmatrix}.
\]

From the SVD of \( C^a_u \) it now follows that an estimate \( \hat{\Phi} \) of a nontrivial matrix \( \Phi \) is given by:

\[
\hat{\Phi} = \begin{bmatrix} \hat{\varphi}_1 \\ \hat{\varphi}_2 \end{bmatrix} = \begin{bmatrix} \hat{u}^1 \hat{u}^2 \hat{u}^3 \end{bmatrix} = \begin{bmatrix} 0.2314 & -0.9586 & -0.1657 \\ -0.0158 & -0.1740 & 0.9846 \end{bmatrix}.
\]

Note that the rows of this matrix are not necessarily estimates of the rows of \( \Phi \) in (4.4.23). The only requirement is that the subspace spanned by the rows of \( \hat{\Phi} \) approximate the subspace spanned by the rows of \( \Phi \). In other words, the left null space \( \mathcal{N}(C^a_u) \) of \( C^a_u \) should approximate the left null space \( \mathcal{N}(\Phi) \) of \( \Phi \) (see Section 4.3.6). This can easily shown
Figure 4.12: Stationary Gaussian AR(1) source signals (left) and their noisy mixtures (right) for example in Section 4.4.3.2 with rank-deficient mixing matrix.

Figure 4.13: Contour plots of $\hat{f}_1(z_1, z_2)$ (left) and $\hat{f}_2(z_1, z_2)$ (right) for example in Section 4.4.3 with rank-deficient mixing matrix.

to be the case by computing and comparing the reduced row echelon forms of (4.4.23) and (4.4.28). The functions $\hat{f}_1(z_1, z_2)$ and $\hat{f}_2(z_1, z_2)$ corresponding to the rows of $\hat{\Phi}$ are:

$$
\begin{align*}
\hat{f}_1(z_1, z_2) &= 0.2314 z_1 z_1 - 0.9586 z_1 z_2 - 0.1657 z_2 z_2; \\
\hat{f}_2(z_1, z_2) &= -0.0158 z_1 z_1 - 0.1740 z_1 z_2 + 0.9846 z_2 z_2.
\end{align*}
$$

The corresponding contour plots are shown in Fig. 4.13 and should be compared to those in Fig. 4.9 on page 182. As in the previous contour plots, the black arrows represent the
columns of the true mixing matrix. The two lines through the origin of each figure define the zero contour level of the associated function. Since the black arrows approximately point in the same direction as the zero contour lines of the estimated functions, the estimated columns $\hat{a}^1$ and $\hat{a}^2$ of the mixing matrix approximate the true ones rather well (recall that we only need to estimate one column of $A$ because the two columns are scaled versions of each other). Clearly, $\hat{a}^1$ and $\hat{a}^2$ are determined uniquely by the intersection of the zero contour levels of $\hat{f}_1(z_1, z_2)$ and $\hat{f}_2(z_1, z_2)$. Hence, they can be found by solving the system \[
\{ \hat{f}_1(z_1, z_2) = 0, \hat{f}_2(z_1, z_2) = 0 \},\] which is the topic of Section 4.5.

### 4.4.4 Example 3: Speech signals mixed by full rank mixing matrix

In this section, similarly to Sections 4.4.3 and 4.4.2 we analyze and perform the various steps of Alg. 4.3 on page 171, but now very briefly and for a different signal scenario, viz. the example with mixed speech signals and zero additive sensor noise that was introduced in Section 1.1.2 of Chapter 1. Although we do not exploit the non-stationary character of the speech signals (see Section 5.4.2 for this) but only the non-whiteness, i.e. we pretend that the correlation functions are obtained from stationary data and use (4.4.18) to estimate them, this shows that our approach also works for other types of signals.

Fig. 1.5 on page 8 shows 8000 samples (one second) of the original speech signals at the left side, and the two mixtures obtained from (1.1.1) with the full rank mixing matrix given by (1.1.4), and with zero additive noise, at the right side. Note that $A$ is well-conditioned because its columns are orthonormal. As in Section 4.4.2.1, because $A$ is full rank there is only one equation $f(z_1, z_2) = 0$ in the system with $f(z_1, z_2)$ defined in (4.3.31). It can easily be shown that this function is given by:

$$f(z_1, z_2) = -\frac{1}{2} \sqrt{2} z_1 z_1 + \frac{1}{2} \sqrt{2} z_2 z_2.$$  \hspace{1cm} (4.4.30)

The corresponding contour plot is shown at the left side of Fig. 4.14. Again, the black arrows represent the columns of the mixing matrix and the two lines through the origin define the zero

![Figure 4.14: Contour plots of $f(z_1, z_2)$ (left) and $\hat{f}(z_1, z_2)$ (right) for example with speech signals in Section 4.4.4.](image-url)
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contour level of \( f(z_1, z_2) \). Clearly, the arrows representing the columns of the mixing matrix are exactly in the directions of the two lines describing the zero contour level of \( f(z_1, z_2) \), thereby revealing that both columns \( a_1 \) and \( a_2 \) of \( A \) are determined correctly and uniquely by the zero contour level. Using (4.4.18) with \( N_s = 8000 \) we estimate the sensor correlation functions \( r_{11}^s[k], r_{12}^s[k] \) and \( r_{22}^s[k] \) for all lags \( k \in \Omega_s^{1,2} = \{1, 2\} \) from the sensor signals. Applying Alg. 4.3 to the resulting estimate \( C_s^r \) of the subspace matrix yields the following estimate estimate \( \hat{f}(z_1, z_2) \) of \( f(z_1, z_2) \):

\[
\hat{f}(z_1, z_2) = -0.6766 z_1 z_1 - 0.0409 z_1 z_2 + 0.7352 z_2 z_2. \quad (4.4.31)
\]

The contour plot of this function is shown at the right side of Fig. 4.14. Clearly, the ideal and estimated contour plots resemble each other very much. In the estimated contour plot we see a slight misalignment between the two lines through the origin defining the zero contour level of \( f(z_1, z_2) \) on the one hand, and the black arrows representing the columns of the true mixing matrix on the other hand. If the columns of the mixing matrix would be estimated by solving \( f(z_1, z_2) = 0 \), the solution vectors would point in the direction of the contour lines. Since the black arrows approximately point in the same directions, the estimated columns \( \hat{a}_1 \) and \( \hat{a}_2 \) of the mixing matrix approximate the true ones rather well. As will be explained in Section 4.5, these columns, and thus the mixing matrix, can be estimated in several manners. For one method Fig. 4.18 shows the two speech source signals at the left side and the separated speech signals obtained by using the inverse of the estimated mixing matrix at the right side.

4.4.5 Example 4: Images mixed by full rank mixing matrix

In this section we analyze and perform the various steps of Alg. 4.3, but now for the example with mixed images and zero additive sensor noise that was introduced in Section 1.1.2 of Chapter 1. Similarly to the previous section, although we do not exploit the non-stationary character of the image signals but only the non-whiteness, this shows that our approach also works for other types of signals.

Fig. 1.6 on page 9 shows the two source images at the left side and the two mixtures at the right side. The mixed images were obtained from (1.1.5) with (full rank) mixing matrix:

\[
A = \begin{bmatrix}
\frac{1}{5} & 4 \\
3 & 4
\end{bmatrix},
\]

and zero additive noise. Note that the columns of this matrix are rather close, see also Fig. 4.15. Recall that \( u \) and \( v \) in (1.1.5) represent the pixel indices in the horizontal and vertical directions respectively. The size of the images is \( N \times N \) with \( N = 512 \). As in Section 4.4.2.1, because \( A \) is full rank there is only one equation \( f(z_1, z_2) = 0 \) in the system with \( f(z_1, z_2) \) defined in (4.3.31). From Alg. 4.3 it follows that this function is given by:

\[
f(z_1, z_2) = 0.3971 z_1 z_1 - 0.8274 z_1 z_2 + 0.3971 z_2 z_2. \quad (4.4.33)
\]

The corresponding contour plot is shown at the left side of Fig. 4.15. Again, the black arrows represent the columns of the mixing matrix and the two lines through the origin define the zero contour level of \( f(z_1, z_2) \). Clearly, the arrows representing the columns of the mixing matrix are exactly in the directions of the two lines describing the zero contour level of \( f(z_1, z_2) \), thereby revealing that both columns \( a_1 \) and \( a_2 \) of \( A \) are determined correctly and uniquely by the zero contour level.
From the ‘sensor signals’, i.e. the mixed images, we compute the spatially averaged co-variance functions $c_{x11}[m,n]$, $c_{x12}[m,n]$ and $c_{x22}[m,n]$ for $(m,n) \in \Omega_{\nu}^\nu \equiv \{(0,0),(-1,1)\}$ by averaging products of the form $x_{i1}[u,v] x_{i2}[u-m,v-n]$ over the available pixels:

$$c_{x_i^e}[m,n] \triangleq \frac{1}{(N-m)(N-n)} \sum_{u=m+1}^{N} \sum_{v=n+1}^{N} \left( x_{i1}[u,v] - \mu_{x_i^e} \right) \left( x_{i2}[u-m,v-n] - \mu_{x_i^e} \right),$$  

(4.4.34)

where the spatially averaged mean $\mu_{x_i^e}$ of $x_{i1}[u,v]$ is defined as follows:

$$\mu_{x_i^e} \triangleq \frac{1}{(N)^2} \sum_{u=1}^{N} \sum_{v=1}^{N} x_{i1}[u,v], \quad i = 1, 2.$$  

(4.4.35)

Using this formula for estimating the subspace matrix from the mixed image signals yields:

$$\hat{C}_u^e = \begin{bmatrix} c_{x11}[0,0] & c_{x12}[0,0] \\ c_{x12}[0,0] & c_{x22}[0,0] \end{bmatrix} \begin{bmatrix} -1,1 \end{bmatrix} = \begin{bmatrix} 0.0429 & 0.0411 \\ 0.0367 & 0.0350 \end{bmatrix}.$$  

(4.4.36)

Similarly to the previous examples, using Alg. 4.3 the estimate $\hat{f}(z_1,z_2)$ of $f(z_1,z_2)$ can be computed from $\hat{C}_u^e$ and is given by:

$$\hat{f}(z_1,z_2) = 0.4082 z_1z_1 - 0.8265 z_1z_2 + 0.3876 z_2z_2.$$  

(4.4.37)

The contour plot of this function is shown at the right side of Fig. 4.15. Clearly, the ideal and estimated contour plots resemble each other very much. Again, in the estimated contour plot we see a slight misalignment between the two lines through the origin defining the zero contour level of $\hat{f}(z_1,z_2)$ on the one hand, and the black arrows representing the columns of the true mixing matrix on the other hand. As will be explained in the next section, the mixing matrix can be estimated in several manners. For one method Fig. 4.19 shows the two source images at the left side and the separated images obtained by using the inverse of the estimated mixing matrix at the right side.
4.5 Solving the system of polynomial equations

The derivations in Section 4.3 and the illustrations in Section 4.4 showed that the MIBI problem can be projected onto the problem of solving a system of bivariate homogeneous polynomial equations of degree two for the columns of the mixing matrix \( \mathbf{A} \). In this section, we discuss the final step of Alg. 4.3 on page 171, viz. that of solving the system \( \{ f_q(\mathbf{z}_1, \mathbf{z}_2) = 0 \}_{q \in \mathbb{Q}} \) in (4.3.33) for the columns of \( \mathbf{A} \). Using (4.3.31), the target system can be written in expanded form as follows:

\[
\{ \psi^1_{q_1} z_1^1 + \psi^2_{q_2} z_1^2 + \psi^2_{q_2} z_2^2 = 0 \}_{q \in \mathbb{Q}},
\]

or, even more elaborately:

\[
\begin{align*}
\{ f_1(\mathbf{z}_1, \mathbf{z}_2) &= \psi^1_{q_1} z_1^1 + \psi^2_{q_2} z_1^2 + \psi^2_{q_2} z_2^2 = 0; \\
\vdots &= \vdots \\
\{ f_Q(\mathbf{z}_1, \mathbf{z}_2) &= \psi^1_{Q_1} z_1^1 + \psi^2_{Q_2} z_1^2 + \psi^2_{Q_2} z_2^2 = 0.
\end{align*}
\]

(4.5.1)

In the next sections we will present several approaches for solving this system, but first we discuss some general topics. In Sections 4.3.4.4 and 4.4 we have provided insight into the structure of an individual equation \( f_q(\mathbf{z}_1, \mathbf{z}_2) = 0 \). We have seen that the zero contour level of each such function consists of a set of two lines through the origin, and thus forms a cone in the two-dimensional Euclidean space. As an example, see the zero contour level of \( f(\mathbf{z}_1, \mathbf{z}_2) \) in (4.4.13) that is depicted in Fig. 4.6 on page 177. Note that in this figure several contour levels are depicted. For convenience and reference, in Fig. 4.16 we have extracted the zero contour level of \( f(\mathbf{z}_1, \mathbf{z}_2) \) defined in (4.4.13) only. Due to the scaling indeterminacy discussed in Section 2.4, the norm of the solution vectors of each individual equation in system (4.5.2), as well as the norm of the solution vectors of the whole system itself, cannot be determined and will be assumed to be non-zero. If no a priori knowledge is available, we typically assume that the solution vectors have unit Euclidian norm, i.e. \( \| \mathbf{z} \| = 1 \). Let the unit-norm constraint function \( c(\mathbf{z}_1, \mathbf{z}_2) \) be defined by:

\[
c(\mathbf{z}_1, \mathbf{z}_2) \triangleq (z_1)^2 + (z_2)^2 - 1,
\]

(4.5.3)

Figure 4.16: Zero contour plot of function \( f(\mathbf{z}_1, \mathbf{z}_2) \) occurring in full rank example of Section 4.4.2 together with unit-norm constraint.
then the unit-norm constraint can be written as the equation \( c(z_1, z_2) = 0 \). This constraint is indicated by the dotted circle in Fig. 4.16.

As is clear from Fig. 4.16, in general there are four intersection points between the zero contour level of an individual function and the unit-norm constraint; these point are indicated by the black crosses. Essentially, only two of them are different because points that are opposite w.r.t. the origin are equivalent from the solution point of view; see also (4.4.9) on page 175. We make this statement precise as follows. The homogeneity property formulated in (4.3.35) implies that only solution vectors can be distinguished that are different according to the following equivalence relation \( \sim \) defined on the non-zero points of \( \mathbb{R}^2 \):

\[
\begin{bmatrix} z_1 \\ z_2 \end{bmatrix} \sim \begin{bmatrix} z'_1 \\ z'_2 \end{bmatrix} \iff \exists \eta \in \mathbb{R}, \eta \neq 0 : \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} \eta z'_1 \\ \eta z'_2 \end{bmatrix}.
\]

(4.5.4)

Hence, vectors \( z \triangleq \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} \) and \( z' \triangleq \begin{bmatrix} z'_1 \\ z'_2 \end{bmatrix} \) with arbitrary lengths and the same or opposite directions are considered to be equivalent according to this relation, and all other vectors are different. In the coming sections our purpose is to find all unit-norm solutions of system (4.5.2) that are different according to relation (4.5.4). For a single homogeneous polynomial equation this means that for each of the two lines comprising the zero contour level one of the two intersection points with the circle has to be found, see Fig. 4.16.

In the previous sections we have seen that for the scenario studied in this chapter there usually only is a single equation in the system to be solved, but sometimes there are two. In addition, when dealing with estimated data and equations, in the latter case there may not exist exact solutions. Therefore, in order to be able to solve the general case with multiple equations with possibly inexact coefficients, in Sections 4.5.1, 4.5.2, and 4.5.4 we will define several appropriate cost functions from which the solution vectors can be found by minimization. In Section 4.5.3, we will show how the solutions of a single bivariate homogeneous polynomial equation of arbitrary degree can be found. This technique will be used in Section 4.5.4 and in later chapters.

4.5.1 Bivariate homogeneous polynomial cost function

Consider the following cost function that takes into account all possibly inexact equations of system (4.5.2):

\[
J(z_1, z_2) \triangleq \sum_{q \in \mathcal{Q}} (f_q(z_1, z_2))^2 = \sum_{q \in \mathcal{Q}} (\psi_{q1}^{11} z_1 z_1 + \psi_{q2}^{12} z_1 z_2 + \psi_{q2}^{22} z_2 z_2)^2.
\]

(4.5.5)

Note that this function is a bivariate 4-homogeneous polynomial. The values of \( (z_1, z_2) \) for which \( J(z_1, z_2) \) attains its minima can be found by determining where the partial derivatives w.r.t. \( z_1 \) and \( z_2 \) equal zero:

\[
\begin{align*}
\frac{\partial J(z_1, z_2)}{\partial z_1} &= 2 \sum_{q \in \mathcal{Q}} f_q(z_1, z_2) \frac{\partial f_q(z_1, z_2)}{\partial z_1} = 0; \\
\frac{\partial J(z_1, z_2)}{\partial z_2} &= 2 \sum_{q \in \mathcal{Q}} f_q(z_1, z_2) \frac{\partial f_q(z_1, z_2)}{\partial z_2} = 0.
\end{align*}
\]

(4.5.6)
This yields a system of two bivariate homogeneous polynomial equations of degree three:

\[
\begin{cases}
\sum_{q \in Q} (\phi_q^{11} z_1 z_1 + \phi_q^{12} z_1 z_2 + \phi_q^{22} z_2 z_2) (2 \phi_q^{11} z_1 + \phi_q^{12} z_2) = 0 ; \\
\sum_{q \in Q} (\phi_q^{11} z_1 z_1 + \phi_q^{12} z_1 z_2 + \phi_q^{22} z_2 z_2) (\phi_q^{12} z_1 + 2 \phi_q^{22} z_2) = 0.
\end{cases}
\]  

(4.5.7)

In principle, this system can be solved by solving each equation individually (see Section 4.5.3), and then selecting the common solution vectors. There also exist of-the-shelf algorithms in packages like Matlab and Mathematica for solving relatively simple systems as in (4.5.7). Rather than simply using these functions, in Section 4.5.6 we will explain in detail the so-called homotopy [2, 144] method, which can also be used for solving the more complex systems that we will encounter in later chapters.

### 4.5.2 Bivariate polynomial cost function with unit-norm constraint

We can also define a bivariate cost function that takes into account the unit-norm constraint (4.5.3) directly as follows:

\[
J(z_1, z_2) \triangleq (c(z_1, z_2))^2 + \sum_{q \in Q} (f_q(z_1, z_2))^2 = ((z_1)^2 + (z_2)^2 - 1)^2 + \sum_{q \in Q} (\phi_q^{11} z_1 z_1 + \phi_q^{12} z_1 z_2 + \phi_q^{22} z_2 z_2)^2.
\]  

(4.5.8)

Note that contrary to (4.5.5) this polynomial is non-homogeneous due to the additional unit-norm term. Again, the values of \((z_1, z_2)\) for which \(J(z_1, z_2)\) attains its minima can be found by determining where the partial derivatives w.r.t. \(z_1\) and \(z_2\) equal zero:

\[
\begin{cases}
\frac{\partial J(z_1, z_2)}{\partial z_1} = 2 c(z_1, z_2) \frac{\partial c(z_1, z_2)}{\partial z_1} + 2 \sum_{q \in Q} f_q(z_1, z_2) \frac{\partial f_q(z_1, z_2)}{\partial z_1} = 0 ; \\
\frac{\partial J(z_1, z_2)}{\partial z_2} = 2 c(z_1, z_2) \frac{\partial c(z_1, z_2)}{\partial z_2} + 2 \sum_{q \in Q} f_q(z_1, z_2) \frac{\partial f_q(z_1, z_2)}{\partial z_2} = 0.
\end{cases}
\]  

(4.5.9)

This yields a system consisting of two bivariate polynomial equations of degree three:

\[
\begin{cases}
2 z_1 ((z_1)^2 + (z_2)^2 - 1) + \sum_{q \in Q} (\phi_q^{11} z_1 z_1 + \phi_q^{12} z_1 z_2 + \phi_q^{22} z_2 z_2) (2 \phi_q^{11} z_1 + \phi_q^{12} z_2) = 0 ; \\
2 z_2 ((z_1)^2 + (z_2)^2 - 1) + \sum_{q \in Q} (\phi_q^{11} z_1 z_1 + \phi_q^{12} z_1 z_2 + \phi_q^{22} z_2 z_2) (\phi_q^{12} z_1 + 2 \phi_q^{22} z_2) = 0.
\end{cases}
\]  

(4.5.10)

Similarly to system (4.5.7), in principle this system can be solved by solving each equation individually and then selecting the common solution vectors. See also the other remarks made below (4.5.7).
4.5.3 Finding all different solutions of a bivariate homogeneous polynomial equation of arbitrary degree

In this section we show how all essentially different solution vectors of a single bivariate \(m\)-homogeneous polynomial equation \(p(z_1, z_2) = 0\) can be found. Because \(p(z_1, z_2)\) is \(m\)-homogeneous all its terms have the same degree \(m\); hence, it can be written as follows (see also Chapter 6, in particular Eq. (6.2.64) and Section 6.2.4.4):

\[
p(z_1, z_2) \triangleq \sum_{(i_1, \ldots, i_m) \in \mathcal{I}_m^m} \alpha^{i_1 \cdots i_m} z_{i_1} \cdots z_{i_m} = \sum_{i_m \in \mathcal{I}_m} \alpha^{i_m} z_{i_m} \quad \forall z_1, z_2 \in \mathbb{C},
\]

(4.5.11)

where \(\{\alpha^{i_m}\}_{i_m \in \mathcal{I}_m^m}\) is a set of real- or complex-valued scalars, and the index set \(\mathcal{I}_m^m\) is defined in (A.2.15) on page 407 as \(\mathcal{I}_m^m \triangleq \{i_m \mid 1 \leq i_1 \leq \cdots \leq i_m \leq D\}\). In mathematical terms, the \(m\)-homogeneity of \(p(z_1, z_2)\) can be formulated as follows:

\[
p(\eta z_1, \eta z_2) = (\eta)^m p(z_1, z_2) \quad \forall \eta, z_1, z_2 \in \mathbb{C}.
\]

(4.5.12)

See also (4.3.34) and (6.2.67). Similarly to (4.3.35) and (6.2.68), because of its homogeneity the function \(p(v_1, v_2)\) has the following nice property:

\[
p(v_1, v_2) = 0 \implies p(\eta v_1, \eta v_2) = 0 \quad \forall \eta \in \mathbb{C}.
\]

(4.5.13)

Hence, if \((v_1, v_2)\) is a solution of the equation \(p(v_1, v_2) = 0\), then so is \((\eta v_1, \eta v_2)\) for all \(\eta \in \mathbb{C}\). Thus, there is a scaling indeterminacy in the solution vectors.

Now we show how the solutions of \(p(z_1, z_2) = 0\) that are different according to equivalence relation (4.5.4) can be found by deriving a related univariate polynomial equation. To start with, note that according to (4.5.4), the solution vectors \(z \triangleq \left[\begin{array}{c} z_1 \\ z_2 \end{array}\right]\) and \(z' \triangleq \left[\begin{array}{c} 1 \\ z_2 \end{array}\right]\) are equivalent because \(z \triangleq \frac{z_1}{z_2} = \frac{1}{z_2} z'\), where for convenience it has been assumed that \(z_1 \neq 0\). Hence, it is sufficient to determine the ratio \(r_2^1 \triangleq \frac{z_2}{z_1}\) of each solution vector \(z\). The symbol \(r_j^i\) should be read as ‘the ratio of \(z_j\) to \(z_i\). Clearly, if \(z_1 = 0\) for some solution, the ratio \(\frac{z_2}{z_1}\) is not defined. However, in this case the ratio \(\frac{z_2}{z_1}\) is well defined and can be considered instead of \(\frac{z_2}{z_1}\) because from \(\|z\|^2 = (z_1)^2 + (z_2)^2 \neq 0\) it follows that \(z_2 \neq 0\). For this scenario we would write \(z \triangleq z_2 \left[\begin{array}{c} 1 \\ 1 \end{array}\right] = z_2 z'\) for \(z' \triangleq \left[\begin{array}{c} 1 \\ z_2 \end{array}\right]\). Without loss of generality, in the sequel we will only consider the case \(z_1 \neq 0\). Since \(z\) and \(z'\) are equivalent, solving \(p(z) = 0\) is equivalent to solving \(p(z') = 0\). This can easily be seen from (4.5.14): \(p(z) = p(z_1 z') = (z_1)^m p(z')\). Hence, if \(z_1 \neq 0\) solving \(p(z') = 0\) for \(z'\) is equivalent to solving \(p(z) = 0\) for \(z\). Now, substituting \(z' = \left[\begin{array}{c} \frac{1}{z_2} \\ \frac{1}{z_2} \end{array}\right]\) into the bivariate polynomial \(p(z') = p(z_1, z_2')\) defined in (4.5.11) yields a univariate polynomial of degree \(m\) in the ratio \(r_2^1\):

\[
g(r_2^1) \triangleq p(1, r_2^1).
\]

(4.5.14)

For example, suppose that \(p(z) = f_q(z)\) with \(f_q(z)\) given by (4.3.31). Then, (4.5.14) becomes:

\[
g(r_2^1) \triangleq p(1, r_2^1) = \varphi_q^{11} + \varphi_q^{12} r_2^1 + \varphi_q^{22} (r_2^1)^2,
\]

(4.5.15)

which is a second-degree univariate polynomial in the ratio \(r_2^1\). The general univariate equation \(g(r_2^1) = 0\) with \(g(r_2^1)\) defined in (4.5.14) is a standard univariate polynomial equation.
4.5 Solving the system of polynomial equations

of degree $m$ and thus can easily be solved. Once the solutions for $r_2^j$ have been found, the corresponding solution vectors $z' = \begin{bmatrix} z_1' \\ z_2' \end{bmatrix} = \begin{bmatrix} 1 \\ r^j_2 \end{bmatrix}$ can easily be computed. If desired, $z'$ can be normalized to unit Euclidian norm:

$$\hat{a} \triangleq \frac{z'}{\|z'\|} = \frac{1}{\sqrt{1 + (r^j_2)^2}} \begin{bmatrix} 1 \\ r^j_2 \end{bmatrix}.$$

In principle, with the technique developed above we can solve systems (4.5.7) and (4.5.10) by finding the solutions of each individual equation first, and then selecting the common solution(s). However, as we will show in the next section we can also reduce the whole problem to finding the roots of a single univariate polynomial equation of degree three.

4.5.4 Univariate polynomial cost function

For convenience, let us (momentarily) denote the ratio $r_2^j = z_2^j / z_1^j$ defined in the previous section by $r_j$. Then, with abuse of notation we can define the following univariate cost function $J(r)$ by substituting $\begin{bmatrix} z_1' \\ z_2' \end{bmatrix} = \begin{bmatrix} 1 \\ r_2^j \end{bmatrix}$ into (4.5.5):

$$J(r) \triangleq J(1, r) \triangleq \sum_{q \in Q} (f_q(1, r))^2 = \sum_{q \in Q} (g_q(r))^2 = \sum_{q \in Q} (\phi_1^{11} + \phi_1^{12} r + \phi_2^{22} (r)^2)^2,$$

where:

$$g_q(r) \triangleq f_q(1, r) = \phi_1^{11} + \phi_1^{12} r + \phi_2^{22} (r)^2. \quad (4.5.17)$$

The values of $r$ for which $J(r)$ attains its minima can be found by determining where the derivative $J'(r)$ equals zero:

$$J'(r) \triangleq \frac{dJ(r)}{dr} = 2 \sum_{q \in Q} g_q(r) g_q'(r) = 2 \sum_{q \in Q} (\phi_1^{11} + \phi_1^{12} r + \phi_2^{22} (r)^2)(\phi_1^{12} + 2\phi_2^{22} r) = 0.$$

Hence, this yields the following univariate polynomial equation of degree three:

$$\sum_{q \in Q} \left[ \phi_1^{11} \phi_1^{12} + \left( (\phi_2^{12})^2 + 2\phi_1^{11} \phi_2^{12} \right) r + 3\phi_1^{12} \phi_2^{22} (r)^2 + 2(\phi_2^{22})^2 (r)^3 \right] = 0, \quad (4.5.18)$$

whose roots can easily be found (see also the previous section). Since $J'(r)$ is a univariate polynomial of the third degree it has exactly three roots. Furthermore, since its coefficients are real-valued it has either three real roots or one real root and two complex conjugate roots. In the first case we can easily detect the minima by checking for which of the roots the second derivative $J''(r)$ of $J(r)$ is real-valued and larger than zero, and in the second case it is immediately clear that the single real root provides the desired solution. Finally, for each value of $r$ where $J(r)$ attains a (local) minimum, the corresponding unit-norm column of the mixing matrix can be computed by:

$$\hat{z} = \frac{1}{\sqrt{1 + (r)^2}} \begin{bmatrix} 1 \\ r \end{bmatrix}. \quad (4.5.19)$$
4.5.4.1 Application to Example 1 in Section 4.4.2

In this example there is only one equation to be solved and thus we can directly apply the technique developed in Section 4.5.3. We will consider the examples with ideal and estimated subspace matrices in turn. For the ideal case, from (4.4.13) and (4.5.15) it follows that the equation to be solved becomes:

\[ g(r_1^2) = f(1, r_1^2) = 0.2070 - 0.9659 r_1^2 + 0.1552 (r_1^2)^2 = 0. \]

Using for example the roots function of Matlab or the Solve function of Mathematica, the two roots of this equation are found to be \( r_1^2 = 0.2222 \) and \( r_2^2 = 6.000. \) Hence, \( z_1' = \begin{bmatrix} 1 \\ 0.2222 \end{bmatrix} \) and \( z_2' = \begin{bmatrix} 0 \\ 0.600 \end{bmatrix}. \) The ratio \( 0.2222 \) equals the ratio \( \frac{a_1^1}{a_1^2} = \frac{0.2}{0.3} \) between the second and first elements of the first column \( a_1^1 \) of \( A = \begin{bmatrix} 0.9 & 0.1 \\ 0.2 & 0.0 \end{bmatrix}. \) Similarly, the ratio \( 6.000 \) equals the ratio \( \frac{a_2^1}{a_2^2} = \frac{0.6}{0.1} \) between the second and first elements of the second column \( a_2^1 \) of \( A. \) This means that after normalizing to unit norm, each of the solutions for \( z' \) equals a normalized column of \( A. \) In other words, \( \frac{z_j'}{\|z_j'\|} = \frac{a_j}{\|a_j\|} \) for \( j = 1, 2: \)

\[
\frac{z_1'}{\|z_1'\|} = \frac{a_1}{\|a_1\|} = \begin{bmatrix} 0.9762 \\ 0.2169 \end{bmatrix}, \quad \frac{z_2'}{\|z_2'\|} = \frac{a_2}{\|a_2\|} = \begin{bmatrix} 0.1644 \\ 0.9864 \end{bmatrix}. \tag{4.5.20}
\]

Hence the columns are recovered correctly.

We now perform the same procedure as described above for the estimated case. From (4.4.20) and (4.5.15) it follows that now the equation to be solved becomes:

\[ \tilde{g}(r_1^2) = \tilde{f}(1, r_1^2) = 0.2168 - 0.9737 r_1^2 + 0.0702 (r_1^2)^2 = 0. \]

Solving this equation gives the ratios \( \hat{r}_1^2 = 0.2264 \) and \( \hat{r}_2^2 = 13.64 \) corresponding to estimates of the first and second columns of \( A \) respectively. The normalized solutions for \( \hat{z}' \) now equal:

\[
\frac{\hat{z}_1'}{\|\hat{z}_1'\|} = \begin{bmatrix} 0.9753 \\ 0.2208 \end{bmatrix}, \quad \frac{\hat{z}_2'}{\|\hat{z}_2'\|} = \begin{bmatrix} 0.0731 \\ 0.9973 \end{bmatrix}. \tag{4.5.21}
\]

The error in first column is quite small, but the error in the second is larger (this can also be seen in Fig. 4.8 on page 179 and Fig. 4.22 on page 209. We are mainly interested in the correctness of the directions of the columns of the mixing matrix. For the current scenario, these directions can be represented by angles. Hence, a sensible manner for comparing the results is to compare angles. The vector corresponding to \( \hat{r}_1^2 = 6 \) associated with the second column of \( \hat{A} \) is located at 80.5 degrees w.r.t. the positive \( z_1 \) axis, whereas that corresponding to \( \hat{r}_2^2 = 13.64 \) associated with the estimate of the second column of \( A \) is located at 85.8 degrees w.r.t. the positive \( z_1 \) axis. Hence, the angular error in the estimate of the second column of \( A \) equals 5.3 degrees.

We will now use the estimates in (4.5.21) to perform separation (see Section 1.1.2). Firstly, we define the estimated mixing matrix \( \hat{A} \) as follows:

\[
\hat{A} \triangleq \begin{bmatrix} \frac{\hat{z}_1'}{\|\hat{z}_1'\|} & \frac{\hat{z}_2'}{\|\hat{z}_2'\|} \end{bmatrix} = \begin{bmatrix} 0.9753 & 0.0731 \\ 0.2208 & 0.9973 \end{bmatrix}. \tag{4.5.22}
\]

Because our purpose is to perform IBSS and not noise reduction, for demonstration purposes we will apply the inverse of \( \hat{A} \) to the noise-free sensor signals to recover the source signals.
This can be done in our simulation because we know the noise signals (recall that $\hat{A}$ has been estimated from the noisy sensor data; see Section 4.4.2.2):

$$y[n] = \hat{A}^{-1} (x[n] - \nu[n]).$$

Fig. 4.17 on the current page shows 200 samples of the source signals $s_1[n]$ and $s_2[n]$ at the left side (see also the left side of Fig. 4.7 on page 179), and the noise-free estimated source signals $y_1[n]$ and $y_2[n]$ at the right side. As a measure of performance, we compute the total transfer matrix from the source signals to the output signals:

$$T \triangleq \hat{A}^{-1}A = \begin{bmatrix} 0.9230 & 0.0584 \\ -0.0038 & 0.5887 \end{bmatrix}.$$ 

Hence, the contributions of $s_1[n]$ and $s_2[n]$ to $y_1[n]$ equal 94.0% and 6.0% respectively, whereas the contributions of $s_1[n]$ and $s_2[n]$ to $y_2[n]$ equal 0.6% and 99.4% respectively.

### 4.5.4.2 Application to Example 2 in Section 4.4.3

In this example, the system to be solved contains two equations. Therefore, we will employ the technique developed in Section 4.5.4. Again, we will consider the examples with ideal and estimated subspace matrices in turn. For the ideal case, from (4.4.24) and (4.5.15) it follows that the functions $g_1(r)$ and $g_2(r)$ used in the definition of the cost function $J(r)$ in (4.5.16) are given by:

$$\begin{align*}
g_1(r) &\triangleq f_1(1, r) = -0.2167 + 0.9762 r - 0.0053 (r)^2 = 0; \\
g_2(r) &\triangleq f_2(1, r) = -0.0482 - 0.0053 r + 0.9988 (r)^2 = 0.
\end{align*}$$
The equation obtained by setting the derivative \( J'(r) \) of \( J(r) \) to zero can now be computed from (4.5.18) and is given by:

\[
-0.2113 + 0.8592r - 0.0313(r)^2 + 1.9954(r)^3 = 0.
\]

The roots of this equation are found to be \(-0.1033 + 0.6825j\), \(-0.1033 - 0.6825j\), and 0.2222. It can easily be verified that 0.2222 is the only correct root; see also the comments below (4.5.18) on page 193. This root correctly identifies the columns of \( A = \begin{bmatrix} 0.9 & 1 \\ 0.2 & 0 \end{bmatrix} \).

We now perform the same procedure as described above for the estimated case. From (4.4.29) and (4.5.18) it follows that now the equation to be solved is:

\[
-0.2149 + 0.8473r - 0.0353(r)^2 + 1.9943(r)^3 = 0,
\]

whose roots are are found to be \(-0.1051 + 0.6795j\), \(-0.1051 - 0.6795j\), and 0.2279. Now, 0.2279 is the only correct root. The true and estimated normalized vectors of interest are:

\[
\hat{a}'_1 = \|\hat{a}'_1\| = \begin{bmatrix} 0.9762 \\ 0.2169 \end{bmatrix}, \quad \hat{a}'_2 = \|\hat{a}'_2\| = \begin{bmatrix} 0.9750 \\ 0.2222 \end{bmatrix},
\]

see also (4.5.24). See also Fig. 4.13 on page 185 and Fig. 4.23 on page 209.

### 4.5.4.3 Application to Example 3 in Section 4.4.4

In this section we briefly present the estimation results for the scenario with two mixed speech signals that was introduced in Section 1.1.2 of Chapter 1 and discussed further in Section 4.4.4. The estimation procedure is exactly the same as in Section 4.5.4.1 because again there is only one equation to be solved. The estimate of the mixing matrix with normalized columns found by means of the technique developed in Section 4.5.3 is given by:

\[
\hat{A} = \begin{bmatrix} 0.7115 & 0.7316 \\ 0.7027 & -0.6818 \end{bmatrix}.
\]

Note that the ideal mixing matrix rounded to four decimals follows from (1.1.4) as:

\[
A = \begin{bmatrix} -0.7071 & 0.7071 \\ 0.7071 & 0.7071 \end{bmatrix}.
\]

The source signals can now be estimated by computing \( y[n] = \hat{A}^{-1} x[n] \). Fig. 4.18 on the facing page shows 8000 samples of the original speech signals signals \( s_1[n] \) and \( s_2[n] \) at the left side (see also the left side of Fig. 1.5 on page 8), and the estimated speech signals \( y_1[n] \) and \( y_2[n] \) at the right side. As a measure of performance, we compute the total transfer matrix from the source signals to the output signals:

\[
T = \hat{A}^{-1} A = \begin{bmatrix} -1.0008 & -0.0063 \\ 0.0352 & 1.0002 \end{bmatrix}.
\]

Hence, the contributions of \( s_1[n] \) and \( s_2[n] \) to \( y_1[n] \) equal 99.4% and 0.6% respectively, whereas the contributions of \( s_1[n] \) and \( s_2[n] \) to \( y_2[n] \) equal 3.4% and 96.6% respectively.
4.5 Solving the system of polynomial equations

4.5.4.4 Application to Example 4 signals in Section 4.4.5

In this section we briefly present the estimation results for the scenario with two mixed image signals that was introduced in Section 1.1.2 of Chapter 1 and discussed further in Section 4.4.5. Again, the estimation procedure is exactly the same as in Section 4.5.4.1 because again there is only one equation to be solved. The estimate of the mixing matrix with normalized columns found by means of the technique developed in Section 4.5.3 is given by:

\[
\hat{A} = \begin{bmatrix} 0.5936 & 0.7896 \\ 0.8047 & 0.6136 \end{bmatrix}.
\]

Note that the ideal mixing matrix is given by (4.4.32) as \( A = \begin{bmatrix} 0.9 & 0.6 \\ 0.6 & 0.8 \end{bmatrix} \). The source signals can now be estimated by computing \( y[u, v] = \hat{A}^{-1} x[u, v] \). Fig. 4.19 on the following page shows the two source images \( s_1[u, v] \) and \( s_2[u, v] \) at the left side (see also the left side of Fig. 1.6 on page 9) and the estimated images \( y_1[u, v] \) and \( y_2[u, v] \) at the right side. Note that \( y_1[u, v] \) provides an estimate of \( s_2[u, v] \), whereas \( y_2[u, v] \) provides an estimate of \( s_1[u, v] \). As a measure of performance, we compute the total transfer matrix from the source signals to the output signals:

\[
T \triangleq \hat{A}^{-1} A = \begin{bmatrix} 0.0629 & 0.9718 \\ 1.0604 & 0.0293 \end{bmatrix}.
\]

Hence, the contributions of \( s_1[u, v] \) and \( s_2[u, v] \) to \( y_1[u, v] \) equal 6.1% and 93.9% respectively, whereas the contributions of \( s_1[u, v] \) and \( s_2[u, v] \) to \( y_2[u, v] \) equal 97.3% and 2.7% respectively.
4.5.5 Solving a bivariate polynomial equation by factorization

For ‘systems’ with one equation, which we encounter in case of a full rank mixing matrix, we can also use another simple and direct method for obtaining the solutions. In Section 4.4.1, we have shown how functions of the type in (4.4.1) can be factorized into two linear terms. From this factorization, it followed that the solutions are directly given by (4.4.9). If desired, these solutions can easily be normalized to unit norm. Applying this approach to the examples in Sections 4.4.2, 4.4.4, and 4.4.5 yields exactly the same results as those obtained in Sections 4.5.4.1, 4.5.4.3, and 4.5.4.4 respectively both for the ideal and estimated cases. Note that this is due to fact that all these discussed approaches implicitly use the same algebra.

Whereas the approaches for solving the system discussed so far were mainly algebraic, in the following section we introduce a very powerful method that is truly numerical. As opposed to the algebraic approaches, this method is much more easy to generalize to systems of equations of ‘any’ complexity. Since the systems that we will encounter in the following chapters are very hard or impossible to solve algebraically, we do need such a method.
4.5 Solving the system of polynomial equations

4.5.6 Solving a system of bivariate polynomial equations: homotopy

In this section, we introduce the so-called homotopy method for solving the system of bivariate homogeneous polynomial equations. Although the currently considered system can also be solved algebraically (as we have seen in the previous sections), we present this homotopy method here because it is our method of choice for solving the more complex systems arising in the following chapters, which are hard or impossible to solve algebraically, and to provide insight. Moreover, it can also deal with non-exact equations and solutions (to a certain extent, of course). Homotopy methods provide a deterministic means for solving a system of nonlinear equations by smoothly deforming the known solutions of a simple start system into the desired solutions of the target system [2, 144]. They are based on the so-called path following or continuation techniques. In Appendix E, an overview is given of the basic principles and essentials of homotopy methods, along with some elucidating examples. In addition, an extension that we have developed, and which turns out to work well for the type of problems we consider in this work, is described. Excellent discussions about homotopy methods can be found in several articles and books [2, 105, 116, 144]. Since we use the method here for the first time in this thesis, we recapitulate some of its terminology and rationale along with our explanations and derivations. For more details, we refer to Appendix E and in the coming chapters we restrict ourselves to applying the resulting algorithm.

4.5.6.1 Rationale behind homotopy methods

In the context of homotopy methods the system of equations to be solved is commonly referred to as the target system. In this thesis we denote a general target system by \( p(z) = 0 \) and assume that \( p : \mathbb{C}^P \to \mathbb{C}^P \) and its solution set is denoted by \( \mathcal{P} \), i.e. \( \mathcal{P} \triangleq \{ z_p \in \mathbb{C}^P \mid p(z_p) = 0 \} \). For this chapter our purpose is to find the unit-norm solutions of systems as in (4.3.33) consisting of bivariate homogeneous polynomial equations of degree two of the form specified in (4.3.31). Hence, the target system we consider here consists of bivariate homogeneous polynomial equations together with the unit-norm constraint. We now first describe homotopy methods for more general systems and in a more general setting. Then, later in this section we will apply the theory to the system to be solved for this chapter. The rationale behind homotopy methods is to deform the known solutions of a simple start system into the a priori unknown solutions of the target system. The start system should be compatible with the target system as much as possible in the sense that it possesses the same or a similar structure and the same number of solutions. For our current problem, this primarily means that it should also consist of bivariate homogeneous polynomial equations of degree two, preferably with the same number of solutions. In this thesis we denote a general start system by \( g(z) = 0 \), where \( g : \mathbb{C}^P \to \mathbb{C}^P \), and its solution set by \( \mathcal{G} \), i.e. \( \mathcal{G} \triangleq \{ z_g \in \mathbb{C}^P \mid g(z_g) = 0 \} \). The start and target systems are embedded in a family of systems, the homotopy, and then all members in the family are solved in a sequential and iterative manner. Hence, a homotopy continuation procedure starts with a start system of equations the solutions of which are known. Then this system is deformed slightly in the ‘direction’ of the target system. Since this new system is close to the previous system, under some mild conditions its solutions deviate only slightly from those of the previous system. Hence, each solution of the new system can be found by a local iterative optimization method that uses the corresponding solution of the previous system as its initial solution. For each solution of the start system, these steps are repeated until the target system is reached. In theory, under some mild uniqueness and smoothness assumptions each path converges to a geometrically isolated solution [2].
We first embed the start and target systems in a suitable homotopy. Instead of the conventional homotopy \((E.1.1)\) in Appendix E that is commonly described and used in the literature, we have defined our own more natural and intuitive homotopy as follows in \((E.1.17)\):

\[
h(z, \lambda) = \gamma_g(\lambda - \lambda_c)g(z) + \gamma_p(\lambda - \lambda_0)\ p(z) \quad \forall \ \lambda \in C,
\]

where \(\lambda \in C\) is called the so-called \textit{continuation parameter} and \(C\) is a certain predefined curve in the complex plane that is to be traversed by \(\lambda\). The curve \(C\) has a certain starting point \(\lambda_0 \in C\) and a certain end point \(\lambda_c \in C\) such that \(\lambda_0 \neq \lambda_c\). Some examples of possible paths that may be traversed in both directions are given in Fig. E.1. The constants \(\gamma_g \in C\) and \(\gamma_p \in C\) are randomly chosen fixed constants whose purpose will be explained soon. For each solution \(z_g\) of the start system \(g(z)\), numerical path following or continuation methods attempt to trace the path/curve \((z, \lambda) \in h^{-1}(0)\) defined implicitly by \(h(z, \lambda) = 0\) from the starting point \((z_g, \lambda_0)\), which is a solution of the start system, to a solution point \((z_p, \lambda_c)\) of the target system where \(p(z_p) = 0\). Note that \(h(z, \lambda_0) = \gamma_g(\lambda_0 - \lambda_c)g(z)\) and \(h(z, \lambda_c) = \gamma_p(\lambda_c - \lambda_0)\ p(z)\) with \(\lambda_0 - \lambda_c \neq 0\). Hence, solving \(h(z, \lambda_0) = 0\) is equivalent to solving \(g(z) = 0\), whereas solving \(h(z, \lambda_c) = 0\) is equivalent to solving \(p(z) = 0\). We now see that the continuation parameter parameterizes each solution path \((z(\lambda), \lambda)\) of \((4.5.25)\). In the course of tracing such a path by a homotopy continuation method, \(\lambda\) follows the user-defined curve \(C\) from its starting point \(\lambda_0\) to its end point \(\lambda_c\). As is explained in Appendix E and \([116, 144]\), the constants \(\gamma_g \in C\) and \(\gamma_p \in C\) serve to avoid singularities and crossings along the different paths. Hence, the main problem to be solved is to find the curve \((z(\lambda), \lambda)\) that solves the following system as \(\lambda\) moves from \(\lambda_0\) to \(\lambda_c\):

\[
h(z(\lambda), \lambda) = 0 \quad \forall \ \lambda \in C.
\]

As we explain in detail in Appendix E, this can be done by deforming the system and finding the solutions of the new system by means of the so-called \textit{predictor} and \textit{corrector} steps that can be derived from \((4.5.25)\) and its derivative w.r.t. \(\lambda\). This derivative is given by:

\[
\frac{d}{d\lambda}\ h(z(\lambda), \lambda) = \nabla_z h(z(\lambda), \lambda) \frac{dz(\lambda)}{d\lambda} + \partial_\lambda h(z(\lambda), \lambda) = 0 \quad \forall \ \lambda \in C,
\]

where:

\[
\nabla_z h(z(\lambda), \lambda) = \begin{bmatrix}
\frac{\partial h_1(z(\lambda), \lambda)}{\partial z_1} & \cdots & \frac{\partial h_1(z(\lambda), \lambda)}{\partial z_p} \\
\cdots & \ddots & \cdots \\
\frac{\partial h_p(z(\lambda), \lambda)}{\partial z_1} & \cdots & \frac{\partial h_p(z(\lambda), \lambda)}{\partial z_p}
\end{bmatrix}
\]

and

\[
\partial_\lambda h(z(\lambda), \lambda) \triangleq \frac{\partial h(z(\lambda), \lambda)}{\partial \lambda}
\]

are the Jacobian and partial derivative of \(h(z(\lambda), \lambda)\) w.r.t. \(z\) and \(\lambda\) respectively. All solutions of the target system can be found by solving \((4.5.27)\) for each of the initial conditions \(z(0) = z_g \in G\). Note that \((4.5.27)\) is a system of ordinary differential equations. Hence, given \(z(0)\) solving this system for \(z(\lambda)\) is a standard ODE initial value problem that it equivalent to solving \((4.5.26)\) and in principle can be solved by using any standard software package for numerically solving systems of differential equations with initial values. This would come down to only performing the predictor step referred to above. Although this is possible, in general it is not a good and efficient approach because it can lead to the same accumulation of errors occurring in numerical differential equation solvers and ignores the strong contractive properties which the curve has relative to the corrector steps in view of the fact that it satisfies \((4.5.26)\). It is this very property that leads to the predictor-corrector approach employed by homotopy continuation methods. Given a certain point on the path, consider a single iteration of the method. Suppose that we have a solution \(z(\lambda)\) of \(h(z(\lambda), \lambda) = 0\) for a
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certain (known) value of $\lambda$. Then, this solution is also an approximate solution of the slightly deformed system $h(z(\lambda + \Delta \lambda), \lambda + \Delta \lambda) = 0$, where $\Delta \lambda$ is a small increment of $\lambda$ along the path $C$. Then, the solution of the deformed system is found by means of the predictor and corrector steps. Firstly, in the predictor step an approximation of the solution $z(\lambda + \Delta \lambda)$ of the deformed system is predicted, e.g. by using an Euler step (see further). Secondly, the predicted approximate solution is corrected to lie on the solution curve by applying a corrector step, which can be any local zero finding method such as Newton’s method [2]. Performing these two steps for each solution of the start system and each iteration from $\lambda = \lambda_0$ to $\lambda = \lambda_e$, we finally end up at the solutions of the target system. Both the predictor as well as the corrector step can be derived by using (4.5.26) and (4.5.27). In the sequel we will use the Euler predictor and a Newton corrector that we have derived in Appendix E. In concise notation, they can be written as:

$$z := z - \Delta \lambda \left[ \nabla_z h \right]^{-1} \frac{\partial h}{\partial \lambda}$$

(4.5.28)

and:

$$z := z - \left[ \nabla_z h \right]^{-1} h$$

(4.5.29)

respectively, where ‘:=’ denotes the assignment operation. Note from (4.5.25) that:

$$\nabla_z h(z, \lambda) = \gamma_g (\lambda - \lambda_e) \nabla_z g(z) + \gamma_p (\lambda - \lambda_0) \nabla_z p(z),$$

(4.5.30)

and:

$$\partial_\lambda h(z, \lambda) = \gamma_g g(z) + \gamma_p p(z).$$

(4.5.31)

The key ingredients of the resulting homotopy algorithm are summarized in Alg. 4.4. Note that at each continuation iteration of the homotopy algorithm the Euler predictor is evaluated at $(\hat{z}(\lambda), \lambda)$ (see (E.1.8)), whereas the Newton corrector is evaluated at $(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda)$ (see (E.1.13)). Also notice that at each fixed value of $\lambda$ we stop applying the corrector steps either if the Newton correction becomes smaller than a certain tolerance $\text{NwtTol}$, or when a certain maximum number $\text{MaxNnwtIt}$ of Newton corrections has been applied. See Appendix E for details. Useful and common choices for $\gamma_g$ and $\gamma_p$ are given by $\gamma_g = \exp(\theta_g)$ and $\gamma_p = \exp(\theta_p)$ with $\theta_g$ and $\theta_p$ picked at random from a uniform distribution on the interval $[0, 2\pi]$ [144].

Now we are in a position to apply the theory described above and in Appendix E to the systems arising in this chapter. Firstly, the target system and its ideal solutions are considered. As we have seen in the previous sections, the target system consists of a system of bivariate homogeneous polynomial equations of degree two together with a unit-norm constraint. Hence, our target system can be written as follows:

$$\begin{align*}
\{ f_q(z_1, z_2) = 0 \} & \quad q \in \mathbb{Q} ; \\
\text{c}(z_1, z_2) = 0 ,
\end{align*}$$

(4.5.32)

which in expanded form equals:

$$\begin{align*}
\{ \varphi^1_{q_1} z_1 z_1 + \varphi^2_{q_1} z_1 z_2 + \varphi^2_{q_2} z_2 z_2 = 0 \} & \quad q \in \mathbb{Q} ; \\
(z_1)^2 + (z_2)^2 - 1 = 0 ,
\end{align*}$$

(4.5.33)
Algorithm 4.4 Homotopy continuation method employed in thesis.

1: Initialize $\gamma_g, \gamma_p, \text{MaxNwntIt}, Nwttol$ and $NwtnoconvergenceTol$;
2: Construct a start system $g(z) = 0$ that has the same structure and number of solutions as the target system $p(z) = 0$ (or more), and whose solutions are known;
3: Embed $g(z)$ and $p(z)$ in the following convex homotopy system:
   \[ h(z, \lambda) = \gamma_g(\lambda - \lambda_0)g(z) + \gamma_p(\lambda - \lambda_0)p(z) \quad \forall \lambda \in \mathbb{C}, \]
   where the continuation parameter $\lambda \in \mathbb{R}$ ($\mathbb{C}$) follows the predefined curve $C$ in the complex plane from $\lambda_0$ to $\lambda_e$ with $\lambda_0 \neq \lambda_e$;
4: Compute the solutions of the start system $g(z) = 0$, which are the solutions of the homotopy system for $\lambda = \lambda_0$, and store them in a set $G$;
5: Choose an ordered sequence $C_o$ of values for $\lambda$ lying on $C$ such that $\lambda$ progresses sequentially from $\lambda_0$ to $\lambda_e$ in ‘sufficiently small’ steps;
6: For each solution $z_g \in G$ of $h(z, \lambda_0) = 0 \equiv g(z) = 0$, trace the curve $(z(\lambda), \lambda) \in h^{-1}(0)$ defined implicitly by $h(z(\lambda), \lambda) = 0$ from the starting point $(z_g, \lambda_0)$ to a solution point $(z_p, \lambda_e)$ of $h(z, \lambda_e) = 0 \equiv p(z) = 0$ by the following continuation method:
   \[
   \text{for all } z_g \in G \text{ do}
   \]
   \[
   z := z_g;
   \]
   \[
   \text{for } \lambda = \lambda_0 \rightarrow \lambda_e \text{ along } C_o \text{ do}
   \]
   % Euler predictor step:
   \[
   \frac{dz}{d\lambda} = -[\nabla_z h]^{-1}\partial_{\lambda} h;
   \]
   \[
   z := z + \Delta \lambda \frac{dz}{d\lambda};
   \]
   % Newton corrector steps:
   \[
   \lambda := \text{next } \lambda \text{ from } C_o;
   \]
   \[
   \text{for } m = 1 \rightarrow \text{MaxNwntIt} \text{ do}
   \]
   \[
   \text{NwtCorr} := -[\nabla_z h]^{-1} h;
   \]
   \[
   z := z + \text{NwtCorr};
   \]
   \[
   \text{if } \text{norm}(\text{NwtCorr}) < \text{Nwttol} \text{ then}
   \]
   Leave corrector loop;
   \[
   \text{end if}
   \]
   \[
   \text{if } \text{norm}(\text{NwtCorr}) > \text{NwtnoconvergenceTol} \text{ then}
   \]
   Print warning or break because Newton corrector did not converge;
   \[
   \text{end if}
   \]
   \[
   \text{end for}
   \]
   \[
   \text{Store solution } z_p = z \text{ in set } P;
   \]
   \[
   \text{end for}
   \]
   \[
   \text{Return } P;
   \]
or, more elaborately:

\[
\begin{align*}
\begin{pmatrix}
p_1(z_1, z_2) \\
p_2(z_1, z_2) \\
\vdots \\
p_Q(z_1, z_2) \\
p_{Q+1}(z_1, z_2)
\end{pmatrix} &=
\begin{pmatrix}
f_1(z_1, z_2) \\
f_2(z_1, z_2) \\
\vdots \\
f_Q(z_1, z_2) \\
C(z_1, z_2)
\end{pmatrix} =
\begin{pmatrix}
\varphi_1^{11}z_1 z_1 + \varphi_1^{12} z_1 z_2 + \varphi_1^{22} z_2 z_2 \\
\varphi_1^{21}z_1 z_1 + \varphi_1^{22} z_1 z_2 + \varphi_1^{22} z_2 z_2 \\
\vdots \\
\varphi_Q^{11}z_1 z_1 + \varphi_Q^{12} z_1 z_2 + \varphi_Q^{22} z_2 z_2 \\
(z_1)^2 + (z_2)^2 - 1
\end{pmatrix} = 0,
\end{align*}
\] (4.5.34)

where \(C(z_1, z_2) \equiv (z_1)^2 + (z_2)^2 - 1\) represents the function that equals zero if the unit-norm constraint is satisfied. In matrix-vector notation, this system can be written as \(p(z) = 0\) with \(p : \mathbb{C}_P \to \mathbb{C}_P\) given by:

\[
p(z) \triangleq \begin{bmatrix} f(z) \\ C(z) \end{bmatrix},
\]

(4.5.35)

where \(P = Q+1\). For simplicity, we will first apply homotopy Alg. 4.4 to a target system with one bivariate polynomial equation together with the unit-norm constraint; see Section E.3 for an elaborate example. After that, we will extend the results to systems with two bivariate polynomial equations together with the unit-norm constraint.

### 4.5.6.2 Application to solving a single bivariate homogeneous polynomial equation subject to unit-norm constraint

As we have shown in earlier sections, following the approach developed in this chapter we obtain a system with one bivariate polynomial equation when the mixing matrix is full rank; see Section 4.4.2, for example. In this case, target system (4.5.34) becomes:

\[
p(z) = \begin{bmatrix} p_1(z_1, z_2) \\ p_2(z_1, z_2) \\
\end{bmatrix} \triangleq \begin{bmatrix} f_2(z_1, z_2) \\ C(z_1, z_2) \end{bmatrix} = \begin{bmatrix}
\varphi_2^{11}z_1 z_1 + \varphi_2^{12} z_1 z_2 + \varphi_2^{22} z_2 z_2 \\
(z_1)^2 + (z_2)^2 - 1
\end{bmatrix}. \]

(4.5.36)

Although there is only one homogeneous equation in this system, we retain the index \(q\) for easy extension to more general scenarios later on. As we have explained before, solving the system comes down to finding the intersections between the two lines representing the zero contour level of \(f_2(z_1, z_2)\) and the unit circle representing the zero contour level of \(C(z_1, z_2)\), see Fig. 4.16 on page 189. There are four intersection points (indicated by the black stars), two of which are essentially different because points that are opposite w.r.t. the origin are equivalent according to equivalence relation (4.5.4). As we have seen in Sections 4.4.1 and 4.5.5, the ideal solutions of first equation in (4.5.36) are given by (4.4.9). Two solutions of (4.5.36) that are different according to (4.5.4) are obtained by choosing \(\eta_1\) and \(\eta_2\) in (4.4.9) such that the solutions have unit Euclidian norm.

We now compute the quantities needed for applying Alg. 4.4. The Jacobian of \(p(z)\) in (4.5.36) is given by:

\[
\nabla_z p(z) = \begin{bmatrix}
\frac{\partial p_1(z_1, z_2)}{\partial z_1} \\
\frac{\partial p_1(z_1, z_2)}{\partial z_2} \\
\vdots \\
\frac{\partial p_Q(z_1, z_2)}{\partial z_1} \\
\frac{\partial p_Q(z_1, z_2)}{\partial z_2}
\end{bmatrix} = \begin{bmatrix}
2\varphi_q^{11}z_1 + \varphi_q^{12} z_2 \\
\varphi_q^{11}z_1 z_1 + 2\varphi_q^{12} z_2 z_2 \\
\vdots \\
\varphi_q^{11}z_1 z_1 + 2\varphi_q^{22} z_2 z_2
\end{bmatrix}.
\]

(4.5.37)

Now that we have discussed the target system, we define and consider an appropriate start system \(g(z) = 0\) with \(g : \mathbb{C}_2 \to \mathbb{C}_2\). As we have mentioned above and explained in Appendix E, the start and target system should be compatible as much as possible in the sense that they possess the same or a similar structure and the same number of solutions. For our current problem, this means that the start system should consist of equations that have the same structure as those in (4.5.36), and possess the same number of essentially different
and the end point \( \beta = \lambda \) by the continuation parameter \( \lambda \).

Section 4.4.2. Firstly, we compute the unit-norm solutions of the system (4.4.13), see the dashed curve in Fig. E.1. Now we apply the algorithm to Example 1 in (4.4.13), which yields:

\[
\begin{align*}
&\gamma_1(z_1, z_2) \triangleq \left[ (\alpha z_1 - z_2)(z_1 - \beta z_2), (z_1)^2 - 1 \right], \\
&\gamma_2(z_1, z_2) \triangleq \left[ (z_1)^2 + (z_2)^2 - 1 - (1 + \alpha \beta)z_1z_2 + \beta z_2z_2 \right].
\end{align*}
\] (4.5.38)

where \( \alpha \) and \( \beta \) are randomly chosen fixed complex constants that we choose in the same way as we choose the \('\gamma\)-constants', i.e. \( \alpha = \exp(\theta_\alpha) \) and \( \beta = \exp(\theta_\beta) \) with \( \theta_\alpha \) and \( \theta_\beta \) picked at random from the interval \([0, 2\pi]\). Using simple algebra (see also Section 4.4.1), it can be shown that the two essentially different solutions of the start system \( g(z) = 0 \) can be represented by the elements of the following set:

\[
G = \left\{ \frac{1}{\sqrt{1+|\alpha|^2}} \left[ \frac{1}{\alpha} \right], \frac{1}{\sqrt{1+|\beta|^2}} \left[ \beta \right] \right\}. \quad (4.5.39)
\]

The Jacobian of \( g(z) \) is given by:

\[
\nabla_z g(z) = \left[ \frac{\partial g_1(z_1, z_2)}{\partial z_1}, \frac{\partial g_2(z_1, z_2)}{\partial z_1} \right] = \left[ \begin{array}{cc} 2\alpha z_1 - (1 + \alpha \beta)z_2 & -(1 + \alpha \beta)z_1 + 2\beta z_2 \end{array} \right]. \quad (4.5.40)
\]

Embedding the start and target function vectors in homotopy (4.5.25) yields:

\[
\begin{align*}
&h(z, \lambda) = \gamma_\lambda(\lambda - \lambda_0) \left[ (\alpha z_1 - z_2)(z_1 - \beta z_2) \right], \\
&\quad \lambda \in \mathbb{C}. \quad (4.5.41)
\end{align*}
\]

To compute the Euler predictor and Newton corrector steps in Alg. 4.4, we need to compute the quantities \( \nabla_z h(z, \lambda) \) and \( \partial_\lambda h(z, \lambda) \). According to (4.5.31), (4.5.36), and (4.5.38), the first is given by:

\[
\begin{align*}
\nabla_z h(z, \lambda) = \gamma_\lambda(\lambda - \lambda_0) \left[ \begin{array}{c} 2\alpha z_1 - (1 + \alpha \beta)z_2 \\
& -(1 + \alpha \beta)z_1 + 2\alpha \beta z_2 \\
& \end{array} \right] \\
&\quad \lambda \in \mathbb{C}, \quad (4.5.42)
\end{align*}
\]

and according to (4.5.31), (4.5.40), and (4.5.36) the second is given by:

\[
\begin{align*}
\partial_\lambda h(z, \lambda) = \gamma_\lambda \left[ (\alpha z_1 - z_2)(z_1 - \beta z_2) \right], \\
&\quad \lambda \in \mathbb{C}. \quad (4.5.43)
\end{align*}
\]

We now have all ingredients required by Alg. 4.4. The parameter values are chosen as \( \text{MaxNIter} = 4, \text{NIter} = 10^{-8} \) and \( \text{NIterNoConvergenceTol} = 10^{-2} \). Furthermore, picking \( \gamma_g, \gamma_p \) and \( \beta_1, \beta_2 \) as described in the previous sections yielded \( \gamma_g = 0.9513 - 0.3082j, \gamma_p = 0.1182 + 0.9930j, \) and \( \alpha = -0.7830 - 0.6220j, \beta = -0.9961 + 0.0880j \). As the discretized curve \( C_\lambda \) in the complex plane to be traversed by the continuation parameter \( \lambda \), we choose the straight line between the start point \( \lambda_0 = 0 \) and the end point \( \lambda_f = \frac{1}{2}(1 + j) \) with constant step size \( \Delta \lambda = \frac{1}{100}(1 + j) \) (consisting of 101 points), see the dashed curve in Fig. E.1. Now we apply the algorithm to Example 1 in Section 4.4.2. Firstly, we compute the unit-norm solutions of \( f(z_1, z_2) \) in (4.4.13), which
was derived from the ideal subspace matrix (see Section 4.4.2.1). After that, we compute the unit-norm solutions of \( \hat{f}(z_1, z_2) \) in (4.4.20), which was derived from the estimated subspace matrix (see Section 4.4.2.2). The results are visualized in Figures 4.20 and 4.21 as follows.

For each of the two solution paths of the homotopy system in (4.5.25), the real and imaginary parts of \( z_1(|\lambda|) \) and \( z_2(|\lambda|) \) are depicted as a function of the absolute value of the continuation parameter \( \lambda \) in the interval \([|\lambda_0|, |\lambda_e|] = [0, \frac{1}{4}\sqrt{2}]\). The \( z_1 \)-components of the solution paths are represented by the solid lines, whereas the \( z_2 \)-components are represented by the dotted lines. A pair of lines consisting of a solid and a dotted line of the same color or gray shade constitutes one solution path. The \( z_1 \)-components of the beginnings of the paths, i.e. the \( z_1 \)-components of the solutions of \( g(z) = 0 \), are denoted by the crosses ‘×’, whereas the corresponding \( z_2 \)-components are denoted by the diamonds ‘⋄’. Likewise, the \( z_1 \)-components of the endpoints of the paths, i.e. the \( z_1 \)-components of the solutions of \( p(z) = 0 \), are denoted by the stars ‘∗’, whereas the corresponding \( z_2 \)-components are denoted by the dots ‘·’. For reference, we have drawn the unit circle in the \( z_1-z_2 \) plane for \(|\lambda|=|\lambda_0|=0\), and the \( z_1 \)-and \( z_2 \)-axes in the \( z_1-z_2 \) plane for \(|\lambda|=|\lambda_e| = \frac{1}{4}\sqrt{2}\).

**Example 1 in Section 4.4.2 with ideal subspace matrix**
Running Alg. 4.4 with the values of \( \varphi^{11}, \varphi^{12} \) and \( \varphi^{22} \) given by (4.4.12) substituted into the first equation \( p_1(z_1, z_2) \) of (4.5.36) gives the following solution set of \( p(z) = 0 \) with four decimals accuracy:

\[
P = \left\{ \begin{bmatrix} 0.9762 \\ 0.2169 \end{bmatrix}, \begin{bmatrix} 0.1644 \\ 0.9864 \end{bmatrix} \right\}.
\]

As can be verified by comparing this set to the normalized columns of \( A \), (see (4.5.20), for example), all roots have been found correctly. The solution paths are depicted in Fig. 4.20 on the next page, which shows that the solution paths run smoothly from those of \( g(z) = 0 \) to those of \( p(z) = 0 \) without going through the same point.

**Example 1 in Section 4.4.2 with estimated subspace matrix**
Running Alg. 4.4 with the estimated values \( \hat{\varphi}^{11}, \hat{\varphi}^{12} \) and \( \hat{\varphi}^{22} \) given by (4.4.19) substituted into the first equation \( p_1(z_1, z_2) \) of (4.5.36) gives the following solution set of \( \hat{p}(z) = 0 \) with four decimals accuracy:

\[
\hat{P} = \left\{ \begin{bmatrix} 0.9753 \\ 0.2208 \end{bmatrix}, \begin{bmatrix} 0.0731 \\ 0.9973 \end{bmatrix} \right\}.
\]

These solutions are exactly the same as those obtained in Section 4.5.4.1. The solution paths are depicted in Fig. 4.21 on the following page, which shows that the solution paths run smoothly from those of \( g(z) = 0 \) to those of \( \hat{p}(z) = 0 \) without going through the same point.

Applying the same or a similar approach to the examples in Sections 4.4.3, 4.4.4, and 4.4.5 yields the same results as those obtained in Sections 4.5.4.2, 4.5.4.3, and 4.5.4.4 respectively both for the ideal and estimated cases.
Figure 4.20: Real and imaginary parts of $z_1(|\lambda|)$-components (solid lines) and $z_2(|\lambda|)$-components (dotted lines) of homotopy solution paths of $h(z, \lambda) = 0$ for Example 1 in Section 4.4.2 with ideal subspace matrix.

Figure 4.21: Real and imaginary parts of $z_1(|\lambda|)$-components (solid lines) and $z_2(|\lambda|)$-components (dotted lines) of homotopy solution paths of $h(z, \lambda) = 0$ for Example 1 in Section 4.4.2 with estimated subspace matrix.
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4.5.7 TIME-MUSIC Pseudo-Spectrum

Finally, in this section we develop an idea that is similar to that employed by the conventional MUSIC algorithm explained in Chapter 3. The \( q \)-th column \( a^j \) of \( A \) can be written as:

\[
\mathbf{a}^j = \|\mathbf{a}^j\| \begin{bmatrix} \cos(\theta^j) \\ \sin(\theta^j) \end{bmatrix}, \quad \text{where} \quad \theta^j = \arctan\left(\frac{a_{2j}^j}{a_{1j}^j}\right), \quad j = 1, 2.
\]

Since the norm of the columns is irrelevant, the columns can be parameterized by a single parameter \( \theta \), which is the angle measured counterclockwise w.r.t. the positive 'first-coordinate' axis (e.g. \( z_1 \) in Fig. 4.6). Likewise, the vector variable \( z \) in system (4.3.33) is parameterized by the single parameter \( \theta \) as follows (assuming that \( \|z\| = 1 \):

\[
z(\theta) = \begin{bmatrix} z_1(\theta) \\ z_2(\theta) \end{bmatrix} = \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix} \quad \forall \theta \in \Theta.
\]

We can consider the angle \( \theta \) as the analogue of the Direction Of Arrival (DOA) in narrowband array signal processing (see Section 1.1.3 and Chapter 3) for real-valued mixing systems. Due to (4.5.4), the vectors \( z(\theta) \) and \( z(\theta + \pi) = -z(\theta) \) are equivalent. Therefore, the range of \( \theta \) is restricted to an interval of length \( \pi \), e.g. \( \Theta \triangleq \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \) as in Chapter 3, and the computation of the angle \( \theta^j \) of \( a^j \) is done modulo \( \pi \), i.e. \( \theta^j = \arctan\left(\frac{a_{2j}^j}{a_{1j}^j}\right) \mod \pi \). With abuse of notation, the functions \( \{f_q(z)\}_{q \in \mathbb{Q}} \) in system (4.3.33) can now be written as functions of \( \theta \), i.e. \( f_q(\theta) \triangleq f_q(z(\theta)) \). For all \( q \in \mathbb{Q} \), the function \( f_q(\theta) \) is given by:

\[
f_q(\theta) \triangleq f_q(z(\theta)) = \sum_{(i_1, i_2) \in \mathbb{Z}^2} \varphi_q^{i_1,i_2} z_{i_1}(\theta) z_{i_2}(\theta)
\]

From (4.3.32) it follows that (note the similarity to MUSIC):

\[
f_q(\theta^j) = 0 \quad \forall q \in \mathbb{Q}, \quad j = 1, 2.
\]

Hence, the DOA’s can be estimated by locating the zeros of the following system:

\[
\{f_q(\theta) = 0\}_{q \in \mathbb{Q}}.
\]

This is a one-dimensional search problem that can be solved using existing mathematical tools. However, this issue is not pursued here, but similarly to the conventional MUSIC algorithm [137], a pseudo-spectrum, called the Second Order TIME-MUSIC Pseudo-Spectrum, is defined by \( P(\theta) \triangleq \left( \sum_{q \in \mathbb{Q}} |f_q(\theta)|^2 \right)^{-1} \) or, in expanded form:

\[
P(\theta) \triangleq \frac{1}{\sum_{q \in \mathbb{Q}} |\varphi_q^{11}(\cos(\theta))^2 + \varphi_q^{12} \cos(\theta) \sin(\theta) + \varphi_q^{22}(\sin(\theta))^2|^2} \quad \forall \theta \in \Theta.
\]

This spectrum is periodic with period \( \pi \) and thus again it is sufficient to consider it only for an interval of length \( \pi \) in the angular domain. Similarly to the conventional MUSIC spectrum, \( P(\theta) \) exhibits sharp peaks at \( \theta = \theta^1 \) and \( \theta = \theta^2 \), where \( \theta^1 \) and \( \theta^2 \) are the true DOA’s corresponding to the first and second columns of \( A \) respectively. As in conventional MUSIC, the DOA’s can be estimated by locating the peaks of the pseudo-spectrum. The
above procedure is called TIME-MUSIC because it exploits the temporal (time) structure in the data and due to its resemblance with the conventional MUSIC algorithm. By using the definitions in (4.3.106) and (4.3.105) with abuse of notation as follows:

\[
\mathbf{f}(\theta) \triangleq \begin{bmatrix} f_1(\theta) \\ \vdots \\ f_q(\theta) \end{bmatrix} = \begin{bmatrix} z_1(\theta)z_1(\theta) \\ \vdots \\ z_q(\theta)z_q(\theta) \end{bmatrix} = \begin{bmatrix} (\cos(\theta))^2 \\ \cos(\theta)\sin(\theta) \\ (\sin(\theta))^2 \end{bmatrix} \quad \forall \theta \in \Theta,
\]

system (4.4.47) can be written in matrix-vector notation as follows:

\[
\mathbf{f}(\theta) = \mathbf{\Phi} \mathbf{w}_2^2(\theta) = 0.
\]

Note that (4.4.46) states that \( \mathbf{f}(\theta^j) = \mathbf{\Phi} \mathbf{w}_2^2(\theta^j) = 0 \) for \( j = 1, 2 \), and the pseudo-spectrum can be written as follows:

\[
\mathcal{P}(\theta) \triangleq \frac{1}{\mathbf{f}^T(\theta)\mathbf{f}(\theta)} = \frac{1}{(\mathbf{w}_2^2(\theta))^T \mathbf{\Phi}^T \mathbf{\Phi} \mathbf{w}_2^2(\theta)} \quad \forall \theta \in \Theta.
\]

Now, we will compute and plot the pseudo-spectra for the scenarios used in the examples of Sections 4.4.2 and 4.4.3 respectively. The TIME-MUSIC pseudo-spectra are obtained for both the ideal and estimated subspace matrices by evaluating (4.4.51) with \( \mathbf{\Phi} \) and \( \hat{\mathbf{\Phi}} \) respectively on a fine grid in the parameter space of interest, which is chosen as \( \Theta \triangleq [-\pi/2, \pi/2] \).

The resulting spectra expressed in decibels [dB] are plotted as a function of the DOA \( \theta \) expressed in degrees with the ideal and estimated spectra represented by solid and dotted lines respectively. The true source DOA’s are indicated by dashed vertical lines.

### 4.5.7.1 Application to Example 1 in Section 4.4.2

The true DOA’s corresponding to the first and second column of \( \mathbf{A} \) defined in (4.4.10) are given by \( \theta^1 = 12.5 \) and \( \theta^2 = 80.5 \) degrees respectively. The TIME-MUSIC pseudo-spectra obtained by using \( \mathbf{\Phi} = \tilde{\varphi} \) in (4.4.12) and \( \hat{\mathbf{\Phi}} = \hat{\tilde{\varphi}} \) in (4.4.19) are depicted in Fig. 4.22. The figure shows that both the ideal and estimated spectra exhibit sharp peaks at respectively near the true source DOA’s, and that no spurious peaks are present. For a detailed judgement of results like those, see the discussions in Chapter 3 concerning pseudo-spectra.

### 4.5.7.2 Application to Example 2 in Section 4.4.3

The true DOA, which now is the same for both columns of \( \mathbf{A} \) defined in (4.4.21) equals \( \theta^1 = \theta^2 = 12.5 \) degrees. The TIME-MUSIC pseudo-spectra obtained by using \( \mathbf{\Phi} \) in (4.4.23) and \( \hat{\mathbf{\Phi}} \) in (4.4.28) are depicted in Fig. 4.23. The figure shows that both the ideal and estimated spectra exhibit a sharp peak at respectively near the true source DOA, and that no spurious peaks are present. Again, for a detailed judgement of results like those, see the discussions in Chapter 3 concerning pseudo-spectra.

Evidently, for the examples in Sections 4.4.4 and 4.4.5 similar results are obtained.
4.5 Solving the system of polynomial equations

Figure 4.22: Pseudo-spectrum $P(\theta)$ for Example 1 in Section 4.4.2.

Figure 4.23: Pseudo-spectrum $P(\theta)$ for Example 2 in Section 4.4.3.
4.6 Writing MIBI as a GEVD problem

In this section, the MIBI problem will be ‘projected onto’ a Generalized Eigenvalue Decomposition (GEVD) problem. We will show that this formulation is complementary to the previous problem description in terms of a system of homogeneous polynomial equations. In fact, this can already be seen right from the beginning because the derivation of system (4.3.33) was primarily based on (4.3.100), whereas the derivation we are about to present is primarily based on the complementary relation (4.3.99). More precisely, under the assumption that the source auto-correlation matrix has full rank, system (4.3.33) was derived directly from the fact that the left null space of the (uniquiefied) subspace matrix equals the left null space of the (uniquiefied) second order Khatri-Rao product of the mixing matrix, which was proven in Section 4.3.6.6. Likewise, in the sequel of this section we will derive the complementary GEVD problem from the fact that the column range of the (uniquiefied) subspace matrix equals the column range of the (uniquiefied) second order Khatri-Rao product of the mixing matrix, which was also proven in Section 4.3.6.6.

To start with, from (4.3.99) it follows directly that:

$$\hat{a}_u^{i,j} = w_u^2(n_i) \in \mathcal{R}_c \left( C_u^a \right) = \mathcal{L}_c \left( r_u^a \left[ k \right] \right) \overset{(4.3.134)}{=} \mathcal{R}_c \left( U^s \right),$$

(4.6.1)

where $\hat{a}_u^{i,j}$ and $w_u^2(.)$ are defined in (4.3.74) and (4.3.105) respectively. Hence, each $\hat{a}_u^{i,j}$ can be written as a linear combination of the columns of $U^s$:

$$\hat{a}_u^{i,j} = w_u^2(n_i) = \sum_{p=1}^{d_2^s} \mu_p^j \mathbf{u}^p = U^s \mathbf{\mu}^j, \quad j = 1, 2,$$

(4.6.2)

where $\mathbf{\mu}^j \triangleq \left[ \mu_1^j \cdots \mu_{d_2^s}^j \right]^T$ with $\mu_p^j \in \mathbb{R}$ for $1 \leq p \leq d_2^s$ and $j = 1, 2$. Thus, the MIBI problem can be projected onto the problem of finding the solutions for the unknown vector $z$ that satisfy the following equation:

$$z_u^2 = w_u^2(z) = \sum_{p=1}^{d_2^s} \mu_p \mathbf{u}^p = U^s \mathbf{\mu},$$

(4.6.3)

where to each solution $z$ there correspond a different vector $\mathbf{\mu}$ of coefficients. The latter two equations say that the problem of finding the array response vectors is equivalent to finding vectors $z$ such that the structured vectors $w_u^2(z) = z_u^2$ belong to the column range $\mathcal{R}_c \left( A_u^{s,a} \right)$ of $A_u^{s,a}$, which can be computed from the known matrix $C_u^a$ because $\mathcal{R}_c \left( A_u^{s,a} \right)$ equals $\mathcal{R}_c \left( C_u^a \right) = \mathcal{R}_c \left( U^s \right)$. In order to find the solutions for $z$, or equivalently the solutions for $\mathbf{\mu}$, we exploit the specific structure of $z_u^2 = w_u^2(z)$ given by (4.3.105). Firstly, (4.6.3) is written in terms of the elements of $z$ as follows:

$$\begin{bmatrix} z_1 z_1 \\ z_1 z_2 \\ z_2 z_2 \end{bmatrix} = \sum_{p=1}^{d_2^s} \mu_p \begin{bmatrix} u_{1p}^1 \\ u_{1p}^2 \\ u_{2p}^1 \\ u_{2p}^2 \end{bmatrix} = \sum_{p=1}^{d_2^s} \mu_p \begin{bmatrix} u_{11}^p \\ u_{12}^p \\ u_{21}^p \\ u_{22}^p \end{bmatrix},$$

(4.6.4)

where the mapping defined in (4.3.110) has been used. Note that each product of the form $z_1 z_2$ can be expressed as:

$$z_1 z_2 = \sum_{p=1}^{d_2^s} \mu_p u_{11}^p,$$
From (4.6.4) the following systems of equations follow directly:

\[
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} = \sum_{p=1}^{d_{x,2}} \mu_p \begin{bmatrix}
  u_p^{x} \\
  u_p^{y}
\end{bmatrix}, \quad z_1 = \sum_{p=1}^{d_{x,2}} \mu_p \begin{bmatrix}
  v_p^{x} \\
  v_p^{y}
\end{bmatrix}, \quad z_2 = \sum_{p=1}^{d_{x,2}} \mu_p \begin{bmatrix}
  w_p^{x} \\
  w_p^{y}
\end{bmatrix}.
\]

(4.6.5)

Defining the submatrices \(G_1\) and \(G_2\) of \(U^s\), and the vector \(\mu\), as follows:

\[
G_1 \triangleq \begin{bmatrix}
  u_1^{x,1} & \cdots & u_{d_{x,2}}^{x,1} \\
  u_1^{y,1} & \cdots & u_{d_{x,2}}^{y,1}
\end{bmatrix}, \quad G_2 \triangleq \begin{bmatrix}
  u_1^{x,2} & \cdots & u_{d_{x,2}}^{x,2} \\
  u_1^{y,2} & \cdots & u_{d_{x,2}}^{y,2}
\end{bmatrix}, \quad \mu \triangleq \begin{bmatrix}
  \mu_1 \\
  \vdots \\
  \mu_{d_{x,2}}
\end{bmatrix},
\]

(4.6.6)

the systems in (4.6.5) can be written as follows:

\[
z_1 \mathbf{z} = G_1 \mu, \quad z_2 \mathbf{z} = G_2 \mu.
\]

(4.6.7)

Since both \(G_1 \mu\) and \(G_2 \mu\) should yield a vector in the same direction, viz. in the direction of \(z\), Eq. (4.6.7) describes a generalized eigenproblem. This can be seen more clearly as follows. Suppose for the moment that \(z_1 \neq 0\), \(z_2 \neq 0\) (without loss of generality) and write (4.6.7) as:

\[
\mathbf{z} = \frac{1}{z_1} G_1 \mu = \frac{1}{z_2} G_2 \mu.
\]

(4.6.8)

The vector \(\mu\) is a generalized eigenvector of the matrices \(G_1\) and \(G_2\). In more familiar terms, \(\mu\) is a generalized eigenvector of the matrix pencil \(G_2 - \lambda G_1\) with generalized eigenvalue \(\lambda = \frac{z_2}{z_1}\) because it satisfies \(G_2 \mu = \frac{z_2}{z_1} G_1 \mu\). We will denote the Generalized Eigenvalue Decomposition of \(G_1\) and \(G_2\) by \(\text{gevd}(G_1, G_2)\). It can be computed using standard tools from linear algebra, e.g. in Matlab the function \texttt{gevd} can be used. Assume that the generalized eigenvectors and eigenvalues resulting from the GEVD are stored in the matrices \(M_G\) and \(\Lambda_G\) respectively:

\[
[M_G, \Lambda_G] = \text{gevd}(G_1, G_2).
\]

(4.6.9)

This system has \(d_{x,2}\) generalized eigenvectors and eigenvalues. Hence, \(M_G = [\mu^1 \cdots \mu^{d_{x,2}}]\) and \(\Lambda_G = \text{diag}(\lambda_1, \ldots, \lambda_{d_{x,2}})\). After having computed this decomposition, the columns of \(A\) can be recovered either from the eigenvectors or the eigenvalues. Firstly, Equations (4.6.7) and (4.6.8) show that for the solution eigenvector \(\mu^j\) the vectors \(G_1 \mu^j\) and \(G_2 \mu^j\) lie in the direction of a solution \(\mathbf{z}^j\) of (4.6.3). Hence, given \(\mu^j\) the corresponding solution for \(\mathbf{z}^j\) can be computed as an arbitrary linear combination of these vectors, i.e.

\[
\mathbf{z}^j = \frac{(\alpha_1 G_1 + \alpha_2 G_2) \mu^j}{\| (\alpha_1 G_1 + \alpha_2 G_2) \mu^j \|}, \quad j = 1, 2,
\]

(4.6.10)

where \(\alpha_1\) and \(\alpha_2\) are arbitrary non-zero real-valued scalars. Alternatively, since the eigenvalue \(\lambda_j\) represents the ratio \(z_2^{j}/z_1^{j}\), the columns can be recovered from this ratio using the same approach as in Section 4.5, i.e.:

\[
\mathbf{z}^j = \frac{1}{\sqrt{1 + (\lambda_j)^2}} \begin{bmatrix}
  1 \\
  \lambda_j
\end{bmatrix}, \quad j = 1, 2.
\]

(4.6.11)

Now, we will apply the approach described in this section to the examples in Sections 4.4.2 and 4.4.3 respectively.
4.6.1 Application to Example 1 in Section 4.4.2

From the Singular Value Decomposition of $C_{x}^{u}$ in Section 4.4.2, it follows that for the ideal case $U^{\ast}$ is given by ($d_{2}^{x,2} = 2$):

$$U^{\ast} = [u^{1} \ u^{2}] = \begin{bmatrix} -0.9152 & 0.3459 \\ -0.2473 & -0.0762 \\ -0.3183 & -0.9352 \end{bmatrix}.$$  

From (4.6.6) it then follows that $G_{1}$ and $G_{2}$ are given by:

$$G_{1} \equiv \begin{bmatrix} -0.9152 & 0.3459 \\ -0.2473 & -0.0762 \end{bmatrix}, \quad G_{2} \equiv \begin{bmatrix} -0.2473 & -0.0762 \\ -0.3183 & -0.9352 \end{bmatrix}.$$  

(4.6.12)

Using the `eig` function of Matlab for computing (4.6.9), the following result is obtained:

$$M = \begin{bmatrix} 1.0000 & -0.4103 \\ -0.2868 & -1.0000 \end{bmatrix}, \quad \Sigma_{s} = \text{diag}(0.2222, 6.0000).$$  

(4.6.13)

Using (4.6.10) with $\alpha_{1} = \alpha_{2} = 1$ gives:

$$z^{1} = \begin{bmatrix} -0.9762 \\ -0.2169 \end{bmatrix}, \quad z^{2} = \begin{bmatrix} 0.1644 \\ 0.9864 \end{bmatrix},$$

which lie in the direction of the first and second column of $A$ respectively. Note that the eigenvalues 0.2222 and 6.0000 are equal to the ratios obtained in Section 4.5.4.1, and also correspond to the correct solutions. Similarly, for the estimated case also the same results as in Section 4.5.4.1 are obtained.

4.6.2 Application to Example 2 in Section 4.4.3

From the Singular Value Decomposition of $C_{x}^{u}$ in Section 4.4.3, it follows that for ideal case $U^{\ast}$ is given by ($d_{2}^{x,2} = 1$):

$$U^{\ast} = [u^{1} \ u^{2}] = \begin{bmatrix} -0.9751 \\ -0.2167 \\ -0.0482 \end{bmatrix}.$$  

From (4.6.6) it then follows that $G_{1}$ and $G_{2}$ are given by:

$$G_{1} \equiv \begin{bmatrix} -0.9751 \\ -0.2167 \end{bmatrix}, \quad G_{2} \equiv \begin{bmatrix} -0.2167 \\ -0.0482 \end{bmatrix}.$$  

(4.6.14)

In this simple case, the matrices $G_{1}$ and $G_{2}$ have degenerated to vectors and the eigenvectors to scalars. Consequently, as is evident from (4.6.7) or (4.6.8), the solution vector $z^{1} = z^{1}$ lies in the same direction as specified by $G_{1}$ and $G_{2}$, i.e.:

$$z^{1} = \frac{G_{1}}{\|G_{1}\|} = \frac{G_{2}}{\|G_{2}\|} = \begin{bmatrix} -0.9762 \\ -0.2169 \end{bmatrix} = \frac{a^{1}}{\|a^{1}\|} = \frac{a^{2}}{\|a^{2}\|}.$$  

Hence, the columns have been identified correctly. Similarly, for the estimated case also the same results as in Section 4.5.4.2 are obtained.

Likewise, it can also be shown that for the examples in Sections 4.4.4 and 4.4.5 exactly the same results as those obtained in Sections 4.5.4.3 and 4.5.4.4 are obtained.
4.7 Conclusions and discussion

In this chapter we have introduced the rationale behind using subspace techniques for exploiting the Second Order Temporal Structure (SOTS) in the data for performing Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI). We have focused on exploiting a specific kind of temporal structure, viz. second-order non-whiteness. In the next chapters we will also consider the exploitation of non-stationarity, as well as the simultaneous exploitation of non-whiteness and non-stationarity. Our method is based on the subspace decomposition of a subspace matrix that contains certain sensor correlation values for different lags in a specific arrangement. Based on certain assumptions about the second order temporal structure of the source and noise signals, we have shown that the MIBI problem can be 'projected onto' two dual mathematical problems. In the first problem, a well-structured system of homogeneous polynomial equations of degree two that is satisfied by the columns of the mixing matrix was derived. We have provided several possible methods for the solution of this system and studied the structure of its equations. In the second problem, a generalized eigenvalue problem has been formulated and solved. The assumptions underlying the two problem formulations have been defined on a certain Region Of Support consisting of a set of lag indices and mainly serve to ensure that the source signals are mutually unrelated, that sufficient temporal structure is present in the source signals, that the source and noise signals are mutually unrelated, and that the noise signals have a 'simpler' temporal structure than the source signals. This latter fact is employed in a systematic manner for eliminating the effect of additive sensor noise on the mixing matrix estimation. In order to keep a clear overview of the main themes presented in this chapter, we have summarized the key ingredients of the resulting two by two MIBI algorithm in Alg. 4.5 on the next page.
Algorithm 4.5 Overview of our $2 \times 2$ MIBI method developed in this chapter.

1: Compute/estimate the sensor correlation functions
\[
r_{x_11}[k] \triangleq E\{x_1[n]x_1[n-k]\}, r_{x_22}[k] \triangleq E\{x_1[n]x_2[n-k]\}
\]
and\[
r_{x_21}[k] \triangleq E\{x_2[n]x_1[n-k]\}
\]
for several lags $k$ in Noise-Free ROS $\Omega_{k}\nu$.

2: Arrange these values in a (uniquified) subspace matrix $C_{xu}$, e.g. if white sensor

noise is present we could consider the noise-free lags $k = \{\ldots, -2, -1, 1, 2, \ldots\}$, and would construct $C_{xu}$ as follows:

\[
C_{xu} \triangleq \begin{bmatrix}
\cdots & r_{x_11}[-2] & r_{x_11}[-1] & r_{x_11}[1] & r_{x_11}[2] & \cdots \\
\cdots & r_{x_21}[-2] & r_{x_21}[-1] & r_{x_21}[1] & r_{x_21}[2] & \cdots \\
\cdots & r_{x_22}[-2] & r_{x_22}[-1] & r_{x_22}[1] & r_{x_22}[2] & \cdots
\end{bmatrix}
\]

3: Compute the Singular Value Decomposition (SVD) of $C_{xu}$ and split the result

into signal and null/noise subspace parts as follows:

\[
C_{xu} = U^s \Lambda^x V^x = U^s \Lambda^2 V^x + U^\nu \Lambda^\nu V^\nu;
\]

4: Choose one of the following two MIBI problem reformulations:

- Using only the coefficients in $U^\nu$, a system of homogeneous polynomial
  equations of degree two is constructed, the solutions of which are the
  columns of the mixing matrix;

- Using only the coefficients in $U^s$, a multi-matrix generalized eigenvalue
  problem is formulated, whose generalized eigenvectors are directly related
  to the columns of the mixing matrix;

The duality/complementarity of these two formulations is illustrated by the fact that
the coefficients they use come from $U^\nu$ and $U^s$ respectively, which both belong to

$U^s = [U^s \ U^\nu]$.

5: Solve the problem defined in the previous step, e.g. using homotopy.
In this chapter, the results from the previous chapter are generalized in several directions. Firstly, instead of the MIBI scenario with two sources and two sensors depicted in Fig. 4.1, here we consider the scenario with $S$ sources and $D$ sensors depicted in Fig. 5.1. Secondly, now we consider the more general complex-valued case with arbitrary conjugation pattern. Finally, instead of employing only one type of second order temporal statistical diversity, viz. non-whiteness, here we also employ second order non-stationarity or quasi-stationarity under the assumption that each source signal has a ‘non-stationarity pattern’ that is sufficiently different from the others; see also Chapter 1. We will demonstrate that these different types of statistical variability can be exploited in the same unified manner. It is possible to either exploit the non-whiteness or non-stationarity alone, or both simultaneously. We explain the reasoning behind the basic assumptions upon which our method is based, and justify their equity in practice. As will become clear, because the notation adopted in this work has been set up in such a way that it allows a uniform description of the theory for the general MIBI problem, most generalizations presented in this chapter follow from the corresponding ones in the previous chapter in a more or less trivial way. As before, the available statistics are arranged in a subspace matrix, which may now contain complex-valued sensor correlation values for different lags and times. Based on certain assumptions about the second order non-whiteness and non-stationarity of the source and noise signals, the MIBI problem again is ‘projected onto’ two complementary or dual mathematical problems by applying subspace techniques to the subspace matrix. In the first problem, a well-structured system of homogeneous polynomial-like equations of degree two has to be solved. For reasons that will become clear later on we will call the polynomial-like functions in the system polyconjugal; see Section 5.3.4.4, for example. In the second problem, a multi-matrix generalized eigenvalue decomposition has to be performed. Possible methods for the solution of these problems are presented, and their geometric and algebraic structure are highlighted. Along our disquisition we introduce several new symbols, e.g. for pairs of time indices, that make the transition to the most general scenario discussed in the next chapter as smooth as possible.

The outline of this chapter is similar to that of Chapter 4. Section 5.1 describes the structure of the $D \times S$ MIBI model, whereas Section 5.2 explains the model assumptions. Next, in Section 5.3 a system of homogeneous polyconjugal equations of degree two satisfied by the columns of the mixing matrix is derived, thereby highlighting the algebraic structure of our problem formulation. After that, in Section 5.4 the geometric structure associated with this system of equations is investigated and examples are given. Subsequently, in Section 5.5 a homotopy method for solving the obtained system is presented. Then, in Section 5.6 the MIBI problem is written as a multi-matrix generalized eigenvalue problem, and a solution method is given. Finally, conclusions and discussion are presented in Section 5.7. In order to
keep a clear overview of the main theme of this chapter, we summarize the key ingredients of the resulting $D \times S$ MIBI algorithm in the following high-level algorithm:

**Algorithm 5.1** Pre-overview of the $D \times S$ MIBI method developed in this chapter.

1: Compute/estimate all sensor correlation functions on a Noise-Free ROS consisting of several time or time-lag pairs;
2: Arrange these values in a uniquiefied subspace matrix $C^{x,c_{1},c_{2}}_{a,D}$;
3: Compute the Singular Value Decomposition of $C^{x,c_{1},c_{2}}_{a,D}$ and split the result into signal and null/noise subspace parts;
4: Choose one of the following two MIBI problem projections:
   - Construct a system of $D$-variate homogeneous polyconjugal equations with conjugation pair $(c_{1}, c_{2})$, whose solutions are the columns of the mixing matrix;
   - Construct a multi-matrix generalized eigenvalue problem, whose generalized eigenvectors are directly related to the columns of the mixing matrix;
5: Solve the problem defined in the previous step.

### 5.1 MIBI model structure

In this chapter, we consider an instantaneous mixing model with $S$ source and $D$ sensor signals as depicted in Fig. 5.1; see also Section 1.1.1 and Fig. 1.1. According to (1.1.1), the $i$-th sensor signal $x_{i}[n]$ is given by:

$$
x_{i}[n] = \sum_{j=1}^{S} a_{ij}^{i}s_{j}[n] + \nu_{i}[n] = a_{1}^{i}s_{1}[n] + \cdots + a_{S}^{i}s_{S}[n] + \nu_{i}[n] \quad \forall n \in \mathbb{Z}, \quad \forall 1 \leq i \leq D, \tag{5.1.1}
$$

where $a_{ij}^{i}$ is the instantaneous transfer coefficient from the $j$-th source to the $i$-th sensor, $s_{j}[n]$ is the $j$-th source signal at discrete time $n$, and $\nu_{i}[n]$ is the $i$-th noise signal at discrete time $n$. The system and signals may be real- or complex-valued. Moreover, it is assumed that all involved signals are zero-mean and are allowed to be non- or quasi-stationary.

![Figure 5.1: MIBI problem setup.](image-url)
5.1 MIBI model structure

zero-mean assumption is made solely for mathematical convenience and does not imply any loss of generality. In case non-zero-mean signals are involved, correlations simply have to be replaced by covariances. In the case of non- or quasi-stationary signals, the involved correlation functions and other occurring quantities may be considered as depending on two time indices, say \( n_1 \) and \( n_2 \), or on a time index and a lag index, say \( n \) and \( k \). In matrix-vector notation, (5.1.1) can be written as follows (see also (1.1.1)):

\[
x[n] = \sum_{j=1}^{S} a_j^s s_j[n] + \nu[n] = As[n] + \nu[n] \quad \forall n \in \mathbb{Z},
\]

where:

\[
x[n] \triangleq \begin{bmatrix} x_1[n] \\ \vdots \\ x_D[n] \end{bmatrix}, \quad s[n] \triangleq \begin{bmatrix} s_1[n] \\ \vdots \\ s_S[n] \end{bmatrix}, \quad \nu[n] \triangleq \begin{bmatrix} \nu_1[n] \\ \vdots \\ \nu_D[n] \end{bmatrix}, \quad \text{and} \quad a_j \triangleq \begin{bmatrix} a_1^j \\ \vdots \\ a_D^j \end{bmatrix}
\]

are column vectors of sensor signals, source signals, additive noise signals and mixing elements respectively. The vectors \( x[n] \), \( \nu[n] \), and \( a_1^j, \ldots, a_S^j \) are elements of \( \mathbb{R}_D \) or \( \mathbb{C}_D \), whereas the vector \( s[n] \) is an element of \( \mathbb{R}_S \) or \( \mathbb{C}_S \). The unknown mixing matrix \( A \) is an element of \( \mathbb{R}_S^D \) or \( \mathbb{C}_S^D \), and can be written in terms of its columns as \( A = [a_1^\top \cdots a_S^\top] \) and in terms of its elements as:

\[
A = \begin{bmatrix} a_1^1 & \cdots & a_S^1 \\ \vdots & \ddots & \vdots \\ a_1^D & \cdots & a_S^D \end{bmatrix}.
\]

As before, we sometimes refer to the mixing matrix as the array response matrix, and to the columns of the mixing matrix as the array response vectors. For completeness and clarity of the following developments, (5.1.2) is written out entirely in terms of the individual quantities:

\[
x[n] = \begin{bmatrix} a_1^1 \\ \vdots \\ a_D^1 \end{bmatrix} s_1[n] + \cdots + \begin{bmatrix} a_1^S \\ \vdots \\ a_D^S \end{bmatrix} s_S[n] + \begin{bmatrix} \nu_1[n] \\ \vdots \\ \nu_D[n] \end{bmatrix} = \begin{bmatrix} a_1^1 & \cdots & a_S^1 \\ \vdots & \ddots & \vdots \\ a_1^D & \cdots & a_S^D \end{bmatrix} \begin{bmatrix} s_1[n] \\ \vdots \\ s_S[n] \end{bmatrix} + \begin{bmatrix} \nu_1[n] \\ \vdots \\ \nu_D[n] \end{bmatrix} \quad \forall n \in \mathbb{Z}.
\]

As we have explained in Section 2.4, two indeterminacies or ambiguities are inherent to this model, viz. the norms and the order of the columns of the mixing matrix cannot be resolved; see also Section 4.1. This means that the columns and source signals can only be recovered up to a scale factor. Taking into account these two indeterminacies, the goal of MIBI is to recover the columns of the mixing system in some arbitrary order and with some arbitrary non-zero norms. Usually, these two indeterminacies do not cause serious problems because for many applications the most relevant information is in the ‘directions’ of the columns rather than in their order or magnitudes.
5.2 MIBI model assumptions

In the previous chapter it was shown that in order to be able to exploit the Second Order Temporal Structure (SOTS) in the data, several assumptions need to be made. The essence of these assumptions was summarized in AS1-AS4 on page 138. For simplicity, it was assumed that all involved signals were stationary. This allowed the involved Region Of Support (ROS) to be defined in the relatively simple one-dimensional ‘lag-domain’. In this chapter, we will see that the stationarity assumption can and should be relaxed in order to allow the exploitation of second order non-stationarity. The involved correlation functions may then be considered as depending on two time indices, say \( n_1 \) and \( n_2 \), or on a time index and a lag index, say \( n \) and \( k \). Consequently, the ROS should be defined in the corresponding two-dimensional domain. In fact, as we will see in the next chapter, the dimensionality, shape, and size of a ROS are not essential for the rationale behind our approach. The true essence lies in the relations between the various functions that are defined on the ROS under consideration. The assumptions about these relations mainly serve two purposes. Firstly, they ensure that sufficient temporal structure is present in the source signals, and secondly that the noise signals have a ‘simpler’ temporal structure than the source signals. These properties are conveyed in general form by MAS1-MAS4 on page 23. In the sequel of this section, we formulate them for the scenario considered in this chapter. In Section 5.2.1 we start by recapitulating and generalizing the definitions of correlation functions presented earlier to make them suitable for the current scenario, and then we discuss and summarize the various assumptions. In Section 5.2.2 we illustrate the different concepts by means of an example.

5.2.1 Definitions of correlation functions and regions of support

As we have explained in Sections 1.2.7, A.6, and B.3, a two-dimensional correlation or moment function can be defined in different ways corresponding to the pattern in which its arguments are conjugated. Such a concatenation pattern is represented by a conjugation tuple, which in the two-argument case is also called conjugation pair, and is written in the upper-right corner of the considered symbol or function. As we also have remarked in Sections 1.2.7 and A.6, and justified in Section B.3, the most suitable conjugation pair for a particular application depends on the type of signals involved. In the derivations in this chapter it will often be assumed without loss of generality that a specific conjugation pair \((c_1, c_2)\) has been chosen and fixed subsequently, where \(c_1\) and \(c_2\) can either be ’\(^\ast\)’, which means conjugation, or ’\(^\circ\)’, which means no conjugation (see Section A.5). In other words, the theory will be developed for an arbitrary fixed conjugation pair \((c_1, c_2)\), but it is applicable to any \((c_1, c_2) \in C_2\), where the set \(C_2\) of all four possible conjugation pairs is defined in (A.5.2).

As in the previous chapter (see Section 4.2), for the current scenario four different correlation functions are needed for the formulation of the required assumptions and derivation of the theory, viz. the source, noise, source-noise, and noise-source auto- and cross-correlation functions. For convenience we list their definitions here. The source correlation functions are defined as follows (see (A.6.6)):

\[
r^{s,c_1c_2}_{j_1j_2}[n_1, n_2] \triangleq \text{mom}\left(\left(s_{j_1}[n_1]\right)^{c_1}, \left(s_{j_2}[n_2]\right)^{c_2}\right) = E\left(\left(s_{j_1}[n_1]\right)^{c_1}\left(s_{j_2}[n_2]\right)^{c_2}\right)
\]

\(\forall (n_1, n_2) \in Z_2, \quad \forall 1 \leq j_1, j_2 \leq S, \quad \forall (c_1, c_2) \in C_2, \quad (5.2.1)\)
the noise correlation functions as:
\[ r_{ij}^{\nu,\nu^2}[n_1, n_2] \triangleq \text{mom} \left( (\nu_i[n_1])^{c_1}, (\nu_i[n_2])^{c_2} \right) = E \left\{ (\nu_i[n_1])^{c_1} (\nu_i[n_2])^{c_2} \right\} \]
\[ \forall (n_1, n_2) \in Z_2, \quad 1 \leq i, j \leq D, \quad \forall (c_1, c_2) \in C_2, \quad (5.2.2) \]
the source-noise correlation functions by:
\[ r_{ij}^{\nu,s,c}[n_1, n_2] \triangleq \text{mom} \left( (\nu_i[n_1])^{c_1}, (s_j[n_2])^{c_2} \right) = E \left\{ (\nu_i[n_1])^{c_1} (s_j[n_2])^{c_2} \right\} \]
\[ \forall (n_1, n_2) \in Z_2, \quad 1 \leq i \leq D, \quad 1 \leq j \leq S, \quad \forall (c_1, c_2) \in C_2, \quad (5.2.3) \]
and finally the noise-source correlation functions are defined by:
\[ r_{ij}^{\nu,s,c}[n_1, n_2] \triangleq \text{mom} \left( (s_j[n_1])^{c_1}, (\nu_i[n_2])^{c_2} \right) = E \left\{ (s_j[n_1])^{c_1} (\nu_i[n_2])^{c_2} \right\} \]
\[ \forall (n_1, n_2) \in Z_2, \quad 1 \leq i \leq D, \quad 1 \leq j \leq S, \quad \forall (c_1, c_2) \in C_2. \quad (5.2.4) \]

To clearly and unambiguously formulate the assumptions, we need to make some definitions regarding the Regions Of Support of the various correlation functions; see Fig. 5.2. Among other things, these definitions are necessary for specifying explicitly what conditions are required on the temporal structure/diversity of the source and noise signals, and in what sense the noise signals have a ‘simpler’ temporal structure than the source signals. To start with, let \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \subseteq Z_2 \) be some ROS in the domain of time index pairs \((n_1, n_2)\) on which all source correlation functions \( r_{ij}^{\nu,s,c}[n_1, n_2] \) with \( 1 \leq j, j_2 \leq S \) generally are non-zero. This ‘Source Region Of Support’ is indicated schematically by the largest ellipse in Fig. 5.2. The source correlation functions may also be non-zero outside this ROS, but this is not necessary. Note that the ROS now also depends on the conjugation pair \((c_1, c_2)\) because the arguments of the involved moment functions are conjugated according to this specific conjugation pair. The same holds for the other regions of support that will be defined now. Let \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \subseteq Z_2 \) be some ROS on which all noise correlation functions \( r_{ij}^{\nu,s,c}[n_1, n_2] \) with \( 1 \leq i, i_2 \leq D \) generally are non-zero. This ‘Noise Region Of Support’ is indicated by the small tilted ellipse with the one to lightest gray shade. It is assumed that the noise correlation functions are zero outside \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \). Furthermore, let \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \subseteq Z_2 \) be the ‘Source-Noise Region Of Support’ on which the source-noise correlation functions \( r_{ij}^{\nu,s,c}[n_1, n_2] \) with \( 1 \leq j \leq S, 1 \leq i \leq D \) generally are non-zero. See Fig. 5.2 for its schematic indication. Similarly, let \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \subseteq Z_2 \) be the ‘Noise-Source Region Of Support’ on which the noise-source correlation functions \( r_{ij}^{\nu,s,c}[n_1, n_2] \) with \( 1 \leq i \leq D, 1 \leq j \leq S \) generally are non-zero. Again see Fig. 5.2 for a schematic indication. It is assumed that both the source-noise and noise-source correlation functions are zero outside their respective regions of support. The union \( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \) defines the ROS where unwanted noise is generally non-zero.

\[ \Omega_{\nu,s,c}^{v,\nu,\nu^2} \triangleq \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \]
\[ = \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \]
\[ \cup \left( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \right) \]
\[ = \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \]
\[ \cup \left( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \right) \]
\[ = \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cup \Omega_{\nu,s,c}^{v,\nu,\nu^2} \]
\[ \cup \left( \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \cap \Omega_{\nu,s,c}^{v,\nu,\nu^2} \right) \]
\[ (5.2.5) \]
of this section. The other regions of support are merely required for defining or finding a suitable Noise-Free ROS $\Omega_{n_1n_2}^{s,\nu,c_1c_2}$. Hence, in principle the various regions of support are part of the required a priori knowledge for a particular application, but it suffices to know only $\Omega_{n_1n_2}^{s,\nu,c_1c_2}$. Guidelines for choosing the different regions of support in a logical and sensible manner easily follow from examples that will be presented during our exposition; see also Chapter 4. In case the conjugation pair $(c_1,c_2) = (\bigcirc,\bigcirc)$ is chosen, i.e. none of the arguments is conjugated, it is omitted from the symbolic notation. For example, $\Omega_{n_1n_2}^{s,\nu,c_1c_2}$ would simply be written as $\Omega_{n_1n_2}^{s,\nu}$, $r_{ij}^{\nu s,c_1c_2}[n_1,n_2]$ as $r_{ij}^{\nu s}[n_1,n_2]$, etcetera. Note that in a non-stationary signal scenario with abuse of notation we may write ‘$n,k$’ or ‘$n;k$’ instead of ‘$n_1,n_2$’, ‘$nk$’ or ‘$n;k$’ instead of ‘$n_1n_2$’ in all occurring quantities.

For convenience of notation, let $\mathbb{C}[\Omega_{n_1n_2}^{s,\nu,c_1c_2}]$ denote the set/space of all complex-valued functions that depend on a time index pair $(n_1,n_2)$ and are defined on the Noise-Free ROS $\Omega_{n_1n_2}^{s,\nu,c_1c_2}$. Most functions used in the sequel of this chapter are assumed to be elements of $\mathbb{C}[\Omega_{n_1n_2}^{s,\nu,c_1c_2}]$. If functions are defined on another ROS, this will be mentioned explicitly. As we have said on page 138 in Section 4.2, throughout the thesis we use the dedicated symbol $N$ to denote the cardinality of the Noise-Free Region Of Support. Hence, similarly to (4.2.17) for the current scenario we define:

$$N \triangleq |\Omega_{n_1n_2}^{s,\nu,c_1c_2}|.$$  

(5.2.6)

Using the definitions above for the various regions of support, the assumptions about the MIBI model on which the results in this chapter are based will now be discussed along the lines of Section 4.2. Now, the random processes are allowed to be complex-valued and the possibly complex correlation functions are defined on $\Omega_{n_1n_2}^{s,\nu,c_1c_2}$ instead of $\Omega_{n_1n_2}^{s,\nu}$. The assumptions formulated in this section are summarized as AS1-AS4 in the list on page 222. Similarly to Section 4.2, we discuss each of the assumptions in turn; in addition to the kind of exposition given there, we also justify the practical equity of the assumptions by explaining their physical plausibility.
To start with, in AS1 on the following page an assumption is made on the temporal cross-structure of the source signals, viz. that all possible source cross-correlation functions \( \{ r_{ji}^{s,c_1,c_2}[n_1, n_2] \} \) are zero on the Noise-Free ROS \( \Omega_{n_1n_2}^{\nu,c_1,c_2} \). Mathematically, this can be stated as follows:

\[
    r_{ji}^{s,c_1,c_2}[n_1, n_2] = 0 \quad \forall \ (n_1, n_2) \in \Omega_{n_1n_2}^{\nu,c_1,c_2}, \quad \forall \ 1 \leq j_1 \neq j_2 \leq S . \tag{5.2.7}
\]

This assumption is reminiscent of the conventional assumption adopted in several sensor array models that the information carrying signals are spatially and temporally statistically independent from each other, see also Chapter 1 and Section 2.3.2. It is physically plausible in many practical situations because signals often are generated independently of each other by different sources. For example, generally speech signals uttered by different persons speaking different words at the same or different times are un(cor)related. In this respect, the uncorrelatedness assumption in (5.2.7) or AS1 is weak w.r.t. the more general statistical independence assumption because the latter one requires the cross-sum functions of all orders to be zero, whereas (5.2.7) only requires the second order cross-moment functions to be zero.

Secondly, in AS2 an assumption is made on the temporal auto-structure of the source signals, viz. that the source auto-correlation functions \( \{ r_{ji}^{s,c_1,c_2}[n_1, n_2] \} \) are linearly independent on \( \Omega_{n_1n_2}^{\nu,c_1,c_2} \). Mathematically, this can be stated as follows:

\[
    \sum_{j=1}^{S} \xi_j r_{jj}^{s,c_1,c_2}[n_1, n_2] = 0 \quad \forall \ (n_1, n_2) \in \Omega_{n_1n_2}^{\nu,c_1,c_2} \implies \xi_j = 0 \quad \forall \ 1 \leq j \leq S , \tag{5.2.8}
\]

where \( \xi_1, \ldots, \xi_S \) are real- or complex-valued scalars. This assumption is also physically plausible in many practical situations because different source signals usually have quite different temporal structures. For example, considering the auto-correlation functions of speech signals (computed over a certain time window) uttered by different persons speaking different words at the same or different times, it is very likely that these functions are so different from each other that they indeed are linearly independent.

Thirdly, in AS3 an assumption is made on the temporal structure of the noise signals, viz. that all noise auto- and cross-correlation functions \( \{ r_{i_1i_2}^{\nu,c_1,c_2}[n_1, n_2] \} \) are identically zero on \( \Omega_{n_1n_2}^{\nu,c_1,c_2} \). Mathematically, this can be stated as follows:

\[
    r_{i_1i_2}^{\nu,c_1,c_2}[n_1, n_2] = 0 \quad \forall \ (n_1, n_2) \in \Omega_{n_1n_2}^{\nu,c_1,c_2}, \quad \forall \ 1 \leq i_1, i_2 \leq D . \tag{5.2.9}
\]

The existence of such a Noise-Free ROS is physically plausible in many practical situations since often the statistics of noise signals are quite different from, and simpler than, those of information-carrying source signals. In fact, this is an essential assumption in many signal processing applications, where typical signal scenarios include colored information-carrying signals observed in white noise, and (possibly colored) non-Gaussian information-carrying signals observed in (possibly colored) Gaussian noise; see also Section 1.2.5.

Finally, in AS4 an assumption is made on the temporal cross-structure of the source and noise signals, viz. that all cross-correlation functions \( \{ r_{ji}^{s,c_1,c_2}[n_1, n_2] \} \) are identically zero on \( \Omega_{n_1n_2}^{\nu,c_1,c_2} \). This can be stated mathematically as:

\[
    r_{ji}^{s,c_1,c_2}[n_1, n_2] = 0 \quad \forall \ (n_1, n_2) \in \Omega_{n_1n_2}^{\nu,c_1,c_2}, \quad \forall \ 1 \leq j \leq S , \quad \forall \ 1 \leq i \leq D . \tag{5.2.10}
\]

\( AS_1 \) is weak w.r.t. the more general statistical independence assumption because the latter one requires the cross-sum functions of all orders to be zero, whereas (5.2.7) only requires the second order cross-moment functions to be zero.

\( AS_2 \) is physically plausible in many practical situations because different source signals usually have quite different temporal structures. For example, considering the auto-correlation functions of speech signals (computed over a certain time window) uttered by different persons speaking different words at the same or different times, it is very likely that these functions are so different from each other that they indeed are linearly independent.

\( AS_3 \) is physically plausible in many practical situations since often the statistics of noise signals are quite different from, and simpler than, those of information-carrying source signals. In fact, this is an essential assumption in many signal processing applications, where typical signal scenarios include colored information-carrying signals observed in white noise, and (possibly colored) non-Gaussian information-carrying signals observed in (possibly colored) Gaussian noise; see also Section 1.2.5.

\( AS_4 \) is physically plausible in many practical situations since often the statistics of noise signals are quite different from, and simpler than, those of information-carrying source signals. In fact, this is an essential assumption in many signal processing applications, where typical signal scenarios include colored information-carrying signals observed in white noise, and (possibly colored) non-Gaussian information-carrying signals observed in (possibly colored) Gaussian noise; see also Section 1.2.5.
knowledge of ROS required for the formulation of assumptions
functions have no support on it. This assumption is reminiscent of the assumption commonly adopted in several sensor array models that the information carrying signals are spatially and temporally statistically independent from sensor noise signals. Many signal processing theories and applications adopt this assumption. It is physically plausible in many in practical situations because the source signals often are generated independently of the sensor noise signals. The last two assumptions imply that the considered ROS $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$, which is the only ROS required for the formulation of assumptions AS1-AS4, is noise-free, thereby allowing us to gather noise-free sensor statistics on it. In other words, as we have explained above, the Noise-Free ROS $\Omega_{n_1n_2}^{s,\nu,c_1,c_2} \equiv \Omega_{n_1n_2}^{s,\nu,c_1,c_2} \setminus \Omega_{n_1n_2}^{n,\nu,c_1,c_2}$ is a ‘Source-Only’ ROS that equals the Source ROS $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ minus the part $\Omega_{n_1n_2}^{n,\nu,c_1,c_2} \equiv \Omega_{n_1n_2}^{s,\nu,c_1,c_2} \cap (\Omega_{n_1n_2}^{s,\nu,c_1,c_2} \cup \Omega_{n_1n_2}^{n,\nu,c_1,c_2})$ that $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ has in common with the Noise-Contaminated ROS $\Omega_{n_1n_2}^{n,\nu,c_1,c_2} \cup \Omega_{n_1n_2}^{s,\nu,c_1,c_2} \cup \Omega_{n_1n_2}^{n,\nu,c_1,c_2}$. Since $\Omega_{n_1n_2}^{n,\nu,c_1,c_2}$ is non-empty (otherwise AS1-AS4 could never be satisfied at all), this implies that within the Source Region Of Support the noise signals have a ‘simpler temporal structure’ than the source signals in the sense that $\Omega_{n_1n_2}^{n,\nu,c_1,c_2}$ is smaller than $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$. Note that outside $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ the noise correlation functions are allowed to be non-zero. As has been said earlier in this section and is also clear from intuition, from the various regions of support the a priori knowledge of $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ only is sufficient for, and essential to, our approach. In essence, the role of AS3 and AS4 is to specify this knowledge precisely. Given a suitable Source ROS $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$, these two assumptions provide general guidelines for choosing $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$, viz. $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ should be chosen such that the noise, source-noise, and noise-source correlation functions have no support on it.

For the sake of overview and convenient referencing, we summarize the assumptions made above both in words and in mathematical form in the following list:

**AS1**: The source signals are realizations of zero-mean real- or complex-valued random processes with zero cross-correlation functions on the Noise-Free ROS:

$$r_{ij}^{s,c_1,c_2}[n_1, n_2] = 0 \quad \forall (n_1, n_2) \in \Omega_{n_1n_2}^{s,\nu,c_1,c_2}, \quad \forall 1 \leq i \neq j \leq S;$$

**AS2**: The source auto-correlation functions are linearly independent on the Noise-Free ROS:

$$\sum_{j=1}^{S} \xi_j r_{jj}^{s,c_1,c_2}[n_1, n_2] = 0 \quad \forall (n_1, n_2) \in \Omega_{n_1n_2}^{s,\nu,c_1,c_2} \implies \xi_j = 0 \quad \forall 1 \leq j \leq S;$$

**AS3**: The noise signals are realizations of zero-mean real- or complex-valued random processes with zero auto- and cross-correlation functions on the Noise-Free ROS:

$$r_{ii_2}^{n,c_1,c_2}[n_1, n_2] = 0 \quad \forall (n_1, n_2) \in \Omega_{n_1n_2}^{s,\nu,c_1,c_2}, \quad \forall 1 \leq i_1, i_2 \leq D;$$

**AS4**: The cross-correlation functions between the source and noise signals are zero on the Noise-Free ROS:

$$r_{ij}^{s,c_1,c_2}[n_1, n_2] = r_{ij}^{n,c_1,c_2}[n_1, n_2] = 0 \quad \forall (n_1, n_2) \in \Omega_{n_1n_2}^{s,\nu,c_1,c_2}, \quad \forall 1 \leq i \leq D, \quad \forall 1 \leq j \leq S.$$
5.2 MIBI model assumptions

5.2.2 Example for scenario with real-valued system, stationary AR(1) source signals, and additive white noise

In this section we apply the framework for describing the model assumptions to an example with AR(1) source signals. For the sake of visualization and insight, we assume a real-valued system and real-valued stationary signals, and adopt assumptions on the source and noise signals that are similar to those in Section 4.2. In particular, we generalize assumptions AS1-AS4 listed on page 138 to AS1-AS4 listed on the facing page respectively, i.e. we formulate the generalizations of (4.2.5)-(4.2.17) to (5.2.6)-(5.2.11) respectively as they pertain to the current scenario. Since the system and signals are real-valued the conjugation pair (4.2.5)-(4.2.17) becomes (5.2.6)-(5.2.11) respectively as they pertain to the current scenario. Since the system and signals are real-valued the conjugation pair (1.1, 1.2) is irrelevant and will be omitted from the notation or is replaced by the number 2 representing the employed statistical order. In addition, because all signals are assumed to be stationary all involved correlation functions depend on a lag \( k \) only. Therefore, as in Section 4.2 the various regions of support can also be chosen in the \( k \)-domain instead of in the domain of time index pairs \((n_1, n_2)\), and we will write \( \Omega[k] \), \( \Omega[k]^{\nu} \) and \( \Omega[k]^{\nu, \nu} \) instead of \( \Omega[n_1, n_2] \), \( \Omega[n_1, n_2]^{\nu} \) and \( \Omega[n_1, n_2]^{\nu, \nu} \), respectively. See Section 5.4.2 for an example in which both the non-stationarity and non-whiteness of speech source signals are exploited by using the sensor correlation values for different times and different lags.

5.2.2.1 Signal scenario

Firstly, (4.2.5) concerning the temporal cross-structure of the source signals generalizes to:

\[
r_s^{s_j, s_j}[k] = r_s^{s_j, s_j}[-k] = 0 \quad \forall k \in \mathbb{Z}, \quad \forall 1 \leq j_1 \neq j_2 \leq S. \tag{5.2.12}
\]

Secondly, (4.2.6) concerning the temporal auto-structure of the source signals becomes:

\[
s_j[n] = \rho_j s_j[n-1] + w_j[n] \quad \forall 1 \leq j \leq S, \tag{5.2.13}
\]

where \( \rho_1, \ldots, \rho_S \) are AR(1) regression coefficients and \( w_j[n] \) is a sequence of independent identically distributed (i.i.d.) random variables with some probability density function. As is evident from (4.2.7), the source auto-correlation functions are given by:

\[
r_j[k] = (\rho_j)^{|k|} \quad \forall k \in \mathbb{Z}, \quad \forall 1 \leq j \leq S. \tag{5.2.14}
\]

In the sequel of this example, we will often use \( S = 4 \) for demonstrating the various concepts. For \( S = 4 \) the source auto-correlation functions \( r_s^{s_1}[k], r_s^{s_2}[k], r_s^{s_3}[k], \) and \( r_s^{s_4}[k] \) with \( \rho_1 = 0.9, \rho_2 = 0.8, \rho_3 = 0.6, \) and \( \rho_4 = 0.3 \), respectively, are depicted (among other things) in Fig. 5.3 for lags \(-4, \ldots, 4\). The function values are indicated by the black circles and the black lines with different kinds of dashing for each function. Note that due to the symmetry of the auto-correlation functions, the values for negative lags do not provide extra information w.r.t. the values for the positive lags, and vice versa. From the fact that the source signals \( s_1[n], \ldots, s_4[n] \) are generated using different AR(1) coefficients, itfollows that the corresponding auto-correlation functions are linearly independent in the following sense:

\[
\sum_{j=1}^{4} \xi_j^j r_j[k] = 0 \quad \forall k \in \mathbb{Z} \quad \Rightarrow \quad \xi_1 = \xi_2 = \xi_3 = \xi_4 = 0, \tag{5.2.15}
\]

where \( \xi_1, \ldots, \xi_4 \) are scalars. In fact, as we will see this holds on any ROS in the \( k \)-domain.
Correlation functions and regions of support for scenario with four rows vector. These vectors are stacked on top of each other in the source correlation matrix that we have explained before each source correlation function is represented by a source correlation row vector \( \rho \) different zeroes \( \rho \) since the left hand side of this equation is a polynomial in \( C \), note that the system \( \beta \) is the column vector \( \beta = [\beta_0 \ \beta_1 \ \beta_2 \ \beta_3]^T \), is given by \( \beta = 0 \). In order to do so, we can prove this assertion by showing that the only solution to the equation \( C_{4,2} \beta = 0 \) of degree 3, it cannot have four different zeroes \( \rho_1, \ldots, \rho_4 \) for \( \beta \neq 0 \). Hence, it can be concluded that \( C_{4,2} \) has full rank.

Figure 5.3: Correlation functions and regions of support for scenario with four AR(1) source signals and additive white noise.

that contains at least four different consecutive lags, where ‘different’ means that the corresponding correlation values are not automatically the same, e.g. lags \(-1\) and \(1\) are considered to be the same. It suffices to consider the first four non-zero different lags \(1, \ldots, 4\). The corresponding values for each auto-correlation function \( r_j^s[k] \) are stacked in a source auto-correlation row vector \( \mathbf{r}_j^s \) as follows: \( \mathbf{r}_j^s \triangleq [r_j^s[1] \ r_j^s[2] \ r_j^s[3] \ r_j^s[4]] \). Hence, as we have explained before each source correlation function is represented by a source correlation row vector. These vectors are stacked on top of each other in the source correlation matrix \( C_{S,\infty} = C_{4,2} \) as follows:

\[
C_{4,2} \triangleq \begin{bmatrix}
\mathbf{r}_1^s \\
\mathbf{r}_2^s \\
\mathbf{r}_3^s \\
\mathbf{r}_4^s \\
\end{bmatrix} = \begin{bmatrix}
\end{bmatrix} = \begin{bmatrix}
(\rho_1)^2 & (\rho_1)^3 & (\rho_1)^4 \\
(\rho_2)^2 & (\rho_2)^3 & (\rho_2)^4 \\
(\rho_3)^2 & (\rho_3)^3 & (\rho_3)^4 \\
(\rho_4)^2 & (\rho_4)^3 & (\rho_4)^4 \\
\end{bmatrix}.
\]

The source auto-correlation functions are linearly independent if and only if rank \( (C_{4,2}^s) \) = 4, i.e. when \( C_{4,2}^s \) has full rank\(^1\). In case all coefficients \( \rho_1, \ldots, \rho_4 \) are non-zero and different, we can prove this assertion by showing that the only solution to the equation \( C_{4,2}^s \beta = 0 \), where \( \beta \) is the column vector \( \beta = [\beta_0 \ \beta_1 \ \beta_2 \ \beta_3]^T \), is given by \( \beta = 0 \). In order to do so, note that the system \( C_{4,2}^s \beta = 0 \) is equivalent to:

\[
\beta_0 + \beta_1 \rho + \beta_2 (\rho)^2 + \beta_3 (\rho)^3 = 0 \quad \text{for} \quad \rho = \rho_j \ \forall \ 1 \leq j \leq 4.
\]

Since the left hand side of this equation is a polynomial in \( \rho \) of degree 3, it cannot have four different zeroes \( \rho_1, \ldots, \rho_4 \) for \( \beta \neq 0 \). Hence, it can be concluded that \( C_{4,2}^s \) has full rank.

\(^1\) In fact, it is the Vandermonde structure of \( C_{S,\infty}^s \) that implies its full rankness \([147]\).
Consequently, AS2 on page 222 is satisfied whenever the Noise-Free ROS $\Omega_k$ contains at least four or more different consecutive lags. For example, in the noise-free case $\Omega_k$ could be chosen as \{0, 1, 2, 3\}, \{-3, -2, -1, 0\}, \{-3, -2, -1, 0, 1, 2, 3, 4\}, \{-3, -1, 0, 2\}, etc., and in the white noise case as \{1, 2, 3, 4\}, \{-1, -2, -3, -4\}, \{2, 3, 4, 5\}, \{-3, -2, 0, 1, 4\}, \{-4, -3, -2, -1, 1, 2, 3, 4\}, and so on. Similarly, for $S = 3$ three or more different consecutive lags are sufficient to guarantee that $C_A$ has full rank. Recall that due to the symmetry of the source auto-correlation functions, the values for negative lags do not provide extra information w.r.t. the values for the positive lags, and vice versa.

Assumption (4.2.10) concerning the temporal structure of the noise signals becomes:

$$r_{i_1i_2}^\nu[k] = r_{i_1i_2}^\nu[-k] = r_{i_1i_2}^\nu[0] \delta[k] \quad \forall \; k \in \mathbb{Z}, \; \forall \; 1 \leq i_1, i_2 \leq D,$$

(5.2.17)

i.e. the $D$ noise signals are assumed to be temporally white and are allowed to be spatially cross-correlated only for lag zero. Note that the variance of the $i$-th noise signal is given by $r_{ii}^\nu[0] = (\sigma_i^\nu)^2$. A few of the noise auto- and cross-correlation functions $\{r_{i_1i_2}^\nu[k]\}_{1 \leq i_1, i_2 \leq D}$ are indicated in Fig. 5.3 by the light grey diamonds $\Diamond$. Note that for lags $-4, -3, -2, -1, 1, 2, 3, 4$, the diamonds coincide with the dark grey stars $\star$ (indicating the source-noise cross-correlation functions, see further) and therefore are invisible in the figure. Clearly, the assumption formulated in (5.2.17) leads to the following intuitive definition $\Omega_k^\nu \triangleq \{0\}$ for the Noise ROS, which implies that lag 0 is excluded from the Noise-Free ROS $\Omega_k^\nu$. Note that the noise cross-correlation values $\{r_{i_1i_2}^\nu[0]\}_{1 \leq i_1, i_2 \leq D}$ for lag zero that are depicted on the vertical axis may have arbitrary values. A spatially correlated noise vector process with the properties described above, can be thought of as being generated by the following simple model: $\nu[n] = \Xi \xi[n]$. Here, $\Xi$ is an arbitrary real-valued matrix of size $D$ by $K$, where $K$ is arbitrary and $\xi[n]$ is a sequence of uncorrelated length-$K$ column vectors with uncorrelated elements.

Finally, assumption (4.2.14) concerning the cross-correlation between the source and noise signals becomes:

$$r_{ij}^\nu[k] = r_{ji}^\nu[-k] = r_{ij}^\nu[k] \delta[k] \quad \forall \; k \in \mathbb{Z}, \; \forall \; 1 \leq i \leq D, \; 1 \leq j \leq S,$$

(5.2.18)

i.e. it is assumed that all cross-correlation functions of the source and the noise signals are non-zero only for lag zero. The fact that the cross-correlations of the source and the noise signals are allowed to be non-zero for lag zero may seem artificial, but it is intended to demonstrate the rationale for eliminating noise by defining a Noise-Free ROS $\Omega_k^\nu$ that does not include lag zero. In any case, the situation where the cross-correlation functions of the noise and source signals are assumed to be zero for all lags is a stronger assumption and consequently can be considered as a subcase of the general assumption. A few of the source-noise cross-correlation functions $\{r_{ij}^\nu[k]\}_{1 \leq i \leq D, 1 \leq j \leq S}$ are indicated in Fig. 5.3 by the dark grey stars $\star$. In case the cross-correlation functions of the noise and source signals are assumed to be zero, the constants $\{r_{ij}^\nu[0]\}_{1 \leq i \leq D, 1 \leq j \leq S}$ in (5.2.18) are zero. An example of this is when the vector process $\nu[n]$ is generated independently from $\nu[n]$ consisting of the components $w_j[n]$ in (5.2.13).
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\[ r_1[k], r_2[k], r_3[k], r_4[k], r_{\nu^1}[k], r_{\nu^2}[k], r_{\nu^3}[k], r_{\nu^4}[k], r_{\nu^i}[k] \]

\[ \Omega_s^k \triangleq \mathbb{Z}. \quad (5.2.19) \]

Secondly, due to (5.2.17) the Noise ROS equals:
\[ \Omega_\nu^k \triangleq \{0\}. \quad (5.2.20) \]

Likewise, due to (5.2.18) natural choices for the Source-Noise and Noise-Source Regions Of Support are given by:
\[ \Omega_{s\nu}^k = \Omega_{\nu s}^k \triangleq \{0\}. \quad (5.2.21) \]

Finally, using (4.2.16) or (5.2.5) the Noise-Free Region Of Support can be deduced from (5.2.19)-(5.2.21) as follows:
\[ \Omega_k^{s\nu} \triangleq \Omega_k^s \setminus \Omega_k^{\nu s} = \mathbb{Z} \setminus \left( \Omega_k^s \cap \left( \Omega_k^\nu \cup \Omega_k^{s\nu} \cup \Omega_k^{\nu s} \right) \right) = \{ k \in \mathbb{Z} \mid k \neq 0 \}. \quad (5.2.22) \]

The ‘clean’ source, noise, and source-noise correlation functions defined on this Noise-Free ROS are depicted in Fig. 5.4. Note that in theory for a scenario of the kind discussed in this section it suffices to choose:
\[ \Omega_k^{s\nu} = \{1, \ldots, S\}. \quad (5.2.23) \]

**Figure 5.4:** Correlation functions on Noise-Free ROS for scenario with four AR(1) source signals and additive white noise.

### 5.2.2.2 Regions Of Support

The assumptions worked out in the previous section lead to natural choices for the various Regions of Support defined in Section 5.2. Firstly, due to (5.2.14) and (5.2.15) the Source ROS is given by:

\[ \Omega_s^k \triangleq \mathbb{Z}. \quad (5.2.19) \]

Secondly, due to (5.2.17) the Noise ROS equals:
\[ \Omega_\nu^k \triangleq \{0\}. \quad (5.2.20) \]

Likewise, due to (5.2.18) natural choices for the Source-Noise and Noise-Source Regions Of Support are given by:
\[ \Omega_{s\nu}^k = \Omega_{\nu s}^k \triangleq \{0\}. \quad (5.2.21) \]

Finally, using (4.2.16) or (5.2.5) the Noise-Free Region Of Support can be deduced from (5.2.19)-(5.2.21) as follows:
\[ \Omega_k^{s\nu} \triangleq \Omega_k^s \setminus \Omega_k^{\nu s} = \mathbb{Z} \setminus \left( \Omega_k^s \cap \left( \Omega_k^\nu \cup \Omega_k^{s\nu} \cup \Omega_k^{\nu s} \right) \right) = \{ k \in \mathbb{Z} \mid k \neq 0 \}. \quad (5.2.22) \]

The ‘clean’ source, noise, and source-noise correlation functions defined on this Noise-Free ROS are depicted in Fig. 5.4. Note that in theory for a scenario of the kind discussed in this section it suffices to choose:
\[ \Omega_k^{s\nu} = \{1, \ldots, S\}. \quad (5.2.23) \]
5.3 Formulating MIBI as the problem of solving a system of homogeneous polyconjugal equations

Using the assumptions made in the previous section, in this section we will show along the same lines as in Section 4.3 that the array response vectors, i.e. the columns $a^1, \ldots, a^S$ of $A$, satisfy a well-structured system of $D$-variate homogeneous polyconjugal equations of degree two, thereby ‘projecting’ the MIBI problem onto a mathematical problem, the solution of which yields estimates of the array response vectors. Again, in the course of our derivation we highlight the algebraic structure of the problem formulation.

In Section 5.3.1, we start by examining the kind and structure of the sensor statistics that are available for analysis. This primarily amounts to expressing the sensor correlation functions in terms of the mixing matrix elements and the source, noise, and joint source-noise correlation functions, and to studying their properties. Our goal is to derive the system of polyconjugal equations referred to above from the sensor correlation functions in such a way that the sensor noise is annihilated. This can always be achieved by using only those values of the sensor correlation functions that are noise-free, i.e. by considering all correlation functions on the Noise-Free ROS $\Omega_{n_1 n_2}^{c_1 c_2}$ only. The noise-free sensor correlation values form the input for the rest of our argument, in which we arrange and consider them in a specific configuration. In Section 5.3.2, we generalize the notation for denoting sets of correlation functions and index pairs explained in Section 4.3.2 to the current scenario. Likewise, in Section 5.3.3 we generalize the results obtained in Section 4.3.3, i.e. we determine a set containing all unique sensor correlation functions. As in the previous chapter, the derivation of the system of equations is formulated in terms of correlation functions, in terms of the associated row vector notation, and in terms of the associated matrix-vector notation in Sections 5.3.4, 5.3.5 and 5.3.6 respectively. For each formulation, our main argument can be divided into three stages. Firstly, the sensor correlation values are arranged in a specific configuration that allows to exploit the relation between the various involved linear subspaces on the one hand, and the elements of the mixing matrix on the other. Secondly, we derive the form of the system of polyconjugal equations satisfied by the columns of $A$ by studying the properties of the linear (sub)spaces spanned by the (abstract) vectors occurring in the previous stage. Finally, we show how subspace decomposition using the Singular Value Decomposition (SVD) can be used to obtain proper coefficients for the polyconjugal functions in the system. This stage will complete the derivation of the system of equations. In Section 5.5 a homotopy method for solving the system is discussed.

5.3.1 Structure of sensor correlation functions

Similarly to Section 4.3.1, we start our derivation by expressing the sensor correlation functions in terms of the mixing matrix elements and the source auto-correlation functions. The structure revealed this way will be used in the following sections for developing our subspace based identification method along the lines of Section 4.3.1. We start by giving the sensor correlation function definition that is consistent with definitions (5.2.1)-(5.2.4):

\[
r_{x, c_1 c_2}^{n_1 n_2} \equiv \text{mom}\left( (x_{i_1 n_1})^{c_1}, (x_{i_2 n_2})^{c_2} \right) = E\left\{ (x_{i_1 n_1})^{c_1} (x_{i_2 n_2})^{c_2} \right\}
\]

\[
\forall \ (n_1, n_2) \in \mathbb{Z}_2, \ \forall 1 \leq i_1, i_2 \leq D, \ \forall (c_1, c_2) \in \mathbb{C}_2.
\]
This definition can be used for stationary as well as for non- or quasi-stationary signals. We consider the general case of nonstationary signals. If stationary signals are considered, the time index pair \((n_1, n_2)\) can simply be replaced by \((n, n - k)\) resulting in functions that are dependent on the single lag-variable. From now on, without any loss of generality we assume that a specific conjugation pair \((c_1, c_2)\) has been chosen that is fixed subsequently. Hence, the theory that will now be developed holds for any arbitrary conjugation tuple \((c_1, c_2)\) ∈ \(C_2\).

For all indices \(1 \leq i_1, i_2 \leq D\), time index pairs \((n_1, n_2)\) ∈ \(\mathbb{Z}_2\), and for all conjugation pairs \((c_1, c_2)\) ∈ \(C_2\), the sensor correlation function \(r_{i_1,i_2}^{c_1,c_2}[n_1, n_2]\) of the \(i_1\)-th and \(i_2\)-th sensor signals can be written as follows:

\[
\begin{align*}
 r_{i_1,i_2}^{c_1,c_2}[n_1, n_2] & \overset{(5.3.1)}{=} E \left\{ \left( x_{i_1}[n_1] \right)^{c_1} \left( x_{i_2}[n_2] \right)^{c_2} \right\} \\
 & \overset{(5.3.1)}{=} E \left\{ \left( \sum_{j_1=1}^{S} a_{i_1}^{j_1} s_{j_1}[n_1] + \nu_{i_1}[n_1] \right)^{c_1} \left( \sum_{j_2=1}^{S} a_{i_2}^{j_2} s_{j_2}[n_2] + \nu_{i_2}[n_2] \right)^{c_2} \right\} \\
 & = \sum_{j_1=1}^{S} \sum_{j_2=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} \left( a_{i_2}^{j_2} \right)^{c_2} E \left\{ \left( s_{j_1}[n_1] \right)^{c_1} \left( s_{j_2}[n_2] \right)^{c_2} \right\} \\
 & \quad + \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} E \left\{ \left( \nu_{i_1}[n_1] \right)^{c_1} \left( s_{j_2}[n_2] \right)^{c_2} \right\} \\
 & \quad + \sum_{j_2=1}^{S} \left( a_{i_2}^{j_2} \right)^{c_2} E \left\{ \left( \nu_{i_2}[n_2] \right)^{c_2} \left( s_{j_1}[n_1] \right)^{c_1} \right\} + E \left\{ \left( \nu_{i_1}[n_1] \right)^{c_1} \left( \nu_{i_2}[n_2] \right)^{c_2} \right\} \\
 & = \sum_{j_1=1}^{S} \sum_{j_2=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} \left( a_{i_2}^{j_2} \right)^{c_2} r_{j_1,j_2}^{c_1,c_2}[n_1, n_2] + \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} r_{j_1,i_2}^{c_1,c_2}[n_1, n_2] \\
 & \quad + \sum_{j_2=1}^{S} \left( a_{i_2}^{j_2} \right)^{c_2} r_{i_1,j_2}^{c_1,c_2}[n_1, n_2] + r_{i_1,i_2}^{c_1,c_2}[n_1, n_2] . \tag{5.3.2}
\end{align*}
\]

Note the similarity of this derivation to (4.3.1). Using AS1 and AS4 the result in (5.3.2) can be simplified to:

\[
\begin{align*}
 r_{i_1,i_2}^{c_1,c_2}[n_1, n_2] & = \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} \left( a_{i_2}^{j_2} \right)^{c_2} r_{j_1,j_2}^{c_1,c_2}[n_1, n_2] + \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} r_{j_1,i_2}^{c_1,c_2}[n_1, n_2] \\
 & \quad + r_{i_1,i_2}^{c_1,c_2}[n_1, n_2] . \tag{5.3.3}
\end{align*}
\]

Again, note the similarity of this equation to (4.3.2). From AS3 it is clear that similarly to (4.3.3) on the Noise-Free ROS \(\Omega^{\nu}_{n_1,n_2}\), the sensor correlation functions can be expressed in terms of the mixing matrix elements and source auto-correlation functions as follows:

\[
\begin{align*}
 r_{i_1,i_2}^{c_1,c_2}[n_1, n_2] & = \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} \left( a_{i_2}^{j_2} \right)^{c_2} r_{j_1,j_2}^{c_1,c_2}[n_1, n_2] \\
 & \quad + \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} r_{j_1,i_2}^{c_1,c_2}[n_1, n_2] . \tag{5.3.4}
\end{align*}
\]

\(\forall (n_1, n_2) \in \Omega^{\nu}_{n_1,n_2}, \quad \forall 1 \leq i_1, i_2 \leq D .\)
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

5.3.2 Notation for (sets of) index pairs, correlation functions, etcetera

Similarly to Section 4.3.2 of the previous chapter, for the sake of convenience of the following developments, the smooth generalization of various results, and uniformity and compactness of notation, we now first discuss several symbols that will be used extensively in the sequel for denoting various quantities in a compact and intuitive form, for denoting sets of correlation functions and index pairs as well as their associated cardinalities, and so on. We have already encountered some specific instances of these symbols earlier, for example, see Sections 2.7.3, 2.7.4, and 3.3. Some issues that we will discuss in this section are generalizations of those discussed in Section 4.3.2, whereas some other notational issues pertaining to the current more general scenario are also discussed. The most generic form of the notation described in this section is discussed at length in Appendix A. We start by discussing a symbolic notation required for compactly and uniformly formulating our results.

5.3.2.1 Notation for compact formulation of results

According to (A.2.1), a pair of indices like \((i_1, i_2)\) is denoted by \(i_2\), i.e. \(i_2 \triangleq (i_1, i_2)\). If the indices in a pair are equal we use a shorthand notation such as \((i)\) or \((j)\). Likewise, a pair \((n_1, n_2)\) of discrete time indices is denoted by \(n_2\), i.e. \(n_2 \triangleq (n_1, n_2)\), and a conjugation pair by \(c_2 \triangleq (c_1, c_2)\). Summarizing, we use the following shorthand notations:

\[
i_2 \triangleq (i_1, i_2), \quad (i) \triangleq (i, i), \quad n_2 \triangleq (n_1, n_2), \quad c_2 \triangleq (c_1, c_2), \quad \text{etc.} \quad (5.3.5)
\]

As we have remarked already in Section 4.3.2, if a pair of indices is given explicitly in the sub- or superscript position of a symbol, the parentheses and commas are omitted. Similarly, if a time index pair is given explicitly in the argument position of a correlation function, the parentheses are omitted. As an example illustrating the two points that we have discussed so far in this section, consider both the compact and elaborate symbolic notations for a sensor correlation function with conjugation pair \(c_2 = (c_1, c_2)\) that is indexed by index pair \(i_2 = (i_1, i_2)\) and has time index pair \(n_2 = (n_1, n_2)\) as its argument:

\[
r_{i_2}^{x, e_2}[n_2] = r_{x,(i_1, i_2)}^{x, e_1, e_2}[(n_1, n_2)] = r_{i_1 i_2}^{x, e_1}[n_1, n_2]. \quad (5.3.6)
\]

Likewise, a source auto-correlation function can be written as follows:

\[
r_{i_2}^{x, e_2}[n_2] = r_{i_2}^{x, e_2}[n_2] = r_{x,(j,j)}^{x, e_1, e_2}[(n_1, n_2)] = r_{j}^{x, e_1}[(n_1, n_2)]. \quad (5.3.7)
\]

Note also that Regions Of Support can now also be written more compactly, for example

\[
\Omega_{x,e_2}^{n_2} \equiv \Omega_{x,c_1,e_2; e_2}^{n_2}, \quad \Omega_{x,e_2}^{n_1,n_2} \equiv \Omega_{x,c_1,e_2,n_1,n_2}^{n_2}, \quad \Omega_{x,\nu,e_2}^{n_1,n_2} \equiv \Omega_{x,\nu,c_1,e_2,n_1,n_2}^{n_2}, \quad \text{and so on.}
\]

Finally, we also define the following equivalence for compactly writing auto-correlation functions:

\[
r_{j}^{x, e_1, e_2}[(n_1, n_2)] \equiv r_{j}^{x, e_1, e_2}[(n_1, n_2)] \quad \text{or} \quad r_{j}^{x, c_1, e_2}[(n_1, n_2)] \equiv r_{j}^{x, c_1, e_2}[(n_1, n_2)] \quad (5.3.8)
\]

for an arbitrary signal \(v[n]\). On many occasions in this thesis we will encounter products of the form \((a_{i_2}^{(j_1)} c_1) (a_{i_2}^{(j_2)} c_2)^2\) with \((c_1, c_2) \in \mathcal{C}_2\), as in (5.3.2) for example. As is explained in Section A.2, such a product is denoted as follows:

\[
\tilde{a}_{i_2}^{(j_1), c_1, c_2} = \tilde{a}_{i_1 i_2}^{(j_1), c_1, c_2} \triangleq (a_{i_1}^{(j_1)} c_1) (a_{i_2}^{(j_2)} c_2)^2. \quad (5.3.9)
\]

If the indices in \(j_2\) are equal, as in (5.3.4) for example, this becomes:

\[
\tilde{a}_{i_2}^{(j_2), c_1, c_2} = \tilde{a}_{i_1 i_2}^{(j_2), c_1, c_2} \triangleq (a_{i_1}^{(j_2)} c_1) (a_{i_2}^{(j_2)} c_2) \triangleq a_{i_1 i_2}^{(j_1), c_1 c_2} = \tilde{a}_{i_2}^{(j_2), c_1, c_2}. \quad (5.3.10)
\]

Note that here we have defined the following equivalence (compare this to (5.3.8)):

\[
\tilde{a}_{i_2}^{(j_1), c_1, c_2} \equiv \tilde{a}_{i_2}^{(j_1), c_1, c_2} \quad \text{or} \quad \tilde{a}_{i_1 i_2}^{(j_1), c_1, c_2} \equiv \tilde{a}_{i_1 i_2}^{(j_1), c_1, c_2} = \tilde{a}_{i_1 i_2}^{(j_1), c_1, c_2}. \quad (5.3.11)
\]
5.3.2.2 Notation for sets of index pairs and cardinalities

Now we generalize the notation for sets of index pairs and their associated cardinalities discussed in Section 4.3.2 to the current scenario; see also Appendix A. The set containing all pairs of indices $i_2 \equiv (i_1, i_2)$ obtained by varying both $i_1$ and $i_2$ from 1 till $D$ is denoted by:

$$I^2_{i,D} = \{(i_1, i_2) \mid 1 \leq i_1, i_2 \leq D\}. \quad (5.3.11)$$

This is a special case of (A.2.14); see also Fig. A.1 on page 408. Again, the number 2 in the superscript position of $I^2_{i,D}$ indicates that we are considering two different indices, viz. $i_1$ and $i_2$, whereas the number $D$ in the subscript position indicates that both indices $i_1$ and $i_2$ can range from 1 till $D$. Finally, the first subscript index letter ‘t’ stands for ‘total’ because the considered set contains all pairs obtained by varying the indices from 1 till $D$ without any further constraints. The cardinality of $I^2_{i,D}$ is denoted and given by:

$$M^2_{i,D} \equiv |I^2_{i,D}| = (D)^2. \quad (5.3.12)$$

As an example of this notation, consider the set $J^2_h$ with index symbol $j$ and $D = 3$:

$$J^2_h \equiv \{(j_1, j_2) \mid 1 \leq j_1, j_2 \leq 3\} = \{(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3)\},$$

the cardinality $|J^2_h|$ of which is given correctly by (5.3.12) as $M^2_{a,h} = (3)^2 = 9$. For an example with $D = 2$ see (4.3.4) and (4.3.5) in Section 4.3.2.

The set containing only those pairs of $I^2_{i,D}$ that are different if the pairs are considered as sets (which are unordered, see Section A.3), is the same as that obtained by varying $i_1$ and $i_2$ from 1 till $D$ in ascending order, and is denoted by:

$$I^2_{a,D} = \{(i_1, i_2) \mid 1 \leq i_1 \leq i_2 \leq D\}. \quad (5.3.13)$$

This is a special case of (A.2.15). The numbers $D$ and 2 in the sub- and superscript positions respectively have the same meaning as for $I^2_{a,D}$, whereas the letter ‘a’ indicates that this set is of the ‘ascending type’ because the indices in each pair are ordered in ascending order. The cardinality of $I^2_{a,D}$ is denoted and given by:

$$M^2_{a,D} \equiv |I^2_{a,D}| = (D+1)^2/2. \quad (5.3.14)$$

As an example of this notation, consider the set $J^2_{a,h}$ with index symbol $j$ and $D = 3$:

$$J^2_{a,h} \equiv \{(j_1, j_2) \mid 1 \leq j_1 \leq j_2 \leq 3\} = \{(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)\},$$

the cardinality $|J^2_{a,h}|$ of which is given correctly by (5.3.14) as $M^2_{a,h} = 6$. For an example with $D = 2$ see (4.3.6) and (4.3.7) in Section 4.3.2. In general, as we have also remarked in Section 4.3.2, each part of a notation like $T_G, T_p, T_G$ or $T_p$ has a specific unambiguous meaning that is explained in Appendix A and illustrated in Fig. A.1 on page 408.

5.3.2.3 Notation for sets of correlation functions and cardinalities

Now we will generalize the notation for denoting sets of correlation functions and their associated cardinalities discussed in Section 4.3.2 to the current scenario. The set containing all sensor correlation functions with conjugation pair $(c_1, c_2)$ is denoted by:

$$K^2_{a,D} \equiv \left\{r_{i_1i_2}^{c_1c_2}[n_1, n_2] \mid 1 \leq i_1, i_2 \leq D\right\} = \left\{r_{i_1i_2}^{c_1c_2}[n_1, n_2] \right\}_{(i_1, i_2) \in I^2_{a,D}}. \quad (5.3.15)$$
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

which can be written compactly as:
\[ K_{x,c}^{x,c_2} \triangleq \{ r_{i_2}^{x,c_2}[n_2] \mid i_2 \in I_{c_2}^2 \} = \{ r_{i_2}^{x,c_2}[n_2] \}_{i_2 \in I_{c_2}^2}. \]  \hspace{1cm} (5.3.16)

It is understood implicitly that the functions in this set are defined on the appropriate Noise-Free ROS, which is \( \Omega^{x,c_1,c_2}_{n_1} \) for the current scenario. As an example, with \( D = 2, c_2 = (\circ, \circ) \) and Noise-Free ROS \( \Omega_k^x \) the set \( K_{x,c}^{x,c_2} \) equals \( K_{x,D}^{x,c_2} \) defined in (4.3.8):
\[ K_{x,1,2}^{x,0,0} = \{ r_{i_1}^{x}[k] \}_{(i_1,i_2) \in I_{c_2}^2} = K_{x,1,2}^{x,2}. \]

Here we also see an example of a general convention adopted in this work, viz. that if all elements of a conjugation pair or tuple denote ‘no conjugation’, the conjugation pair may also be replaced by its length. The cardinality of \( K_{x,c}^{x,c_2} \) is denoted by \( M_{x,c}^{x,c_2} \) and given by:
\[ M_{x,D}^{x,c_2} \triangleq |K_{x,c}^{x,c_2}| = |T_{c_2}^2| \]  \hspace{1cm} (5.3.17)

For reasons that will become clear soon, for the moment we do not consider sets of the ‘ascending form’ \( K_{x,c}^{x,c_2} \) with arbitrary conjugation pair \((c_1, c_2)\), but only with \((c_1, c_2) = (\circ, \circ)\), i.e. we consider the set of sensor correlation functions indexed by \( I_{c_2}^2 \) (5.3.13):
\[ K_{x,D}^{x,0,0} \equiv K_{x,D}^{x,2} \triangleq \{ r_{i_1}^{x}[n_1,n_2] \mid 1 \leq i_1 \leq i_2 \leq D \} = \{ r_{i_1}^{x}[n_1,n_2] \}_{(i_1,i_2) \in I_{c_2}^2}, \]
which can be written compactly as:
\[ K_{x,D}^{x,2} \triangleq \{ r_{i_1}^{x}[n_2] \mid i_2 \in I_{c_2}^2 \} = \{ r_{i_1}^{x}[n_2] \}_{i_2 \in I_{c_2}^2}. \]  \hspace{1cm} (5.3.19)

For example, with \( D = 2 \) and Noise-Free ROS \( \Omega_k^x \) the set \( K_{x,D}^{x,0,0} \) equals \( K_{x,D}^{x,2} \) defined in (4.3.10):
\[ K_{x,D}^{x,0,0} = \{ r_{i_1}^{x}[k] \}_{(i_1,i_2) \in I_{c_2}^2} = K_{x,D}^{x,2}. \]

The cardinality of \( K_{x,D}^{x,2} \) is denoted by \( M_{x,D}^{x,2} \) and given by:
\[ M_{x,D}^{x,2} \triangleq |K_{x,D}^{x,2}| = |T_{c_2}^2| \]  \hspace{1cm} (5.3.14) \[ M_{x,D}^{x,2} = \frac{1}{2}D(D + 1). \]  \hspace{1cm} (5.3.20)

The set containing all unique sensor correlation functions, i.e. the uniquified version of \( K_{x,D}^{x,c_1,c_2} \) defined in (5.3.15), is denoted by:
\[ K_{x,D}^{x,c_1,c_2} \triangleq \{ r_{i_1}^{x,c_1,c_2}[n_1,n_2] \}_{(i_1,i_2) \in I_{c_2}^2} \]
which can be written compactly as:
\[ K_{x,D}^{x,c_1,c_2} \triangleq \{ r_{i_2}^{x,c_2}[n_2] \mid i_2 \in I_{c_2}^2 \} = \{ r_{i_2}^{x,c_2}[n_2] \}_{i_2 \in I_{c_2}^2}. \]  \hspace{1cm} (5.3.21)

Hence, by definition \( K_{x,D}^{x,c_1,c_2} \) is indexed by \( I_{c_2}^2 = T_{c_2}^{c_1,c_2} \). Similarly to the role of \( K_{x,D}^{x,2} \) (4.3.16) in Chapter 4, \( K_{x,D}^{x,c_1,c_2} \) plays a role of paramount importance in this chapter. For this reason, we explain its derivation in detail in the next section. The cardinality of \( K_{x,D}^{x,c_1,c_2} \), i.e. the number of unique sensor correlation functions for conjugation pair \( c_2 \), is denoted by:
\[ M_{x,D}^{x,c_1,c_2} = M_{x,D}^{x,c_1,c_2} \triangleq |K_{x,D}^{x,c_1,c_2}|. \]  \hspace{1cm} (5.3.23)
The set containing all source auto-correlation functions is denoted by:

$$
\mathcal{K}_S^{s,e_1 c_2} \triangleq \left\{ r_{jj}^{s,e_1 c_2}[n_1, n_2] \mid 1 \leq j \leq S \right\} = \left\{ r_{jj}^{s,e_1 c_2}[n_1, n_2] \right\}_{1 \leq j \leq S},
$$  \hspace{1cm} (5.3.24)

which can be written compactly as:

$$
\mathcal{K}_S^{s,e_2} \triangleq \left\{ r_{jj}^{s,e_2}[n_2] \mid 1 \leq j \leq S \right\} = \left\{ r_{jj}^{s,e_2}[n_2] \right\}_{1 \leq j \leq S}.
$$  \hspace{1cm} (5.3.25)

As an example, for $D = 2$, $e_2 = (o, o)$ and Noise-Free ROS $\Omega_{k,2}^{s} r_{j}^{s} c_{2}$ the set $\mathcal{K}_S^{s,e_2} \mathcal{K}_2$ defined in (4.3.12):

$$
\mathcal{K}_S^{s,00} = \mathcal{K}_2^{s,00} = \left\{ r_{jj}^{s}[k] \mid 1 \leq j \leq 2 \right\} = \mathcal{K}_2^{s,2}.
$$

With these definitions in place, our main result in (5.3.4) can be formulated in compact notation as follows:

$$
[r_{ij}^{s, e_2} (n_2) = \sum_{j=1}^{S} a_{ij}^{e_2} r_{jj}^{s, e_2} (n_2), \forall n_2 \in \Omega_{n_2}^{s \setminus c_2}, \forall i_2 \in \mathcal{I}_D^2, (5.3.26)
$$

Note the similarity to (3.3.8) in Chapter 3 which formulates a similar relation for fourth order cumulants without using temporal information.

### 5.3.3 Determining set of unique sensor correlation functions

In this section we determine the sets $\mathcal{T}_{a,D}^{c_1 c_2} = \mathcal{T}_{a,D}^{c_1 c_2}$ and $\mathcal{K}_{a,D}^{c_1 c_2} = \mathcal{K}_{a,D}^{c_1 c_2}$ defined by (5.3.21) and (5.3.22). Similarly to Section 4.3.3, in order to do so we need to study the possible symmetries in the set $\mathcal{K}_{a_2}^{c_1 c_2}$ (5.3.15) containing all sensor correlation functions. More precisely, given a specific conjugation pair $(c_1, c_2) \in \mathcal{C}_2$, we have to determine for which index pairs $(i_1, i_2) \in \mathcal{I}_D^2$ the following generalization of (4.3.13) holds:

$$
[r_{i_1 i_2}^{s, c_1 c_2} (n_1, n_2) = r_{i_2 i_1}^{s, c_1 c_2} (n_1, n_2). (5.3.27)
$$

As can be deduced from (5.3.4), this implies that we have to determine which products in the set $\{ a_{i_1 i_2}^{c_1, c_2} \}_{(i_1, i_2) \in \mathcal{I}_D^2}$ associated with $\mathcal{K}_{a_2}^{c_1 c_2}$ are always the same. In other words, we have to find out for which index pairs $(i_1, i_2) \in \mathcal{I}_D^2$ the following type of symmetry is present in the products of mixing matrix elements:

$$
(a_{1, i}^{c_1})^{c_1} (a_{2, i}^{c_2})^{c_2} = (a_{2, i}^{c_1})^{c_1} (a_{1, i}^{c_2})^{c_2}. (5.3.28)
$$

Since this problem is more complicated than the corresponding one in the previous chapter, and because we need to generalize the results in the next chapter, we will now examine in detail how a unique set of products associated with $\mathcal{K}_{a_2}^{c_1 c_2}$ and indexed by the corresponding index set $\mathcal{T}_{a_2}^{c_1 c_2}$ can be obtained in a systematic way.

To start with, for each fixed index $1 \leq j \leq S$ and conjugation pair $(c_1, c_2) \in \mathcal{C}_2$, define the Kronecker product vector $\hat{a}_{j}^{e_2} c_{2}^{c_2} c_{2}^{c_2}$ with conjugation pair $(c_1, c_2)$ constructed from a single length-$D$ vector $a^{1}$ and containing all product terms $\{ a_{i}^{c_1, c_2} \}_{(i_1, i_2) \in \mathcal{I}_D^2}$ of the form specified...
in (5.3.10) as follows (compare this definition with (4.3.68)):

\[ \tilde{a}_D^{c_1c_2} \triangleq (a^j)^{c_1} \otimes (a^j)^{c_2} = \begin{bmatrix} (a_1^j)^{c_1} \\ \vdots \\ (a_D^j)^{c_1} \\ (a_1^j)^{c_2} \\ \vdots \\ (a_D^j)^{c_2} \end{bmatrix} = \begin{bmatrix} a_{i_1D}^{j_1c_1c_2} \\ \vdots \\ a_{D_1D}^{j_1c_1c_2} \\ a_{i_2D}^{j_2c_1c_2} \\ \vdots \\ a_{D_2D}^{j_2c_1c_2} \end{bmatrix} \]

As we have explained above, in order to determine which product term definitions in the set \( \tilde{a}_D^{j_1c_1c_2} \) are unique, and thus which elements of \( \tilde{a}_D^{c_1c_2} \) in (5.3.29) are unique, we need to study the symmetries in the product terms. Since for a fixed conjugation tuple the set \( \tilde{a}_D^{j_1c_1c_2} \) has the same structure for each \( 1 \leq j \leq S \), it is sufficient to consider a single set with the same structure, e.g. a set \( \{ \tilde{a}_D^{j_1c_1c_2} \}_{(i_1,i_2) \in I_{c,D}} = \{ (z_{i_1})^{c_1} (z_{i_2})^{c_2} \}_{(i_1,i_2) \in I_{c,D}} \) containing all products of the form \( \tilde{a}_D^{j_1c_1c_2} \triangleq (z_{i_1})^{c_1} (z_{i_2})^{c_2} \). Equivalently, since the Kronecker vectors \( \{ \tilde{a}_D^{j_1c_1c_2} \}_{1 \leq j \leq S} \) constructed from the columns of \( A \) all have the same form, it is sufficient to consider a single vector \( \tilde{w}_D^{c_1c_2} \equiv \tilde{w}_D^{c_1c_2} (z) = (z)^{c_1} \otimes (z)^{c_2} \) with this form that contains all products in \( \{ \tilde{a}_D^{j_1c_1c_2} \}_{(i_1,i_2) \in I_{c,D}} \). Without any loss of generality, here we consider vectors of this type for studying the symmetries of the considered product terms. Hence, let \( z \) (or \( z_D \)) be a column vector of length \( D \), then the vector \( \tilde{w}_D^{c_1c_2} \triangleq \tilde{w}_D^{c_1c_2} (z) \) is defined similarly to (5.3.29) and (4.3.105):

\[ \tilde{z}_D^{c_1c_2} = \tilde{w}_D^{c_1c_2} (z) \triangleq (z)^{c_1} \otimes (z)^{c_2} = \begin{bmatrix} (z_1)^{c_1} \\ \vdots \\ (z_D)^{c_1} \\ \vdots \\ (z_1)^{c_2} \\ \vdots \\ (z_D)^{c_2} \end{bmatrix} = \begin{bmatrix} z_1^{c_1c_2} \\ \vdots \\ z_D^{c_1c_2} \\ \vdots \\ z_1^{c_2c_1} \\ \vdots \\ z_D^{c_2c_1} \end{bmatrix} \]

Our task now is to construct and count the unique elements of \( \tilde{z}_D^{c_1c_2} \). The uniquified version of \( \tilde{z}_D^{c_1c_2} \) will be denoted by the vector \( \tilde{z}_D^{c_1c_2} \triangleq \tilde{w}_D^{c_1c_2} (z) \). Clearly, the results depend on the length \( D \) of \( z \), as well as on the conjugation pair \( (c_1, c_2) \). As we will see in the sequel, in as far as the information provided by the conjugation pair is concerned, the number \( M_{a,D}^{c_1c_2} \) of unique products is determined only by the number of conjugations, or, equivalently, by the number of ‘no conjugations’. Hence, \( M_{a,D}^{c_1c_2} \) does not depend on which particular elements are conjugated or not.

In the next two sections, we will examine the symmetries for the scenarios without and with conjugations respectively.
5.3.3.1 Symmetries for scenario without conjugations

For the scenario without conjugations the conjugation pair is given by \( e_2 = (\nu, \nu) = (\nu)_2 \); see Chapter 4, for example. In this case, the Kronecker product vector \( \hat{z}^{\nu^{0,2}}_D \) in (5.3.30) reduces to the conventional second order Kronecker product \( z \otimes z \) of the column \( z \) with itself. Because of the following symmetry:

\[
\hat{z}^{0,0}_{i_1i_2} = z^{0,0}_{i_1i_2} \equiv z_{1_1} z_{1_2} = z_{1_2} z_{1_1} \quad \forall (i_1, i_2) \in T^2_D,
\]

the auto-product terms \((z_1)^2, \ldots, (z_D)^2\) are unique, whereas each cross-product term \(z_{1_i} z_{i_2}\) with \(i_1 \neq i_2\) occurs twice. Since there are \((D)^2\) combinations of \(1 \leq i_1, i_2 \leq D\), from which \(D\) pairs correspond to auto-product terms, there are \((D)^2 - D = D(D - 1)\) cross-product terms. Since the latter ones occur twice, there are \(\frac{1}{2} D(D - 1)\) unique cross-product terms and thus \(D + \frac{1}{2} D(D - 1) = \frac{1}{2} D(D + 1)\) unique product terms in total. These unique terms can be indexed by the index set \( I^0_{0, D} = T^2_{1, D} \) equalling \( T^2_{1, D} \) defined in (5.3.13). The cardinality of (5.3.13) is given by (A.2.15) and (5.3.14). Hence, the number of unique product terms in the vector \( \hat{z}^{\nu^{0,2}}_D = \hat{z}^{(\nu)_2}_D \), which equals the cardinality of the set \( K_{\nu,D}^{x,\infty} \), is given by:

\[
M_{x,\infty}^{x,\infty} = M^{x,2}_{x,\infty} = |K_{\nu,D}^{x,\infty}| = M^{x,2}_{x,\infty} = \binom{2 + D - 1}{2} = \frac{1}{2} D(D + 1).
\]

As an example, for \( D = 2 \) the vector \( \hat{z}^{\nu^{0,2}}_2 \) in (5.3.30) becomes:

\[
\hat{z}^{0,0}_2 = \hat{w}^{0,0}_2 (\nu) \triangleq z \otimes z = \begin{bmatrix} z_1 & z_1 \\ z_2 & z_2 \end{bmatrix},
\]

which has the following uniquifiied version:

\[
\hat{z}^{0,0}_2 = \hat{w}^{0,0}_2 (\nu) \triangleq z \otimes z = \begin{bmatrix} z_1 & z_1 \\ z_2 & z_2 \end{bmatrix}.
\]

Recall that the ‘\( u \)’ in the subscript position stands for ‘unique’. Note that the number of elements of \( \hat{z}^{0,0}_2 \) is given correctly as 3 by (5.3.32). As another example, for \( D = 3 \) the vector \( \hat{z}^{\nu^{0,2}}_D \) in (5.3.30) and its uniquifiied version \( \hat{z}^{0,0}_D \) become:

\[
\hat{z}^{0,0}_3 = \hat{w}^{0,0}_3 (\nu) \triangleq \begin{bmatrix} z_1 & z_1 & z_1 \\ z_2 & z_2 & z_2 \\ z_3 & z_3 & z_3 \end{bmatrix} \quad \text{and} \quad \hat{z}^{0,0}_3 = \hat{w}^{0,0}_3 (\nu) = \begin{bmatrix} z_1 & z_1 & z_1 \\ z_1 & z_1 & z_1 \\ z_2 & z_2 & z_2 \\ z_2 & z_2 & z_2 \\ z_3 & z_3 & z_3 \\ z_3 & z_3 & z_3 \end{bmatrix},
\]

respectively. Again, the number of elements of \( \hat{z}^{0,0}_3 \) is given correctly as 6 by (5.3.32). Note that the products also satisfy the following relation:

\[
(z_{i_1} z_{i_2})^* = (z_{i_1})^* (z_{i_2})^* \equiv (z^{0,0}_{i_1i_2})^* = z^{0,0}_{i_1i_2} \quad \forall (i_1, i_2) \in T^2_D,
\]

which shows that \( \hat{z}^{0,0}_D = (\hat{z}^{0,0}_D^*)^* \) has the same number of unique products as \( \hat{z}^{0,0}_D \), i.e. \( M^{x,0,0}_{x,\infty} = M_{x,\infty} = \frac{1}{2} D(D + 1) \) given by (5.3.32).
Development of combinatorics for scenario without conjugations

As will have become clear by now, constructing and counting unique product terms in vectors like \( Z_{3,3}^D \) resulting in vectors like \( Z_{u,3}^D \) in essence is a combinatorial problem. In order to be able to perform this construction and counting task in a structured manner that can also be employed for general scenarios in which conjugations are involved, in the sequel we explain the combinatorial setting that we have developed for solving this problem; see also Section A.3. In Section 5.3.3.2, this setting will be generalized to the scenario with conjugations.

To start with, let \( Z \triangleq \{z_1, \ldots, z_D\} \) be a set containing \( D \) independent complex variables with cardinality \( |Z| = D \), and consider the following definition (see also Definition A.3.8):

**Definition 5.3.1.** 2-combination with repetition of the set \( Z = \{z_1, \ldots, z_D\} \) containing \( D = |Z| \) independent complex variables. A 2-combination with repetition of the set \( Z = \{z_1, \ldots, z_D\} \) containing \( D = |Z| \) independent complex variables is an arbitrary unordered selection of 2 elements from this set, where the elements may be selected repeatedly. In other words, a 2-combination with repetition of the set \( Z \) is an arbitrary 2-multiset of \( Z \).

The problem of constructing and counting the unique elements of Kronecker product vectors like \( Z_{3,3}^D \) amounts to constructing and counting all possible unique 2-combinations with repetition of \( Z \) because each 2-combination can be associated bijectively with a product term. For example, let \( Z = \{z_1, z_2, z_3\} \) be a set containing \( D = 3 \) complex variables and let us construct and count the unique elements of the vector \( Z_{3,3}^D \) defined in (5.3.34), all 2-combinations with repetition of \( Z \) are given by the set of 2-multisets \( M_{u,3}^D(Z) \triangleq \{(z_1, z_1), (z_1, z_2), (z_1, z_3), (z_2, z_2), (z_2, z_3), (z_3, z_3)\} \) with cardinality given by (A.3.5) as \( M_{u,3}^2 = \frac{(z_3 + 2 - 1)!}{2(z_3 - 1)!} = 6 \) (we will derive this soon). Since order in multisets and multiplicity in sets are irrelevant, this set is the same as the ‘full set’ \( \{(z_1, z_1), (z_1, z_2), (z_1, z_3), (z_2, z_1), (z_2, z_2), (z_2, z_3), (z_3, z_1), (z_3, z_2), (z_3, z_3)\} \) for example, which also has cardinality 6 because it has only 6 unique elements according to the definition of multisets (for example, elements like \( (z_1, z_2) \) and \( (z_2, z_1) \) are considered to be the same because they belong to the same multiset-equivalence class).

Let \( M_{u,D}^D(Z) \) be the set containing all 2-multisets of some set \( Z = \{z_1, \ldots, z_D\} \) with cardinality \( D \), i.e. it is the set of all 2-combinations with repetition of \( Z \); see Definition 5.3.1. An unambiguous representation \( M_{u,D}^D(Z) \) of \( M_{u,D}^D(Z) \) that contains the different 2-multisets of \( M_{u,D}^D(Z) \) exactly once can be defined for example by the set containing exactly one element from each multiset-equivalence class, which is represented by a 2-tuple (note that the tuple-representation is crucial because order is relevant now). Although it is not necessary, for convenience the elements of \( M_{u,D}^D(Z) \) may be arranged according to some fixed ordering scheme of the element indices, e.g. ascending order. For the example above this results in the following representation for the set containing all unique 2-combinations with repetition of the set \( Z = \{z_1, z_2, z_3\} \): \( M_{u,3}^D(Z) \triangleq \{(z_1, z_1), (z_1, z_2), (z_1, z_3), (z_2, z_2), (z_2, z_3), (z_3, z_3)\} \). Clearly, this set can be indexed by an index set of the type in (5.3.13). Calling the index \( i \) for example, the index set associated with \( M_{u,3}^D(Z) \) is given by \( I_{3,3}^2 = \{(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)\} \). The product terms associated with the elements of \( M_{u,3}^D(Z) \) are \( z_{1,1}, z_{1,2}, z_{1,3}, z_{2,2}, z_{2,3}, z_{3,3} \) and \( z_{3,3} \). Clearly, there is a one-to-one correspondence between \( M_{u,3}^D(Z) \) and the uniquified version \( Z_{u,3}^3 \) given in (5.3.34). This also holds for the more general scenario with \( D \) vectors, i.e.:

\[ \text{See Section A.3 for the definitions of 2-combination, multiset, and other related combinatorial concepts.} \]
There is a one-to-one correspondence between the set $\mathcal{M}_{a,D}^{\infty}(Z)$ containing all unique 2-multisets of $\mathcal{M}_{a,D}^{\infty}(Z)$ exactly once and the vector $z^{a,D}$ of unique products.

In general, with Definition 5.3.1 in place we can formulate the problem of constructing and counting all unique product terms of $x^{a}_{ij}$ as that of constructing and counting the set $\mathcal{M}_{a,D}^{\infty}(Z)$ containing all unique 2-combinations with repetition of the set $Z = \{ z_1, \ldots, z_D \}$.

We will now investigate this problem in detail; see also Section A.3. Consider a set $Z \triangleq \{ z_1, \ldots, z_D \}$ containing $D \triangleq |Z|$ independent variables, from which we are to construct and count all possible 2-multisets, i.e. all 2-combinations with repetition. As we have indicated above, the set containing these 2-combinations is denoted by $\mathcal{M}_{a,D}^{\infty}(Z)$. To start with, consider a specific 2-multiset containing $m_1$ times element $z_1$, $m_2$ times element $z_2$, and so on, till $m_D$ times element $z_D$, i.e. $m_i$ is the multiplicity of element $z_i$. Note that the sum $m_1 + m_2 + \cdots + m_D$ of the multiplicities of $z_1, \ldots, z_D$ respectively equals 2 because each multiset contains exactly 2 elements. Hence, $m_i \in \{0, 1, 2\}$ for all $1 \leq i \leq D$. This 2-multiset can be represented uniquely by the following set:

$$\left\{ \{ z_1, \ldots, z_1 \}, \{ z_2, \ldots, z_2 \}, \ldots, \{ z_D, \ldots, z_D \} \right\}.$$

(5.3.36)

In turn this set can be represented uniquely by an ordered sequence of 2 arbitrary symbols denoting the elements of the set, e.g. bullets, and $D-1$ other arbitrary symbols denoting the ‘transition to the next element’, e.g. vertical bars, as follows:

$$\begin{array}{c}
\begin{array}{c}
\bullet \cdots \bullet \\
m_1 \quad m_2 \\
m_1 + \cdots + m_D = 2 \text{ bullets}
\end{array} \\
\begin{array}{c}
\left\{ \{ z_1, \ldots, z_1 \}, \{ z_2, \ldots, z_2 \}, \ldots, \{ z_D, \ldots, z_D \} \right\}.
\end{array}
\end{array}$$

(5.3.37)

The number $m_1$ of bullets to the left of the first bar represents the number of repetitions (i.e. multiplicity) of $z_1$, the number of bullets $m_2$ between the first and second bar represents the number of repetitions of $z_2$, and so on. Finally, the number of bullets $m_D$ to the right of the last bar represents the number of repetitions of $z_D$. The total number of bullets equals the length of the multiset, i.e. $m_1 + \cdots + m_D = 2$. Since there are $D$ different elements in $Z$ the number of separating bars, each of which indicates a transition to the next element of the set, equals $D - 1$. Hence, the total number of symbols in (5.3.37) including both bullets and bars equals $(m_1 + \cdots + m_D) + (D - 1) = 2 + (D - 1) = D + 1$. Thus, we can conclude that the number of 2-multisets of $Z$ equals the number of ways to arrange the $D - 1$ bars among the $D + 1$ symbols in (5.3.37), which equals the number of subsets of size $D - 1$ in a set of size $D + 1$, which is precisely the binomial coefficient $\binom{D+1}{D-1} = \binom{D+1}{2} = \frac{1}{2} D(D+1)$ that we already found above in (5.3.32). In conclusion, the number of 2-multisets of a set $Z$ with cardinality $D$ is the same as the number of 2-subsets of a set of size $D + 1$, which is expressed as follows (see also (A.3.5)):

$$M_{a,D}^{\infty} = M_{a,D}^{2} \triangleq \binom{D}{2} \triangleq \frac{(D+1)!}{2!(D-1)!} = \binom{D+1}{2} = \frac{1}{2} D(D+1).$$

(5.3.38)
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

Summarizing the results of this section, for the scenario without conjugations the set of unique sensor correlation functions and the corresponding set of index pairs are given by:

\[
K^{x,o}_u,D \equiv K^{x,0}_u,D = \{ r_{i_1,i_2}^{x} | (i_1,i_2) \in I^2_u,D \} \quad (5.3.18)
\]

\[
K^{x,2}_u,D \equiv K^{x,2}_u,D = \{ r_{i_1,i_2}^{x} | (i_1,i_2) \in I^2_0,D \} \quad (5.3.19)
\]

and:

\[
I^{o,o}_u,D \equiv I^2_u,D = \{ (i_1,i_2) | 1 \leq i_1 \leq i_2 \leq D \} \quad (5.3.13)
\]

\[
I^{0,0}_u,D = I^2_0,D
\]

respectively. Both sets have cardinality \( M^{x,o}_u,D = M^{x,2}_u,D = M^{o,0}_u,D \) defined in (5.3.38). The following table lists the values of \( M^{2}_u,D = M^{2,2}_u,D = M^{o,o}_u,D = |K^{o,o}_u,D| \) for \( 1 \leq D \leq 5 \).

<table>
<thead>
<tr>
<th>( D )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M^{2}_u,D )</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

### Table 5.1: Number \( M^{2}_u,D \) of unique products and sensor correlation functions.

#### 5.3.3.3 Symmetries for scenario with conjugations

Now we are in a position to consider the more complex case of scenarios with conjugations. First note that the number of unique product terms in the vector \( \tilde{z}_D^{o} = (z_D^{o})^{\star} \) does not change if the vector is conjugated. Hence, as we have already remarked in the previous section the vector \( \tilde{z}_D^{o} \) has the same number of (unique) product terms as the vector \( (\tilde{z}_D^{o})^{\star} = \tilde{z}_D^{o \star} ; \) see also (5.3.35) and Section 5.3.3.3. Likewise, \( \tilde{z}_D^{2} = (\tilde{z}_D^{2})^{\star} \) has the same number of (unique) terms as \( \tilde{z}_D^{2 \star} \). This can easily be verified in the following examples for \( D = 2 \) and \( D = 3 \) respectively:

\[
\tilde{z}_2^{o \star} = w_2^{o \star}(z) = \begin{bmatrix} z_1(z_1)^{\star} \\ z_1(z_2)^{\star} \\ z_2(z_1)^{\star} \\ z_2(z_2)^{\star} \end{bmatrix} , \quad \tilde{z}_3^{o \star} = w_3^{o \star}(z) = \begin{bmatrix} z_1(z_1)^{\star} \\ z_1(z_2)^{\star} \\ z_1(z_3)^{\star} \\ z_2(z_1)^{\star} \\ z_2(z_2)^{\star} \\ z_2(z_3)^{\star} \\ z_3(z_1)^{\star} \\ z_3(z_2)^{\star} \\ z_3(z_3)^{\star} \end{bmatrix} . \quad (5.3.40)
\]

All product terms in these vectors are unique, and the same holds for \( \tilde{z}_D^{o \star} \), because:

\[
z_{i_1}(z_{i_2})^{\star} \neq z_{i_2}(z_{i_1})^{\star} \quad \forall 1 \leq i_1 \neq i_2 \leq D , \quad (5.3.41)
\]

where \( z_1, \ldots , z_D \) have to be considered as independent complex-valued variables/functions. Hence, the Kronecker vector \( \tilde{z}_D^{o \star} \) is the same as its uniquiefied version \( \tilde{z}_D^{o\star,D} \). Summarizing, for the scenario with conjugation pair \( (c_1,c_2) = (o,\star) \) the set of unique sensor correlation functions and the corresponding set of index pairs are given by:

\[
K^{x,o\star}_u,D \equiv K^{x,o\star}_t,D = \{ r_{i_1,i_2}^{x \star} | (i_1,i_2) \in I^{o\star}_u,D \} \quad (5.3.16)
\]

\[
K^{x,c_2}_u,D \equiv K^{x,c_2}_t,D = \{ r_{i_1,i_2}^{x,c_2} | (i_1,i_2) \in I^{c_2}_u,D \}
\]

and:

\[
I^{o,o\star}_u,D \equiv I^{o\star}_u,D = \{ (i_1,i_2) | 1 \leq i_1,i_2 \leq D \} \quad (5.3.11)
\]

\[
I^{0,0\star}_u,D \equiv I^{o\star}_u,D
\]

respectively. Both sets have cardinality \( M^{x,o\star}_u,D = M^{x,2}_u,D \overset{(5.3.12)}{=} M^{2}_u,D = (D)^2 \).
In fact, now we have analyzed the scenarios for all possible values of the conjugation pair. However, in order to be able to perform the construction and counting task in a structured manner that can be used for the most general case with an arbitrary conjugation tuple (see the next chapter), we now explain the combinatorial setting that we have developed for solving this problem; see also Sections 5.3.3.1 and A.3. That is, we examine the problem of finding and counting the unique terms in $\mathcal{Z}_{D}^{2}$ for an arbitrary conjugation pair $(c_{1}, c_{2})$ in a manner similar to the one presented at the end of the previous section, thereby constructing its uniquified version $\mathcal{Z}_{u,D}^{2}$, the set $K_{u,D}^{x,c_{1},c_{2}}$ (5.3.21) of unique sensor correlation functions, the associated set $\mathcal{T}_{u,D}^{x,c_{1},c_{2}}$ of index pairs, and the cardinality $M_{u,D}^{x,c_{1},c_{2}}$ of these sets.

Development of combinatorics for scenario with conjugations

To start with, let $\mathcal{Z} \triangleq \{z_{1}, \ldots, z_{D}\}$ be a set containing $D$ independent complex variables with cardinality $D \triangleq |\mathcal{Z}|$ and let the set containing the complex conjugates of the elements of $\mathcal{Z}$ be denoted by $\mathcal{Z}^{*}$, i.e. $\mathcal{Z}^{*} = \{(z_{i})^{*}, \ldots, (z_{D})^{*}\}$. In addition, let the compound set $\mathcal{Z}^{o\bullet}$ be defined as the set containing the elements of both $\mathcal{Z}$ and $\mathcal{Z}^{*}$:

$$\mathcal{Z}^{o\bullet} \triangleq \{\mathcal{Z}, \mathcal{Z}^{*}\} = \{z_{1}, \ldots, z_{D}, (z_{i})^{*}, \ldots, (z_{D})^{*}\}.$$  \hfill (5.3.43)

Denote the number of conjugations in the considered conjugation pair $(c_{1}, c_{2})$ by:

$$n_{c_{1},c_{2}} \triangleq \#\{\text{conjugations in } (c_{1}, c_{2})\} = \#_{*}\{(c_{1}, c_{2})\} \in \{0, 1, 2\},$$ \hfill (5.3.44)

where $\#\{\}$ and $\#_{*}\{\}$ denote the ‘number of’ and ‘number of conjugations’ operators respectively. Since both $c_{1}$ and $c_{2}$ can either be ‘$+'$ or ‘$\circ$’, there are $(2)^{2} = 4$ different conjugation pairs with the following number of conjugations:

$$\#_{*}\{(\circ, \circ)\} = 0, \quad \#_{*}\{(\circ, \bullet)\} = 1, \quad \#_{*}\{(\bullet, \circ)\} = 1, \quad \#_{*}\{(\bullet, \bullet)\} = 2,$$ \hfill (5.3.45)

i.e. $n_{\circ\circ} = 0$, $n_{\circ\bullet} = n_{\bullet\circ} = 1$ and $n_{\bullet\bullet} = 2$. Now, the generalization of Definition 5.3.1 to the current scenario can be given as follows:

**Definition 5.3.2.** 2-combination with conjugation pair $(c_{1}, c_{2})$ with repetition of the set $\mathcal{Z}^{o\bullet} \triangleq \{\mathcal{Z}, \mathcal{Z}^{*}\}$, where $\mathcal{Z} = \{z_{1}, \ldots, z_{D}\}$ contains $D = |\mathcal{Z}|$ independent complex variables. A 2-combination with conjugation pair $(c_{1}, c_{2})$ with repetition of the set $\mathcal{Z}^{o\bullet} \triangleq \{\mathcal{Z}, \mathcal{Z}^{*}\}$, where $\mathcal{Z} = \{z_{1}, \ldots, z_{D}\}$ contains $D$ independent complex variables, is an arbitrary unordered selection of 2 elements from this set, where the elements may be selected repeatedly but $2 - n_{c_{1},c_{2}}$ elements have to be chosen from $\mathcal{Z}$ and $n_{c_{1},c_{2}}$ elements from $\mathcal{Z}^{*}$. In other words, a 2-combination with conjugation pair $(c_{1}, c_{2})$ with repetition of the set $\mathcal{Z}^{o\bullet}$ is an arbitrary 2-multiset of $\mathcal{Z}^{o\bullet}$ containing $2 - n_{c_{1},c_{2}}$ elements from $\mathcal{Z}$ and $n_{c_{1},c_{2}}$ elements from $\mathcal{Z}^{*}$.

With this definition in place, the problem of finding and counting the unique terms in the vector $\mathcal{Z}_{D}^{x,c_{1},c_{2}}$ and/or set $\{z_{i_{1},i_{2}}\}_{(i_{1},i_{2}) \in I_{D}^{2}}$ for an arbitrary conjugation pair $(c_{1}, c_{2})$ can be formulated as that of constructing and counting all possible 2-combinations with conjugation pair $(c_{1}, c_{2})$ with repetition of the set $\mathcal{Z}^{o\bullet} \triangleq \{\mathcal{Z}, \mathcal{Z}^{*}\}$, where the set $\mathcal{Z} = \{z_{1}, \ldots, z_{D}\}$ contains $D$ independent complex variables, $2 - n_{c_{1},c_{2}}$ elements have to be chosen from $\mathcal{Z}$, and $n_{c_{1},c_{2}}$ elements have to be chosen from $\mathcal{Z}^{*}$. This can be done because each such 2-combination with conjugation pair $(c_{1}, c_{2})$ can be associated bijectively with a product term. For example, let $\mathcal{Z} = \{z_{1}, z_{2}, z_{3}\}$ be a set containing $D = 3$ complex variables and let the conjugation pair be given by $(c_{1}, c_{2}) \triangleq (\circ, \bullet)$. This scenario corresponds to...
the vector \( z_3^* \) defined in (5.3.40). All 2-combinations with conjugation pair \((c, *)\) with repetition of the set \( Z^{*^*} \triangleq \{Z, Z^*\} = \{(z_1, z_2), (z_3, z_1), (z_1, z_3), (z_2, z_1), (z_1, z_2), (z_2, z_3), (z_3, z_2), (z_1, z_3), (z_2, z_3), (z_3, z_1)\}\) are given by the set of 2-multisets \( M_{u,u}^{c,2}(Z) = \{(z_1, z_2), (z_1, z_3), (z_2, z_1), (z_1, z_2), (z_2, z_3), (z_3, z_1)\} \) (5.3.50) as \((3^2) = 9\) (we will derive this soon). Since order is irrelevant in multisets, this set is the same as the set \( \{(z_1)^2, (z_1), (z_3)^2, (z_1), (z_1), (z_2)^2, (z_2), (z_1)^2, (z_2), (z_1), (z_3)^2, (z_3), (z_2), (z_1), (z_3)\} \), for example. The product terms associated with the elements of \( M_{u,u}^{c,2}(Z) \) are \( z_1(z_2)^2, z_1(z_3)^2, z_2(z_1)^2, z_2(z_3)^2, z_3(z_1)^2, z_3(z_2)^2 \) and \( z_3(z_3)^2 \). Note that all different elements of \( M_{u,u}^{c,2}(Z) \) are unique.

Let \( M_{u,D}^{c,2}(Z) \) be the set containing all 2-multisets of \( Z^{*^*} \) containing \( 2 - n_{c_1c_2} \) elements from \( Z \) and \( n_{c_1c_2} \) elements from \( Z^* \), i.e. it is the set of all 2-combinations with conjugation pair \((c_1, c_2)\) with repetition of the set \( Z^{*^*} \triangleq \{Z, Z^*\} \), where \( Z = \{z_1, \ldots, z_D\} \) contains \( D = |Z| \) independent complex variables; see Definition 5.3.2. An unambiguous representation \( M_{u,D}^{c,2}(Z) \) of \( M_{u,u}^{c,2}(Z) \) that contains the different 2-multisets of \( M_{u,D}^{c,2}(Z) \) exactly once can be defined for example by the set containing exactly one element from each multiset-equivalence class, which is represented by a 2-tuple. For the example above this results in the following representation for \( M_{u,D}^{c,2}(Z) \): \( M_{u,D}^{c,2}(Z) = \{(z_1(z_2)^2, (z_1(z_3)^2), (z_1, z_2)^2, (z_1, z_3)^2), (z_2(z_1)^2), (z_2, (z_3)^2), (z_2, z_1)^2, (z_3, z_1)^2), (z_3, z_2)^2, (z_1, z_3)^2)\}. The unique product terms associated with the elements of \( M_{u,D}^{c,2}(Z) \) are \( z_1(z_2)^2, z_1(z_3)^2, z_2(z_1)^2, z_2(z_3)^2, z_3(z_1)^2, z_3(z_2)^2 \) and \( z_3(z_3)^2 \). Clearly, there is a one-to-one correspondence between \( M_{u,D}^{c,2}(Z) \) and the uniquified version \( z_{u,D}^{c,2} \) of \( z_3^* \) given in (5.3.40). This also holds for the general situation, i.e.:

There is a one-to-one correspondence between the set \( M_{u,D}^{c,2}(Z) \) containing all unique 2-multisets of \( M_{u,D}^{c,2}(Z) \) exactly once and the vector \( z_{u,D}^{c,2} \) of unique products.

In general, with Definition 5.3.2 in place we can formulate the problem of constructing and counting all unique terms of \( z_{D}^{c,2} \) for an arbitrary conjugation pair \((c_1, c_2)\) as that of constructing and counting the set \( M_{u,D}^{c,2}(Z) \) containing all unique 2-combinations with conjugation pair \((c_1, c_2)\) with repetition of the set \( Z^{*^*} \triangleq \{Z, Z^*\} \), where the set \( Z = \{z_1, \ldots, z_D\} \) contains \( D \) independent complex variables, \( 2 - n_{c_1c_2} \) elements have to be chosen from \( Z \), and \( n_{c_1c_2} \) elements have to be chosen from \( Z^* \).

We will now examine this problem in such a way that the results can be easily generalized to the most general scenario with arbitrary conjugation tuple later on; see Chapter 6. Consider again the set \( Z \triangleq \{z_1, \ldots, z_D\} \) containing \( D \triangleq |Z| \) complex variables, its ‘conjugate set’ \( Z^* \triangleq \{z_1^*, \ldots, z_D^*\} \), and the compound set \( Z^{*^*} \triangleq \{z_1, \ldots, z_D, z_1^*, \ldots, z_D^*\} \). As we have explained above, our task is to construct and count the number of all unique 2-multisets of \( Z^{*^*} \) containing \( 2 - n_{c_1c_2} \) elements from \( Z \) and \( n_{c_1c_2} \) elements from \( Z^* \).

To start with, consider a specific 2-multiset containing \( m_1 \) times element \( z_1 \), and so on, till \( m_D \) times element \( z_D \), \( m_1^* \) times element \( z_1^* \), and so on, till \( m_D^* \) times element \( z_D^* \), i.e. the multiplicities of the \( i \)-th element \( z_i \) of \( Z \) and the \( i \)-th element \( z_i^* \) of \( Z^* \) are denoted by \( m_i \) and \( m_i^* \) respectively. Since each multiplet contains \( 2 - n_{c_1c_2} \) elements from \( Z \), it follows that \( m_1 + \cdots + m_D = 2 - n_{c_1c_2} \) with \( m_i \in \{0, 2 - n_{c_1c_2}\} \) for all \( 1 \leq i \leq D \). Likewise, since each multiplet contains \( n_{c_1c_2} \) elements from \( Z^* \), it follows that \( m_1^* + \cdots + m_D^* = n_{c_1c_2} \) with \( m_i^* \in \{0, n_{c_1c_2}\} \) for all \( 1 \leq i \leq D \). Note that the sum of all multiplicities equals \( (m_1 + \cdots + m_D) + (m_1^* + \cdots + m_D^*) = 2 \). The 2-multiset can be represented uniquely by
the following set:
\[
\{ \{ z_1, \ldots, z_1 \}, \ldots, \{ z_D, \ldots, z_D \} \}, \{ \{ z_1^*, \ldots, z_1^* \}, \ldots, \{ z_D^*, \ldots, z_D^* \} \}.
\]

(2\(n_{c_1 c_2}\) elements from \(Z\))

\(n_{c_1 c_2}\) elements from \(Z^*\)

Our problem can be decomposed into two independent problems each of which is similar to the one discussed in the previous section for the situation without conjugation(s). In one of the problems all possible \((2 - n_{c_1 c_2})\)-combinations with repetition of \(Z = \{ z_1, \ldots, z_D \}\) have to be constructed and counted, whereas in the other the same has to be done for all possible \(n_{c_1 c_2}\)-combinations with repetition of \(Z^* = \{ z_1^*, \ldots, (z_D^*) \}\). Hence, constructing and counting all unique elements of the form (5.3.46) amounts to doing the same for each of the two sets:
\[
\{ \{ z_1, \ldots, z_1 \}, \ldots, \{ z_D, \ldots, z_D \} \}, \{ \{ z_1^*, \ldots, z_1^* \}, \ldots, \{ z_D^*, \ldots, z_D^* \} \}.
\]

(2\(n_{c_1 c_2}\) elements from \(Z\))

\(n_{c_1 c_2}\) elements from \(Z^*\)

separately, and then combining the results using the Cartesian product rule. Following the same reasoning as the one below (5.3.36) leading to result (5.3.38), these two sets are represented as:

\[
\begin{array}{c}
\text{\(D - 1\) bars} \\
\begin{array}{c}
\{ \bullet \ldots \bullet \bullet \ldots \bullet \} \\
(\binom{m_1 + \cdots + m_D}{D - n_{c_1 c_2} + 1}) \text{ symbols in total}
\end{array}
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\text{\(D - 1\) bars} \\
\begin{array}{c}
\{ \bullet \ldots \bullet \bullet \ldots \bullet \} \\
(\binom{m_1 + \cdots + m_D}{D + n_{c_1 c_2} - 1}) \text{ symbols in total}
\end{array}
\end{array}
\]

respectively; see also (5.3.37). Since there are \(D\) different elements in both \(Z\) and \(Z^*\), the number of separating bars equals \(D - 1\) for each set. Hence, the total number of symbols including bullets and bars equals \((m_1 + \cdots + m_D) + (D - 1) = (2 - n_{c_1 c_2}) + (D - 1) = D - n_{c_1 c_2} + 1\) for the first set, and \((m_1^* + \cdots + m_D^*) + (D - 1) = n_{c_1 c_2} + (D - 1) = D + n_{c_1 c_2} - 1\) for the second. Thus, the number of \((2 - n_{c_1 c_2})\)-multisets of \(Z\) equals the number of ways to arrange \(D - 1\) bars among \(D - n_{c_1 c_2} + 1\) symbols, which equals the number of subsets of size \(D - 1\) or \(2 - n_{c_1 c_2}\) in a set of size \(D\) and is given by the binomial coefficient as follows (see also (5.3.38) and (A.3.5)):
\[
M_{n_{c_1 c_2}}^{2 - n_{c_1 c_2}} \triangleq \binom{D}{2 - n_{c_1 c_2}} = \binom{D - n_{c_1 c_2} + 1}{D - 1}.
\]

Likewise, the number of \(n_{c_1 c_2}\)-multisets of \(Z^*\) equals the number of ways to arrange \(D - 1\) bars among \(D + n_{c_1 c_2} - 1\) symbols, which equals the number of subsets of size \(D - 1\) or \(n_{c_1 c_2}\) in a set of size \(D + n_{c_1 c_2} - 1\) and is also given by the binomial coefficient as follows:
\[
M_{n_{c_1 c_2}}^{n_{c_1 c_2}} \triangleq \binom{D}{n_{c_1 c_2}} = \binom{D + n_{c_1 c_2} - 1}{D - 1}.
\]

Combining (5.3.48) and (5.3.49) using the standard product rule from combinatorics gives the number of 2-multisets of a set \(Z^{2*} = \{ Z, Z^* \}\) containing \(2 - n_{c_1 c_2}\) elements from \(Z\)
5.3 Formulating MIBI as system of homogeneous polyconjugal equations (having cardinality \(D\)) and \(n_{c_1c_2}\) from \(Z^*\) (also having cardinality \(D\)) as the product of
the number of \((2 - n_{c_1c_2})\)-subsets of a set of size \(D - n_{c_1c_2} + 1\) on the one hand, and the number of
\(n_{c_1c_2}\)-subsets of a set of size \(D + n_{c_1c_2} - 1\) on the other hand:

\[
M_{u,D}^{c_1c_2} = \begin{pmatrix} D \\ 2 - n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D \\ n_{c_1c_2} \end{pmatrix} = \begin{pmatrix} D - n_{c_1c_2} + 1 \\ 2 - n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D + n_{c_1c_2} - 1 \\ n_{c_1c_2} \end{pmatrix}. \tag{5.3.50}
\]

Hence, the number of unique elements in the vector \(\mathbf{z}_{D}^{c_1c_2} = \mathbf{w}_{D}^{c_1c_2}(\mathbf{z})\) and/or set \(\{\mathbf{z}_{D}^{c_1c_2}\}_{(i_1,i_2)\in\mathcal{I}_{u,D}}^x\), and thus the number of unique sensor correlation functions, can be expressed as follows in various ways:

\[
M_{u,D}^{x,c_1c_2} = M_{u,D}^{2-n_{c_1c_2}} \cdot M_{u,D}^{n_{c_1c_2}} = \begin{pmatrix} D \\ 2 - n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D \\ n_{c_1c_2} \end{pmatrix} = \begin{pmatrix} D - n_{c_1c_2} + 1 \\ 2 - n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D + n_{c_1c_2} - 1 \\ D - 1 \end{pmatrix} = \frac{1}{(D - 1)!} \frac{1}{(2 - n_{c_1c_2})!(D - 1)!(n_{c_1c_2})!} \tag{5.3.51}
\]

or compactly:

\[
M_{u,D}^{x,c_1c_2} = \begin{pmatrix} D \\ 2 - n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D \\ n_{c_1c_2} \end{pmatrix} = \begin{pmatrix} D - n_{c_2} + 1 \\ 2 - n_{c_2} \end{pmatrix} \begin{pmatrix} D + n_{c_2} - 1 \\ n_{c_2} \end{pmatrix}. \tag{5.3.52}
\]

Summarizing the results of this section, using the procedure for constructing \(M_{u,D}^{x,c_1c_2}(\mathbf{Z})\) explained above and the various one-to-one correspondences, for the scenario with a general conjugation pair \((c_1, c_2)\) we can construct the vector \(\mathbf{z}_{u,D}^{c_1c_2}\) of unique products and the set \(\mathcal{K}_{u,D}^{x,c_1c_2}\) of unique sensor correlation functions defined in (5.3.21):

\[
\mathcal{K}_{u,D}^{x,c_1c_2} = \{x_{r_{i_1,i_2}}[n_1,n_2]\}_{(i_1,i_2)\in\mathcal{I}_{u,D}}^x \triangleq \{r_{x_{i_1,i_2}}[n_1,n_2]\}_{(i_1,i_2)\in\mathcal{I}_{x,D}^{c_1,c_2}}, \tag{5.3.53}
\]

both with associated set \(\mathcal{I}_{x,D}^{c_1,c_2}\) of index pairs. The cardinality \(M_{u,D}^{x,c_1c_2} = M_{u,D}^{x,c_1c_2} \triangleq |\mathcal{K}_{u,D}^{x,c_1c_2}|\) of these sets is given by (5.3.50), (5.3.51) and/or (5.3.52), and its values are listed in the following table for \(1 \leq D \leq 5\).

<table>
<thead>
<tr>
<th>Conjugation pair parameters</th>
<th>(M_{u,D}^{x,c_1c_2} = M_{u,D}^{c_1c_2})</th>
<th>Number of sensors (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((c_1, c_2))</td>
<td>(n_{c_1c_2})</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>((c_1, c_2))</td>
<td>(\begin{pmatrix} D \ n_{c_1c_2} \end{pmatrix} \begin{pmatrix} D \ 2 - n_{c_1c_2} \end{pmatrix} )</td>
<td>1 3 6 10 15</td>
</tr>
<tr>
<td>((c_1, c_2))</td>
<td>(\begin{pmatrix} D \ 0 \end{pmatrix} \begin{pmatrix} D \ 2 \end{pmatrix} )</td>
<td>1 4 9 16 25</td>
</tr>
</tbody>
</table>

\(\mathbf{z}_{D}^{c_1c_2} = \mathbf{w}_{D}^{c_1c_2}(\mathbf{z})\) and/or set \(\{\mathbf{z}_{D}^{c_1c_2}\}_{(i_1,i_2)\in\mathcal{I}_{u,D}}^x\), and thus the number of unique sensor correlation functions, can be expressed as follows in various ways:
Examples and properties

We will now provide some examples illustrating the use and correctness of (5.3.50), (5.3.51) and/or (5.3.52). As a first example, consider vectors containing products without conjugations as considered in the previous section, i.e. with $c_2 = (\circ, \circ)$. Substituting $n_{oo} = 0$ into one of the equations above yields:

$$M_{u,D}^{oo} = M_{u,D}^2 = M_{u,D}^{2-0} \cdot M_{u,D}^0 = \begin{pmatrix} D - 0 + 1 & 0 \\ 2 - 0 & 0 \end{pmatrix} = \begin{pmatrix} D + 1 \\ 2 \end{pmatrix},$$

which equals (5.3.32) and (5.3.38), as expected. For example, the length of $z_{u,D}^{oo}$ (5.3.33) with $D = 2$ equals 3, and the length of $z_{u,D}^{oo}$ (5.3.34) with $D = 3$ equals 6.

Now, consider vectors containing products with conjugation pair $c_2 = (\circ, \circ)$. Substituting $n_{oo} = 1$ into one of the equations above gives:

$$M_{u,D}^{oo} = M_{u,D}^{2-1} \cdot M_{u,D}^{1} = \begin{pmatrix} D - 1 + 1 \\ 2 - 1 \end{pmatrix} \begin{pmatrix} D + 1 - 1 \\ 1 \end{pmatrix} = \begin{pmatrix} D \\ 1 \end{pmatrix} = (D)^2.$$

Hence, as we have determined earlier all $(D)^2$ product terms of $z_{u,D}^{oo}$ are unique due to (5.3.41) and thus $z_{u,D}^{oo} = z_{u,D}^{oo}$. Using (5.3.40), this result can easily be verified for $z_{u,D}^{oo}$ with $D = 2$ and $D = 3$ respectively. In conclusion, as we have seen already essentially there are only two different possibilities, viz. $z_{u,D}^{oo} \equiv w_{u,D}^{oo}(z) = z \otimes z$ and its conjugate $\bar{z}_{u,D}^{oo} \equiv w_{u,D}^{oo}(\bar{z}) = (z)^\ast \otimes (z)^\ast$ both contain $M_{u,D}^{oo} = M_{u,D}^{oo} = \begin{pmatrix} \frac{1}{2}D(D+1) \end{pmatrix}$ unique product terms, whereas all product terms of $z_{u,D}^{oo} \equiv w_{u,D}^{oo}(z) = z \ominus (z)^\ast$ and its conjugate $\bar{z}_{u,D}^{oo} \equiv w_{u,D}^{oo}(\bar{z}) = (z)^\ast \ominus z$ are unique, i.e. they both contain $M_{u,D}^{oo} = M_{u,D}^{oo} = (D)^2$ terms.

5.3.33 Other symmetries

In this section, we briefly note some symmetries that are not relevant for determining the number of unique sensor correlation functions, but nevertheless are useful on other occasions. The first one we have encountered earlier and means that a vector and its conjugate have the same number of unique elements. This can be formulated in a general manner as follows. Denoting the complement of a conjugation pair $c_2 = (c_1, c_2)$ by $c_2 = (c_1, c_2)$, which means replacing conjugations by ‘no conjugations’ and vice versa (see Section A.5 and Eq. A.5.3), we can say that the vector $z_{u,D}^{c_2} = z_{u,D}^{c_2}$ has the same number of unique product terms as $z_{u,D}^{c_2} = z_{u,D}^{c_2}$, i.e. $M_{u,D}^{c_2} = M_{u,D}^{c_2}$, and that the terms of $z_{u,D}^{c_2} = z_{u,D}^{c_2}$ are the conjugates of the corresponding ones in $z_{u,D}^{c_2} = z_{u,D}^{c_2}$, i.e. $z_{u,D}^{c_2} = (z_{u,D}^{c_2})^\ast$. In general, product terms satisfy the following symmetry:

$$((z_1)^{(c_1)}(z_2)^{(c_2)})^\ast = (z_1)^{(c_1)}(z_2)^{(c_2)} \quad \approx \quad (z_1)^{(c_2)}(z_2)^{(c_1)}^\ast \quad \forall (i_1, i_2) \in I_i^{c_2}.$$

which is a generalization of (5.3.35). Note that the cross-products under consideration only commute if $c_1 = c_2$, see (5.3.31) for an example.

The next trivial symmetry property pertains to the source auto-correlation functions:

$$\tau_{j}^{s,c_2}[n_1, n_1] = E\{s_j[n_1]^c (s_j[n_1])^c\} = E\{(s_j[n_2])^c (s_j[n_1])^c\}$$

Finally, another symmetry property of the source auto-correlation functions is:

$$(\tau_{j}^{s,c_2}[n_1, n_2])^\ast = E\{s_j[n_2]^c (s_j[n_1])^c\} = E\{(s_j[n_2])^c (s_j[n_2])^c\}$$

where $\tau_{j}^{s,c_2}[n_1, n_2] \quad \forall (n_1, n_2) \in \Omega_{n_1 n_2}^{s,c_2}, \quad \forall 1 \leq j \leq S$.  

$$\tau_{j}^{s,c_2}[n_1, n_2] \quad \forall (n_1, n_2) \in \Omega_{n_1 n_2}^{s,c_2}, \quad \forall 1 \leq j \leq S.$$
5.3.3.4 Maximum rank of second order Khatri-Rao product with conjugation pair

As has become clear in the previous chapters, the (maximum) rank of the involved Khatri-Rao product of the mixing matrix \( A \) is of paramount importance for determining the number of linearly independent equations in the system of homogeneous polyconjugate equations, and thus also for determining the maximum number \( S_{\text{max}, D}^{c_1, c_2} \) of columns and/or sources that can be identified. For example, see Equations (4.3.89) and (4.3.92), and Section 6.6. As we will see in the sequel of this chapter, this also holds for the current scenario. Therefore, we examine this rank here. The second order Khatri-Rao product \( A_{D, \phi}^{c_1, c_2} = A_{D, \phi}^{c_1, c_2} A \) with conjugation tuple \( c_2 = (c_1, c_2) \) is defined as the matrix formed by stacking the column vectors \( \hat{a}_{D, c_1 c_2}^{1}, \ldots, \hat{a}_{D, c_1 c_2}^{n} \) defined in (5.3.29) alongside each other as follows (see also Section A.9, in particular Eq. (A.9.4)):

\[
A_{D, \phi}^{c_1, c_2} \triangleq \begin{pmatrix} A \end{pmatrix}^{c_1} \circledast \begin{pmatrix} A \end{pmatrix}^{c_2} = \left[ (a_1^{c_1} \otimes (a_1^{c_2}) \cdots (a_S^{c_1} \otimes (a_S^{c_2})) \right], \tag{5.3.54}
\]

which can be written in expanded form as follows:

\[
A_{D, \phi}^{c_1, c_2} = \begin{bmatrix}
\hat{a}_{11}^{c_1 c_2} & \hat{a}_{12}^{c_1 c_2} & \cdots & \hat{a}_{1D}^{c_1 c_2} \\
\hat{a}_{21}^{c_1 c_2} & \hat{a}_{22}^{c_1 c_2} & \cdots & \hat{a}_{2D}^{c_1 c_2} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{a}_{n1}^{c_1 c_2} & \hat{a}_{n2}^{c_1 c_2} & \cdots & \hat{a}_{nD}^{c_1 c_2}
\end{bmatrix} = \begin{bmatrix}
(a_1^{c_1})^{c_1} (a_1^{c_2})^{c_2} & \cdots & (a_S^{c_1})^{c_1} (a_S^{c_2})^{c_2} \\
\vdots & \ddots & \vdots \\
(a_1^{c_1})^{c_1} (a_1^{c_2})^{c_2} & \cdots & (a_S^{c_1})^{c_1} (a_S^{c_2})^{c_2}
\end{bmatrix}. \tag{5.3.55}
\]

From linear algebra [115, 150] it is well known that the rank of a matrix is smaller than or equal to both the number of rows and the number of columns. Hence, \( \text{rank}(A_{D, \phi}^{c_1, c_2}) \) must be smaller than or equal to the number of columns \( S \) and the number of linearly independent rows of \( A_{D, \phi}^{c_1, c_2} \). In general, if a matrix is ‘sufficiently random’ (e.g. when it is generated at random) it attains its maximum possible rank as limited by its dimensions. From the derivations in Section 5.3.3.2 it follows that the maximum possible rank of \( A_{D, \phi}^{c_1, c_2} \) as imposed by its row dimension equals \( M_{u_1, D}^{c_1, c_2} \) defined in (5.3.50)-(5.3.52). Thus, we have:

\[
\text{rank}(A_{D, \phi}^{c_1, c_2}) \leq \min \left( M_{u_1, D}^{c_1, c_2}, S \right) = \min \left( \left( \frac{D - n_{c_1 c_2} + 1}{2 - n_{c_1 c_2}} \right) \left( \frac{D + n_{c_1 c_2} - 1}{n_{c_1 c_2}} \right), S \right). \tag{5.3.56}
\]

As we have seen in the previous chapter and will see again in this chapter, in order to be able to identify the columns of \( A \) the number of linearly independent rows of the Khatri-Rao product of \( A \) has to be larger than the number of sources. Therefore, we assume that \( M_{u_1, D}^{c_1, c_2} > S \). Hence, for fixed \( D \) the maximum possible rank of (a matrix with the same structure as) \( A_{D, \phi}^{c_1, c_2} \) equals the maximum row rank of \( A_{D, \phi}^{c_1, c_2} \), i.e.:

\[
\max \left( \text{rank}_{\text{row}}(A_{D, \phi}^{c_1, c_2}) \right) = M_{u_1, D}^{c_1, c_2} = \left( \frac{D - n_{c_1 c_2} + 1}{2 - n_{c_1 c_2}} \right) \left( \frac{D + n_{c_1 c_2} - 1}{n_{c_1 c_2}} \right). \tag{5.3.57}
\]

In general, if the matrix \( A \) is ‘sufficiently random’ then the second order Khatri-Rao product \( A_{D, \phi}^{c_1, c_2} \) achieves its maximum possible rank \( M_{u_1, D}^{c_1, c_2} \). See Table 5.2 on page 241 for the maximum achievable row rank of \( A_{D, \phi}^{c_1, c_2} \) for several combinations of \( D \) and \((c_1, c_2)\).
5.3.4 Derivation of system of $D$-variate homogeneous polyconjugal equations of degree two; functional notation

Now we are in a position to derive a system of $D$-variate homogeneous equations of degree two satisfied by the columns $a_1^x, \ldots, a^S$ of the mixing matrix $\mathbf{A} \in \mathbb{C}_D^S$ along the same lines as in Sections 4.3.4, 4.3.5 and 4.3.6 of Chapter 4. We will see that in case the conjugation pair contains a conjugation the equations are not polynomial anymore but become what we call ‘polyconjugal’. In this section, similarly to Section 4.3.4 we first develop the theory in functional notation, i.e. in terms of functions.

5.3.4.1 Dimensions of signal and source subspaces

Again, we start our derivation by considering the dimension $d_{D}^{s,c_1,c_2}$ of the linear space spanned by the sensor correlation functions:

$$d_{D}^{s,c_1,c_2} \triangleq \dim \left( \mathcal{L}\left( K_{s,c_1,c_2}^{x}\right) \right) = \dim \left( \mathcal{L}\left( \{ r_{i_1i_2}^{x,c_1,c_2}[n_2] \}_{i_1, i_2} \right) \right)$$

$$\equiv \dim \left( \mathcal{L}\left( K_{u,D}^{s,c_1,c_2} \right) \right) = \dim \left( \mathcal{L}\left( \{ r_{i_1i_2}^{x,c_1,c_2}[n_2] \}_{i_1, i_2} \right) \right), \quad (5.3.58)$$

which can be written compactly as:

$$d_{D}^{s,c_1,c_2} \triangleq \dim \left( \mathcal{L}\left( K_{u,D}^{s,c_1,c_2} \right) \right) = \dim \left( \mathcal{L}\left( \{ r_{i_2}^{x,c_2}[n_2] \}_{i_2} \right) \right) \quad (5.3.59)$$

As in Chapter 4, in analogy with subspace method jargon the linear space $\mathcal{L}(K_{u,D}^{s,c_1,c_2})$ is called signal subspace; see also Chapter 3. We also refer to this subspace as sensor subspace. Let $d_{S}^{s,c_1,c_2}$ denote the dimension of the linear space spanned by the source auto-correlation functions:

$$d_{S}^{s,c_1,c_2} \triangleq \dim \left( \mathcal{L}\left( K_{s,c_1,c_2}^{x} \right) \right) = \dim \left( \mathcal{L}\left( \{ r_{j}^{s,c_1,c_2}[n_2] \}_{1 \leq j \leq S} \right) \right), \quad (5.3.60)$$

which can be written compactly as:

$$d_{S}^{s,c_1,c_2} \triangleq \dim \left( \mathcal{L}\left( K_{s,c_1,c_2}^{x} \right) \right) = \dim \left( \mathcal{L}\left( \{ r_{j}^{x,c_2}[n_2] \}_{1 \leq j \leq S} \right) \right) \quad (5.3.61)$$

We will refer to the linear space $\mathcal{L}(K_{s,c_1,c_2}^{x})$ spanned by the source auto-correlation functions as source subspace. From AS2 on page 222, i.e. from the fact that the source auto-correlation functions are linearly independent, it follows directly that the dimension of the source subspace equals:

$$d_{S}^{s,c_1,c_2} \triangleq \dim \left( \mathcal{L}\left( K_{s,c_1,c_2}^{x} \right) \right) = S. \quad (5.3.62)$$

Equation (5.3.4) states that each sensor correlation function $r_{i_1i_2}^{x,c_1,c_2}[n_1, n_2]$ is a linear combination of the $S$ source auto-correlation functions $r_{1,c_1,c_2}^{s}[n_1, n_2], \ldots, r_{S,c_1,c_2}^{s}[n_1, n_2]$ with coefficients $(a_{i_1}^{1})^{c_1} (a_{i_2}^{1})^{c_2}, \ldots, (a_{i_1}^{S})^{c_1} (a_{i_2}^{S})^{c_2}$ respectively. Hence, using linear algebra [115, 150] the following ‘dimensional relation’ between $d_{D}^{x,c_1,c_2}$ and $d_{S}^{s,c_1,c_2}$ can be deduced:

$$d_{D}^{x,c_1,c_2} = \dim \left( \mathcal{L}\left( K_{u,D}^{s,c_1,c_2} \right) \right) \leq \dim \left( \mathcal{L}\left( K_{s,c_1,c_2}^{x} \right) \right) = d_{S}^{s,c_1,c_2} = S. \quad (5.3.63)$$

This is a logical and intuitive consequence of the fact that all sensor correlation functions are linear combinations of the same $S$ source auto-correlation functions. In principle, depending on the values of the mixing matrix elements, $d_{D}^{x,c_1,c_2}$ can be smaller than $d_{S}^{s,c_1,c_2}$. However, in general $d_{D}^{x,c_1,c_2}$ will be equal to $d_{S}^{s,c_1,c_2}$ for a randomly generated mixing matrix $\mathbf{A}$. In the sequel, we will show in more detail how $d_{D}^{x,c_1,c_2}$ depends on $\mathbf{A}$ and $d_{S}^{s,c_1,c_2}$.
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

5.3.4.2 Linear dependence of sensor correlation functions

Now we will present an essential part of our derivation that is based on a trivial linear algebra result, viz. that in an arbitrary linear vector space of a certain dimension \( d \) any set containing more than \( d \) vectors is linearly dependent. From this property and (5.3.63) it follows that:

\[
\dim \left( \mathcal{L}(K_{u,D}^{x,c_{1}c_{2}}) \right) \leq \min \left( \left| K_{u,D}^{x,c_{1}c_{2}} \right|, S \right) = \min \left( M_{u,D}^{x,c_{1}c_{2}}, S \right).
\]

As we will see in Section 5.3.6, this inequality also follows from (5.3.56) because \( \dim \left( \mathcal{L}(K_{u,D}^{x,c_{1}c_{2}}) \right) \) is smaller than or equal to \( \text{rank}(A_{D,o}^{c_{1}c_{2}}) \). Furthermore, if the number \( M_{u,D}^{x,c_{1}c_{2}} = \left| K_{u,D}^{x,c_{1}c_{2}} \right| \) of unique sensor correlation functions given by (5.3.50)-(5.3.52) is larger than the dimension \( d_{D}^{x,c_{1}c_{2}} \) of the signal subspace spanned by the functions in \( K_{u,D}^{x,c_{1}c_{2}} \), i.e. if:

\[
\left| K_{u,D}^{x,c_{1}c_{2}} \right| > \dim \left( \mathcal{L}(K_{u,D}^{x,c_{1}c_{2}}) \right) \quad \text{or} \quad M_{u,D}^{x,c_{1}c_{2}} > d_{D}^{x,c_{1}c_{2}},
\]

then the sensor correlation functions in \( K_{u,D}^{x,c_{1}c_{2}} \) are linearly dependent. The condition in (5.3.64) can be fulfilled by choosing the right number \( D \) of sensors in relation to the number \( S \) of sources, where in general ‘right’ depends on the employed order of the statistics, which equals two in this case, and on the chosen conjugation pattern.

Equivalently to (4.3.22), if the sensor correlation functions in \( K_{u,D}^{x,c_{1}c_{2}} \) are linearly dependent, i.e. if (5.3.64) is satisfied, then by the definition of linear dependence there exist non-zero and non-unique sets of coefficients \( \{ \varphi_{i}^{1_{1}1_{2}} \}_{(1_{1},1_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}}, \ldots, \{ \varphi_{Q_{D,S}^{c_{1}c_{2}}}^{1_{1}1_{2}} \}_{(1_{1},1_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}} \), indexed by an arbitrarily integer-valued index \( q \), such that:

\[
\sum_{(1_{1},1_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}} \varphi_{q}^{1_{1}1_{2}} \varphi_{i}^{1_{1}1_{2}} [n_{1}, n_{2}] = 0 \quad \forall \ (n_{1}, n_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}, \quad \forall \ q \in Q_{D,S}^{c_{1}c_{2}},
\]

where similarly to (4.2.3) the set \( Q_{D,S}^{c_{1}c_{2}} \) is defined as follows:

\[
Q_{D,S}^{c_{1}c_{2}} \triangleq \{ 1, \ldots, Q_{D,S}^{c_{1}c_{2}} \}
\]

with \( Q_{D,S}^{c_{1}c_{2}} \triangleq |Q_{D,S}^{c_{1}c_{2}}| \) the maximum number of linearly independent equations. This number equals the dimension of the orthogonal complement of the signal subspace:

\[
Q_{D,S}^{c_{1}c_{2}} = \dim \left( \mathcal{L}(K_{u,D}^{x,c_{1}c_{2}})^{\perp} \right) = \left| K_{u,D}^{x,c_{1}c_{2}} \right| - \dim \left( \mathcal{L}(K_{u,D}^{x,c_{1}c_{2}}) \right) = M_{u,D}^{x,c_{1}c_{2}} - d_{D}^{x,c_{1}c_{2}}.
\]

Hence, \( Q_{D,S}^{c_{1}c_{2}} \) equals the difference between the left and right hand sides of each of the equations in (5.3.64). Note the similarity to (4.3.24), (4.3.54), and (4.3.92). In Section 5.3.8 we will show that a valid set of coefficients of the equations in (5.3.65) can be deduced from the Singular Value Decomposition (SVD) of a function-valued vector associated with the set \( K_{u,D}^{x,c_{1}c_{2}} \), or equivalently from the SVD of a properly defined subspace matrix \( C_{u,D}^{c_{1}c_{2}} \). Thus, we can consider the coefficients of the equations as (approximately) known quantities. Similarly to (4.3.26), the set containing the different sets of coefficients \( \{ \varphi_{q}^{1_{1}1_{2}} \}_{(1_{1},1_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}} \) for each value of \( q \in Q_{D,S}^{c_{1}c_{2}} \) is denoted by \( \Phi_{D,S}^{c_{1}c_{2}} \), i.e.:

\[
\Phi_{D,S}^{c_{1}c_{2}} \triangleq \left\{ \varphi_{q}^{1_{1}1_{2}} \right\}_{(1_{1},1_{2}) \in \Omega_{x,D}^{x,c_{1}c_{2}}} \quad q \in Q_{D,S}^{c_{1}c_{2}}.
\]
Note that all linear combinations of the sets in \( \Phi_{D,S}^{c_1,c_2} \) also satisfy (5.3.65). As in Section 4.3.4.2, it should be noted again that completely similar and equivalent equations and results are obtained if we replace \( K_{x,c_1,c_2}^{D,S} \) by \( K_{x,c_1,c_2}^{D,S} \) in the discussion above. Since it is trivial to work out this case along the lines of the remarks made at the end of Section 4.3.4.2, we will not discuss this approach here.

### 5.3.4.3 Deriving the system of equations by exploiting linear independence of source auto-correlation functions

The next main stage of our derivation amounts to combining (5.3.4) and (5.3.65), and exploiting assumption AS2 on page 222 once again; this directly leads us to the desired system of equations. Firstly, (5.3.65) is expressed in the source auto-correlation functions by substituting (5.3.4):

\[
\sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s c_1 c_2} [n_1,n_2] = \sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s c_1 c_2} \left( \sum_{j=1}^{S} (a_{j}^{c_1})^2 r_j^{s c_1 c_2} [n_1,n_2] \right)
\]

\[
= \sum_{j=1}^{S} \left( \sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s q} (a_{j}^{c_1})^2 (a_{j}^{c_2})^2 \right) r_j^{s c_1 c_2} [n_1,n_2] = 0 [n_1,n_2]
\]

\quad \forall (n_1,n_2) \in \Omega_{n_1 n_2}^{c_1 c_2}, \quad \forall q \in Q_{D,S}^{c_1 c_2},

(5.3.69)

Now the essence of assumption AS2, viz. the linear independence of the source auto-correlation functions, comes into play. Applying AS2 to the middle line in (5.3.69) by identifying:

\[
\xi_{q}^{c_1 c_2} = \sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s q} (a_{j}^{c_1})^2 (a_{j}^{c_2})^2 \quad \forall q \in Q_{D,S}^{c_1 c_2}, \quad \forall 1 \leq j \leq S ,
\]

the following system of equations is obtained:

\[
\sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s q} (a_{j}^{c_1})^2 (a_{j}^{c_2})^2 = 0 \quad \forall q \in Q_{D,S}^{c_1 c_2}, \quad \forall 1 \leq j \leq S .
\]

(5.3.70)

This system describes the relation between the unknown coefficients of the mixing matrix \( A \) and the known set of coefficient sets \( \Phi_{D,S}^{c_1,c_2} \) (5.3.68). Let \( z \in C_{D} \) be a vector of variables having the same size as a column of \( A \), and define the functions \( f_{D,q}^{c_1 c_2}(z) \) by:

\[
f_{D,q}^{c_1 c_2}(z) \triangleq \sum_{(i_1,i_2) \in T_{x,c_1,c_2}^{D,S}} \varphi_{i_1 i_2}^{s q}(z_{i_1})^{c_1}(z_{i_2})^{c_2} \quad \forall z \in C_{D}, \quad \forall q \in Q_{D,S}^{c_1 c_2}.
\]

(5.3.71)

Then, (5.3.70) states that all columns \( a^1, \ldots, a^S \) of \( A \) satisfy the system of equations \( \{ f_{D,q}^{c_1 c_2}(z) = 0 \}_{q \in Q_{D,S}^{c_1 c_2}} \), i.e.:

\[
f_{D,q}^{c_1 c_2}(a^j) = 0 \quad \forall q \in Q_{D,S}^{c_1 c_2}, \quad 1 \leq j \leq S .
\]

(5.3.72)

Hence, at this point the MIBI problem has been 'projected onto' the problem of solving the following system of equations for the columns of the mixing matrix \( A \):

\[
\{ f_{D,q}^{c_1 c_2}(z) = 0 \}_{q \in Q_{D,S}^{c_1 c_2}}.
\]

(5.3.73)

As in the previous chapter, by 'projected’ we mean that the system of equations follows from our MIBI problem definition and formulation, but not necessarily vice versa.
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

5.3.4.4 Properties and structure of functions and system

All functions in system (5.3.73) have the same specific form. Firstly, from the definition in (5.3.71) it is clear that each function \( f_{D,q}^{c_1,c_2}(z) = f_{D,q}^{c_1,c_2}(z_1, \ldots, z_D) \) is a \( D \)-variate ‘polynomial-like’ function containing product terms of degree two. Strictly speaking, \( f_{D,q}^{c_1,c_2}(z) \) is only a polynomial in \( z_1, \ldots, z_D \) (of degree two and in \( D \) variables) if \( (c_1, c_2) = (0, 0) \) because for \( (c_1, c_2) \in \{(0, *), (*, 0), (*, *)\} \) the product terms (also) contain conjugates of the variables, albeit that for \( (c_1, c_2) = (*, *) \) we can consider \( f_{D,q}^{c_1,c_2}(z) \) as a polynomial of degree two in \((z)\)\(^*\), viz. in the variables \((z_1)^*, \ldots, (z_D)^*\). In order to clearly make a distinction between a polynomial in certain variables on the one hand, and a polynomial-like function in the same variables as well as their conjugates on the other, we call the latter type of function ‘polyconjugal’.

Hence, a polynomial is a special case of a polyconjugal in the sense that it only contains unconjugated variables. Now, from (5.3.71) it follows that each function \( f_{D,q}^{c_1,c_2}(z) \) in (5.3.73) is a \( D \)-variate polyconjugal of degree two, which is homogeneous of degree two with conjugation pair \((c_1, c_2)\), also called \( 2 \)-homogeneous with conjugation pair \((c_1, c_2)\), meaning that:

\[
f_{D,q}^{c_1,c_2}(\eta z) = (\eta)^{c_1}(\eta)^{c_2}f_{D,q}^{c_1,c_2}(z) \quad \forall \eta \in \mathbb{C}, \quad \forall z \in C_D.
\]

Using (5.3.71) this property can easily be proven as follows:

\[
f_{D,q}^{c_1,c_2}(\eta z) = f_{D,q}^{c_1,c_2}(\eta z_1, \ldots, \eta z_D) \triangleq \sum_{(i_1,i_2)\in E_{c_1,c_2}^{z_1,z_2}} \varphi^{c_1,c_2}_{q_{i_1,i_2}}(\eta z_{i_1})^{c_1}(\eta z_{i_2})^{c_2}
\]

\[
= \sum_{(i_1,i_2)\in E_{c_1,c_2}^{z_1,z_2}} (\eta)^{c_1}(\eta)^{c_2} \varphi^{c_1,c_2}_{q_{i_1,i_2}}(z_{i_1})^{c_1}(z_{i_2})^{c_2} = (\eta)^{c_1}(\eta)^{c_2}f_{D,q}^{c_1,c_2}(z). \quad \square
\]

Since each function \( f_{D,q}^{c_1,c_2}(z) \) in system (5.3.73) possesses the type of homogeneity defined by (5.74), it has the following nice property:

\[
f_{D,q}^{c_1,c_2}(v) = 0 \implies f_{D,q}^{c_1,c_2}(\eta v) = 0 \quad \forall \eta \in \mathbb{C}.
\]

Hence, if \( v \) is a solution of the system \( \{f_{D,q}^{c_1,c_2}(z) = 0\}_{\eta \in C_D} \), then so is \( \eta v \) for all \( \eta \in \mathbb{C} \).

This is a logical result of the scaling indeterminacy inherent to MIBI (see Section 2.4). Note that combining the homogeneity property of all functions in the system yields:

\[
f_{D,q}^{c_1,c_2}(v) = 0 \quad \forall q \in \mathbb{Q}_{D,S}^{c_1,c_2} \implies \sum_{q \in \mathbb{Q}_{D,S}^{c_1,c_2}} \alpha_p^{c_1,c_2}f_{D,q}^{c_1,c_2}(v) = 0 \quad \forall \alpha_p \in \mathbb{C}, \quad \forall p \in \mathbb{N}.
\]

Hence, applying a full rank linear transformation to system (5.3.73) and solving the resulting system is equivalent to solving (5.3.73) itself. Moreover, a new valid equation is obtained by taking any linear combination of the equations in (5.3.73). This is reminiscent of the remark made just after (5.3.68), viz. that all linear combinations of the sets in \( \mathbb{Q}_{D,S}^{c_1,c_2} \) also give proper sets of coefficients. See the discussion after (4.3.37) on page 147 for more information and a mathematical formulation that can readily be adapted to the current scenario. More properties of the system, and the functions and equations it contains, will be investigated in Section 5.4, where we study several aspects of the algebraic and geometric structure of the problem induced by the system of equations.
5.3.5 Derivation of system of $D$-variate homogeneous polyconjugal equations of degree two; row vector notation

Similarly to Section 4.3.5, in this section we briefly repeat the derivation in the previous section in terms of row vectors as an intuitive intermediate step towards the derivation in terms of a subspace matrix, which is discussed in Section 5.3.6. Again, we will see that it suffices to set up a proper one-to-one mapping between the correlation functions considered in the previous section on the one hand, and corresponding correlation row vectors on the other; see Fig. 1.11 on page 26. We do this by associating a row vector with each correlation function defined on $\Omega_n^{s,\nu,c_1,c_2}$. This correspondence will also be used later on for the construction of the subspace matrix.

5.3.5.1 Bijective mapping between correlation functions and correlation row vectors

Suppose that we have specified a Noise-Free ROS $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ by a set of $N$ time pairs as follows:

\[
\Omega_{n_1n_2}^{s,\nu,c_1,c_2} = \left\{ (n_1, n_2), (n_1, n_2)^2, \ldots, (n_1, n_2)^N \right\}
\]

\[
= \left\{ (n_1^1, n_2^1), (n_2^1, n_2^2), \ldots, (n_1^N, n_2^N) \right\},
\]

(5.3.76)

or, more compactly:

\[
\Omega_{n_1n_2}^{s,\nu,c_2} = \{ n_1^1, n_2^1, \ldots, n_2^N \},
\]

(5.3.77)

where $n_2^q = (n_1, n_2)^q = (n_1^q, n_2^q)$ is the $q$-th time pair of $\Omega_{n_1n_2}^{s,\nu,c_2} = \Omega_{n_1n_2}^{s,\nu,c_1,c_2}$, and $n_1^q$ and $n_2^q$ are the first and second elements of $n_2^q$ respectively. Now we are in a position to define a bijective mapping between a function belonging to $C[\Omega_{n_1n_2}^{s,\nu,c_1,c_2}]$ on the one hand, and a row vector on the other hand, see Sections 1.4 and 4.3.5.1. For each pair $(i_1, i_2) \in I_{n_1n_2}^2$, a row vector $\tilde{r}_{i_1i_2}^{x,c_1,c_2}$ is associated with the sensor correlation function $r_{i_1i_2}^{x,c_1,c_2}[n_1, n_2]$ defined on $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ by defining:

\[
\tilde{r}_{i_1i_2}^{x,c_1,c_2} \triangleq \left[ r_{i_1i_2}^{x,c_1,c_2}[n_1^1, n_2^1] \quad r_{i_1i_2}^{x,c_1,c_2}[n_1^2, n_2^2] \quad \cdots \quad r_{i_1i_2}^{x,c_1,c_2}[n_1^N, n_2^N] \right],
\]

(5.3.78)

or, in compact notation:

\[
\tilde{r}_{i_2}^{x,c_2} \triangleq \left[ r_{i_2}^{x,c_2}[n_1^1] \quad r_{i_2}^{x,c_2}[n_2^1] \quad \cdots \quad r_{i_2}^{x,c_2}[n_2^N] \right].
\]

(5.3.79)

The length of $\tilde{r}_{i_1i_2}^{x,c_1,c_2}$ equals the cardinality $N$ of the set $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ (see also (5.2.6)) and thus represents the number of time pairs contained in $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$. Finally, following the same procedure as described above, for each $1 \leq j \leq S$ a row vector $\tilde{r}_{j}^{s,c_1,c_2}$ is associated with the $j$-th source auto-correlation function $r_j^{s,c_1,c_2}[n_1, n_2]$ defined on $\Omega_{n_1n_2}^{s,\nu,c_1,c_2}$ by defining:

\[
\tilde{r}_{j}^{s,c_1,c_2} \triangleq \left[ r_{j}^{s,c_1,c_2}[n_1^1, n_2^1] \quad r_{j}^{s,c_1,c_2}[n_1^2, n_2^2] \quad \cdots \quad r_{j}^{s,c_1,c_2}[n_1^N, n_2^N] \right],
\]

(5.3.80)

or, in compact notation:

\[
\tilde{r}_{j}^{s,c_2} \triangleq \left[ r_{j}^{s,c_2}[n_1^1] \quad r_{j}^{s,c_2}[n_2^1] \quad \cdots \quad r_{j}^{s,c_2}[n_2^N] \right].
\]

(5.3.81)
Using these notational conventions, the row vector equivalent of expression (5.3.4) becomes:

\[
\bar{r}_{i_1i_2}^{x,c_1c_2} = \sum_{j=1}^{S} (a_j^{i_1})^{c_1} (a_j^{i_2})^{c_2} r_j^{x,c_1c_2} \quad \forall 1 \leq i_1, i_2 \leq D ,
\]

which in compact notation reads (see (5.3.10) and also (5.3.26)):

\[
\bar{r}_{i_2}^{x,c_2} = \sum_{j=1}^{S} \hat{a}_{i_2}^{c_2} r_j^{x,c_2} \quad \forall i_2 \in \mathcal{T}_t^2 .
\]

The various sets of correlation row vectors are denoted by symbols that are similar to those denoting the corresponding correlation functions. The set containing all sensor correlation row vectors associated with (5.3.15) or (5.3.16) is denoted by:

\[
\mathcal{K}_{t,D}^{x,c_1c_2} \triangleq \{ \bar{r}_{i_1i_2}^{x,c_1c_2} \mid 1 \leq i_1, i_2 \leq D \} = \{ \bar{r}_{i_1i_2}^{x,c_1c_2} \}_{(i_1,i_2) \in \mathcal{T}_t^2} ,
\]

which in compact notation reads:

\[
\mathcal{K}_{t,D}^{x,c_2} \triangleq \{ \bar{r}_{i_2}^{x,c_2} \mid i_2 \in \mathcal{T}_t^2 \} = \{ \bar{r}_{i_2}^{x,c_2} \}_{i_2 \in \mathcal{T}_t^2} .
\]

Likewise, the set containing all unique sensor correlation row vectors associated with (5.3.21) or (5.3.22) is denoted by:

\[
\hat{\mathcal{K}}_{t,D}^{x,c_1c_2} \triangleq \{ \hat{r}_{i_1i_2}^{x,c_1c_2} \}_{(i_1,i_2) \in \mathcal{T}_{t,D}^{x,c_1c_2}} ,
\]

which in compact notation reads:

\[
\hat{\mathcal{K}}_{t,D}^{x,c_2} \triangleq \{ \hat{r}_{i_2}^{x,c_2} \}_{i_2 \in \mathcal{T}_{t,D}^{x,c_2}} .
\]

Finally, the set containing all source auto-correlation row vectors associated with (5.3.24) or (5.3.25) is denoted by:

\[
\hat{\mathcal{K}}_{S}^{x,c_1c_2} \triangleq \{ \hat{r}_{j}^{x,c_1c_2} \mid 1 \leq j \leq S \} = \{ \hat{r}_{j}^{x,c_1c_2} \}_{1 \leq j \leq S} ,
\]

which in compact notation reads:

\[
\hat{\mathcal{K}}_{S}^{x,c_2} \triangleq \{ \hat{r}_{j}^{x,c_2} \mid 1 \leq j \leq S \} = \{ \hat{r}_{j}^{x,c_2} \}_{1 \leq j \leq S} .
\]

Clearly, the cardinalities of \( \hat{\mathcal{K}}_{t,D}^{x,c_1c_2} \), \( \hat{\mathcal{K}}_{t,D}^{x,c_2} \) and \( \hat{\mathcal{K}}_{S}^{x,c_2} \) are the same as those of \( \mathcal{K}_{t,D}^{x,c_1c_2} \), \( \mathcal{K}_{t,D}^{x,c_2} \) and \( \mathcal{K}_{S}^{x,c_2} \) respectively, which are given by (5.3.17), (5.3.52) and the number of sources \( S \) respectively.

### 5.3.5.2 Dimensions of signal and source subspaces

Now we are in a position to derive the same system of equations as in the previous section in terms of row vectors. Again, we start the derivation by considering the dimension of the signal subspace spanned by the sensor correlation row vectors, which is expressed in (5.3.58) in functional notation. In row vector notation, this expression becomes:

\[
da_D^{x,c_1c_2} \triangleq \dim \left( \mathcal{L} \left( \hat{\mathcal{K}}_{t,D}^{x,c_1c_2} \right) \right) = \dim \left( \mathcal{L} \left( \{ \hat{r}_{i_1i_2}^{x,c_1c_2} \}_{(i_1,i_2) \in \mathcal{T}_{t,D}^{x,c_1c_2}} \right) \right)
\]

\[
\equiv \dim \left( \mathcal{L} \left( \hat{\mathcal{K}}_{t,D}^{x,c_2} \right) \right) = \dim \left( \mathcal{L} \left( \{ \hat{r}_{i_2}^{x,c_2} \}_{i_2 \in \mathcal{T}_{t,D}^{x,c_2}} \right) \right) .
\]
Likewise, the dimension of the source subspace spanned by the source auto-correlation functions, which is expressed in (5.3.60) in functional notation, can now be expressed in terms of the associated row vectors as follows:

\[ d_{r, c, 1, 2}^s = \dim \left( \mathcal{L} \left( \hat{K}_{s}^{r, c, 1, 2} \right) \right) = \dim \left( \mathcal{L} \left( \left\{ a_{s, c, 1, 2}^r \right\}_{1 \leq j \leq s} \right) \right). \quad (5.3.91) \]

The row vector equivalent of assumption AS2 on page 222, which states that the source auto-correlation functions are linearly independent, is given by:

\[ \sum_{j=1}^{S} \ell_j a_{s, c, 1, 2}^r = 0^N \quad \implies \quad \ell_j = 0 \quad \forall \ 1 \leq j \leq S. \quad (5.3.92) \]

From this property it follows again that \( d_{r, c, 1, 2}^s = S \); see (5.3.62). Equation (5.3.82) states that each sensor correlation row vector \( \hat{r}_{1, 1, 2}^{x, c, 1, 2} \) is a linear combination of the \( S \) source auto-correlation row vectors \( \hat{r}_{1}^{x, c, 1, 2}, \ldots, \hat{r}_{S}^{x, c, 1, 2} \) with coefficients \( (a_{1, 1}^c)^{x, c, 1, 2}, \ldots, (a_{S, 1}^c)^{x, c, 1, 2} \). This again implies ‘dimensional relation’ (5.3.63) between \( d_{r, c, 1, 2}^s \) and \( d_{r, c, 1, 2}^s \).

### 5.3.5.3 Linear dependence of sensor correlation row vectors

Following the same reasoning as in Section 5.3.4.2 it follows that:

\[ \dim \left( \mathcal{L} \left( \hat{K}_{u, D}^{x, c, 1, 2} \right) \right) \leq \dim \left( \left| \hat{K}_{u, D}^{x, c, 1, 2} \right|, S \right) = \min \left( M_{x, c, 1, 2}^u, S \right). \]

Now, if the number \( M_{x, c, 1, 2}^u = |\hat{K}_{u, D}^{x, c, 1, 2}| \) of unique sensor correlation row vectors given by (5.3.50)-(5.3.52) is larger than the dimension \( d_{r, c, 1, 2}^s \) of the signal subspace spanned by the row vectors in \( \hat{K}_{u, D}^{x, c, 1, 2} \), i.e. if:

\[ |\hat{K}_{u, D}^{x, c, 1, 2}| > \dim \left( \mathcal{L} \left( \hat{K}_{u, D}^{x, c, 1, 2} \right) \right) \quad \text{or} \quad M_{x, c, 1, 2}^u > d_{r, c, 1, 2}^s, \quad (5.3.93) \]

then the sensor correlation row vectors in \( \hat{K}_{u, D}^{x, c, 1, 2} \) are linearly dependent. Hence, equivalently to (4.5.33), if (5.3.93) is satisfied then by the definition of linear dependence there exist non-zero and non-unique sets of coefficients \( \{ \varphi_{q}^{i_1, i_2} \}_{(i_1, i_2) \in T_{u, D}^{x, c, 1, 2}} \), \( \{ \varphi_{q}^{i_1, i_2} \}_{(i_1, i_2) \in T_{u, D}^{x, c, 1, 2}} \), indexed by an index \( q \), such that:

\[ \sum_{(i_1, i_2) \in T_{u, D}^{x, c, 1, 2}} \varphi_{q}^{i_1, i_2} \hat{r}_{i_1, i_2}^{x, c, 1, 2} = 0^N \quad \forall \ q \in Q_{D, S}^{x, c, 1, 2}, \quad (5.3.94) \]

where the set \( Q_{D, S}^{x, c, 1, 2} \) is defined in (5.3.66). Note that the number \( Q_{D, S}^{x, c, 1, 2} = |Q_{D, S}^{x, c, 1, 2}| \) of linearly independent equations is given by (5.3.67) and that it also equals the dimension of the orthogonal complement of the linear (signal sub)space spanned by the sensor correlation row vectors in \( K_{u, D}^{x, c, 1, 2} \):

\[ Q_{D, S}^{x, c, 1, 2} = \dim \left( \left( \mathcal{L} \left( \hat{K}_{u, D}^{x, c, 1, 2} \right) \right)^{\perp} \right) = |\hat{K}_{u, D}^{x, c, 1, 2}| - \dim \left( \mathcal{L} \left( \hat{K}_{u, D}^{x, c, 1, 2} \right) \right) = M_{x, c, 1, 2}^u - d_{r, c, 1, 2}^s. \quad (5.3.95) \]

Hence, in the same way as \( Q_{D, S}^{x, c, 1, 2} \) is given by the difference between the left and right hand sides of (5.64), it is also given by the difference between the left and right hand sides of (5.3.93). Note that the orthogonal complement of the signal subspace is the noise subspace.
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

5.3.5.4 Deriving the system of equations by exploiting linear independence of source auto-correlation row vectors

The main part of our argument leading to the desired system of equations amounts to combining (5.3.82) and (5.3.94), and exploiting assumption AS2 in the form of (5.3.92). Hence, expressing (5.3.94) in terms of the source auto-correlation row vectors by substituting (5.3.82) yields:

\[
\sum_{(i_1,i_2)\in T_{S,D}^{c_1,c_2}} \varphi_{q}^{i_1i_2} x_{i_1i_2} = \sum_{(i_1,i_2)\in T_{S,D}^{c_1,c_2}} \varphi_{q}^{i_1i_2} \left( \sum_{j=1}^{S} \left( \sum_{(i_1,i_2)\in T_{S,D}^{c_1,c_2}} \varphi_{q}^{i_1i_2} \left( a_{i_1}^{j} \right)^{(c_1)} \left( a_{i_2}^{j} \right)^{(c_2)} \right) r_j^{s,c_1,c_2} \right)
\]

\[
= \sum_{j=1}^{S} \left( \sum_{(i_1,i_2)\in T_{S,D}^{c_1,c_2}} \varphi_{q}^{i_1i_2} \left( a_{i_1}^{j} \right)^{(c_1)} \left( a_{i_2}^{j} \right)^{(c_2)} \right) r_j^{s,c_1,c_2} = \tilde{0}^N \quad \forall \ q \in Q_{D,S}^{c_1,c_2}. \quad (5.3.96)
\]

Now exploiting the linear independence property of the source auto-correlation row vectors, i.e. applying (5.3.92) to the last line in (5.3.96) in the same manner as we did in the previous section again gives system (5.3.70). Hence, from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as that in the previous section from (5.3.70) on.

5.3.6 Derivation of system of \(D\)-variate homogeneous polyconjugal equations of degree two; matrix-vector notation and subspace matrix

In this section we finally present the derivation of the system of homogeneous polyconjugal equations in terms of matrix-vector notation and a ‘uniquified’ subspace matrix \(C_{D,S}^{c_1,c_2}\) along the same lines as Section 4.3.6. In the previous two sections we have shown that the derivation of this system is based on the properties of the signal and noise subspaces. In order to be able to naturally define a proper subspace matrix for our problem formulation and to derive the system of equations from this, in addition to the one-to-one mapping between correlation functions and their corresponding correlation row vectors that we used in the previous section, now we also need to set up a proper one-to-one mapping between function-valued vectors on the one hand and matrices on the other hand; see Fig. 1.11 on page 26.

5.3.6.1 Bijective mapping between function-valued vectors and matrices

Similarly to Section 4.3.6.1, in this section we associate a matrix with each function-valued vector defined on the Noise-Free ROS \(\Omega_{n_1,n_2}^{s,c_1,c_2}\), or equivalently with the set containing the elements of the function-valued vector, by means of a bijective mapping. Firstly, with each set of functions defined on \(\Omega_{n_1,n_2}^{s,c_1,c_2}\) we associate a function-valued column vector that is also defined on \(\Omega_{n_1,n_2}^{s,c_1,c_2}\) by simply stacking the ‘function elements’ of the considered set in a column vector in a certain order. For example, the function-valued column vectors \(r_{D}^{s,c_1,c_2}[n_1,n_2]\) and \(r_{S}^{s,c_1,c_2}[n_1,n_2]\) associated with the sets \(K_{D}^{s,c_1,c_2}\) (5.3.15) and \(K_{S}^{s,c_1,c_2}\) (5.3.24) respectively are defined by:

\[
r_{D}^{s,c_1,c_2}[n_1,n_2] \triangleq \begin{bmatrix} r_{11}^{s,c_1,c_2}[n_1,n_2] \\ \vdots \\ r_{DD}^{s,c_1,c_2}[n_1,n_2] \end{bmatrix}, \quad r_{S}^{s,c_1,c_2}[n_1,n_2] \triangleq \begin{bmatrix} r_{1}^{s,c_1,c_2}[n_1,n_2] \\ \vdots \\ r_{S}^{s,c_1,c_2}[n_1,n_2] \end{bmatrix}, \quad (5.3.97)
\]
where we have arranged the elements of \( r_{x,c}^{(s,c)}[n_1, n_2] \) in ‘Kronecker order’ and the elements of \( r_{x,c}^{(s,c)}[n_1, n_2] \) in ascending index order. For convenience of notation, let \( C_P[\Omega_{n_1,n_2}] \) denote the space of all function-valued column vectors of length \( P \) whose elements are members of \( C[\Omega_{n_1,n_2}] \). Then, it is clear that:

\[
r_D^{(s,c)}[n_1, n_2] \in C_{M_D^{(s,c)}}[\Omega_{n_1,n_2}], \quad r_S^{(s,c)}[n_1, n_2] \in C_S[\Omega_{n_1,n_2}],
\]

where \( M_D^{(s,c)} \) is defined in (5.3.17). Secondly, following the same reasoning and procedure as in Section 4.3.6.1 we associate a matrix with each function-valued column vector, and thus also with the associated set of functions and/or row vectors. For example, at the same time we can associate the three related quantities \( r_D^{(x,c)}[n_1, n_2], K_s^{(x,c)} \), and \( K_s^{(x,c)} \) with the subspace matrix \( C_{D}^{(x,c)} \) defined as follows (see also Section 5.3.5.1 and Fig. 1.11):

\[
C_{D}^{(x,c)} \triangleq \begin{bmatrix} r_D^{(x,c)}[n_1, n_2] & \cdots & r_D^{(x,c)}[n_1, n_2] \\ r_D^{(x,c)}[n_1, n_2] & \cdots & r_D^{(x,c)}[n_1, n_2] \end{bmatrix} = \begin{bmatrix} r_D^{(x,c)} \ \ddots \\ \vdots \\ \vdots \\ r_D^{(x,c)} \end{bmatrix} \in C_{M_D^{(x,c)}}^N. \tag{5.3.98}
\]

Using the approach explained in Section 5.3.3 we can construct the corresponding uniquiefied quantities \( r_{u,D}^{(x,c)}[n_1, n_2], K_{u}^{(x,c)} \), and \( K_{u}^{(x,c)} \). As we have explained in the previous sections, the index set indexing the functions of \( r_{u,D}^{(x,c)}[n_1, n_2] \) and \( K_{u}^{(x,c)} \) as well as the rows of \( K_{u}^{(x,c)} \) and \( C_{D, u}^{(x,c)} \), (by definition) is \( T_{u,D}^{(x,c)} \). Suppose that we number the \( M_{u,D}^{(x,c)} \) elements of \( T_{u,D}^{(x,c)} \) from 1 to \( M_{u,D}^{(x,c)} \) in sequential order, i.e. \( T_{u,D}^{(x,c)} \) is written as follows (see Section 4.3.7):

\[
(T_{u,D}^{(x,c)} = \{ (i_1, i_2)_1, \ldots, (i_1, i_2)_M_{u,D}^{(x,c)} \}) \tag{5.3.99}
\]

Then, the uniquiefied subspace matrix \( C_{u,D}^{(x,c)} \) (with which we will mainly work in the sequel) can be expressed as follows:

\[
C_{u,D}^{(x,c)} \triangleq \begin{bmatrix} r_{u,D}^{(x,c)}[n_1, n_2] & \cdots & r_{u,D}^{(x,c)}[n_1, n_2] \\ r_{u,D}^{(x,c)}[n_1, n_2] & \cdots & r_{u,D}^{(x,c)}[n_1, n_2] \end{bmatrix} = \begin{bmatrix} r_{u,D}^{(x,c)} \ \ddots \\ \vdots \\ \vdots \\ r_{u,D}^{(x,c)} \end{bmatrix} \in C_{M_{u,D}^{(x,c)}}^N. \tag{5.3.100}
\]

Finally, we associate the three related quantities \( r_{s}^{(x,c)}[n_1, n_2], K_{s}^{(x,c)} \), and \( K_{s}^{(x,c)} \) with the source auto-correlation matrix \( C_{s}^{(x,c)} \) defined as follows:

\[
C_{s}^{(x,c)} \triangleq \begin{bmatrix} r_{s}^{(x,c)}[n_1, n_2] & \cdots & r_{s}^{(x,c)}[n_1, n_2] \\ r_{s}^{(x,c)}[n_1, n_2] & \cdots & r_{s}^{(x,c)}[n_1, n_2] \end{bmatrix} = \begin{bmatrix} r_{s}^{(x,c)} \ \ddots \\ \vdots \\ \vdots \\ r_{s}^{(x,c)} \end{bmatrix} \in C_{s}^N. \tag{5.3.101}
\]
Note that in definitions (5.3.98), (5.3.100), and (5.3.101) the time pair index indexes the columns of the involved matrix. Therefore, it is in the superscript position.

The concepts associated with the various bijectively mapped quantities are related bijectively as well. Here, we generalize expressions (4.3.62) through (4.3.66) to account for complex quantities. Suppose that the functions in some set $\mathcal{F} \triangleq \{ f_{i_1,i_2}(n_1, n_2) \}_{(i_1,i_2) \in \mathcal{I}_{i_1}^{i_2}}$ are defined on some ROS $\mathcal{T}$ with $|\mathcal{T}| \triangleq N$. As before, with these functions we associate the row vectors in the set $\mathcal{F} \triangleq \{ \tilde{f}_{i_1,i_2}(n_1, n_2) \}_{(i_1,i_2) \in \mathcal{I}_{i_1}^{i_2}}$. The function-valued column vector $f[n_1, n_2]$ is defined by stacking the functions in a column vector. Likewise, the matrix $\mathcal{F}$ associated with $f[n_1, n_2]$ is defined by stacking the row vectors in a matrix; see Fig. 1.11. Now we consider the relations between the fundamental subspaces of $f[n_1, n_2]$ and $\mathcal{F}$.

Firstly, the linear span $\mathcal{L}_c(f[n_1, n_2])$ of the conjugates of the functions in the function-valued column vector argument $f[n_1, n_2]$ of $\mathcal{L}_c(\cdot)$, i.e. the ‘linear span in the row direction’, can be mapped bijectively to the row range of $\mathcal{F}$:

$$\mathcal{L}_c(f[n_1, n_2]) \triangleq \mathcal{L}(\mathcal{F}^*) \triangleq \mathcal{L}(\tilde{\mathcal{F}}^*) = \mathcal{R}_r(\mathcal{F}),$$

(5.3.102)

where $\mathcal{F}^*$ and $\tilde{\mathcal{F}}^*$ denote the sets containing the conjugated elements of the sets $\mathcal{F}$ and $\tilde{\mathcal{F}}$ respectively.

Secondly, the linear span $\mathcal{L}_c(f[n_1, n_2])$ of the column vectors obtained by evaluating the argument $f[n_1, n_2]$ of $\mathcal{L}_c(\cdot)$ at the $N$ time pairs in $\mathcal{T}$, i.e. the ‘linear span in the column direction’, equals the column range of $\mathcal{F}$:

$$\mathcal{L}_c(f[n_1, n_2]) \triangleq \mathcal{L}(\{f[n_1, n_2]\}_{(n_1,n_2) \in \mathcal{T}}) = \mathcal{R}_c(\mathcal{F}).$$

(5.3.103)

Thirdly, the right null space of $f[n_1, n_2]$ can be mapped bijectively to that of $\mathcal{F}$:

$$\mathcal{N}_r(f[n_1, n_2]) \triangleq \mathcal{N}_r(\mathcal{F}).$$

(5.3.104)

Finally, the left null space of $f[n_1, n_2]$ equals that of $\mathcal{F}$:

$$\mathcal{N}_l(f[n_1, n_2]) = \mathcal{N}_l(\mathcal{F}).$$

(5.3.105)

Because of these relations the dimensions of the spaces in the various bijections are equal to each other, i.e.:  

$$\dim(\mathcal{L}_r(f[n_1, n_2])) = \dim(\mathcal{L}(\mathcal{F}^*)) = \dim(\mathcal{L}(\tilde{\mathcal{F}}^*)) = \dim(\mathcal{R}_r(\mathcal{F}))$$

$$= \dim(\mathcal{L}_c(f[n_1, n_2])) = \dim(\mathcal{L}(\{f[n_1, n_2]\}_{(n_1,n_2) \in \mathcal{T}}))$$

$$= \dim(\mathcal{R}_c(\mathcal{F})) = \text{rank}(\mathcal{F}) = \text{rank}(f[n_1, n_2]),$$

(5.3.106)

$$\dim(\mathcal{N}_r(f[n_1, n_2])) = \dim(\mathcal{N}_r(\mathcal{F})),$$

(5.3.107)

and:

$$\dim(\mathcal{N}_l(f[n_1, n_2])) = \dim(\mathcal{N}_l(\mathcal{F})).$$

(5.3.108)
5.3.6.2 Expressing sensor correlation function-valued vector and matrix in mixing matrix elements and source auto-correlation function-valued vector and matrix

Similarly to Section 4.3.6.2, in this section we will express the function-valued sensor correlation vector in terms of the mixing matrix elements and the function-valued source auto-correlation vector. Then, we do the same for the associated sensor correlation matrix, i.e. the subspace matrix. Using (5.3.4), (5.3.26) or a derivation that parallels that of (4.3.70) we can express the function-valued sensor correlation vector \( \mathbf{r}_D^{c_1c_2}[n_1,n_2] \) for all \( (n_1,n_2) \in \Omega^{n_1,n_2}_{\nu,c_i} \) in terms of the elements of the mixing matrix \( \mathbf{A} \) and the function-valued source auto-correlation vector \( \mathbf{r}_S^{c_1c_2}[n_1,n_2] \) in a very intuitive manner as follows:

\[
\mathbf{r}_D^{c_1c_2}[n_1,n_2] \triangleq \text{mom} \left\{ (\mathbf{x}[n_1])^{c_1} \otimes (\mathbf{x}[n_2])^{c_2} \right\} = E \left\{ (\mathbf{x}[n_1])^{c_1} \otimes (\mathbf{x}[n_2])^{c_2} \right\}
\]

\[
= E \left\{ \left( \sum_{j=1}^{S} a_{j1} s_{j1}[n_1] + \nu[n_1] \right)^{c_1} \otimes \left( \sum_{j=1}^{S} a_{j2} s_{j2}[n_2] + \nu[n_2] \right)^{c_2} \right\}
\]

\[
= \sum_{j=1}^{S} \sum_{k=1}^{S} \left[ (a_{j1})^{c_1} \otimes (a_{k2})^{c_2} \right] E \left\{ (s_{j1}[n_1])^{c_1} (s_{k2}[n_2])^{c_2} \right\}
\]

\[
= \sum_{j=1}^{S} \hat{\mathbf{a}}_{D,j}^{c_1c_2} r_{\nu,c_1c_2}^{c_1c_2}[n_1,n_2] = \mathbf{A}^{c_1c_2}_{D,\nu} \mathbf{r}_S^{c_1c_2}[n_1,n_2]
\]

\( \forall (n_1,n_2) \in \Omega^{n_1,n_2}_{\nu,c_i} \). \hspace{1cm} (5.3.109)

where the second order Kronecker product vector with conjugation pair \((c_1, c_2)\) \(\hat{\mathbf{a}}_{D,j}^{c_1c_2}\) is defined in (5.3.29) and the Khatri-Rao product matrix \(\mathbf{A}^{c_1c_2}_{D,\nu}\) in (5.3.54).

Note that \(\hat{\mathbf{a}}_{D,1}^{c_1c_2}, \ldots, \hat{\mathbf{a}}_{D,S}^{c_1c_2}\) serve as generalized array response vectors, whereas \(\hat{\mathbf{a}}_{D,\nu}^{c_1c_2}\) serves as the generalized array response matrix; see also Chapter 3. Summarizing, we have derived the following function-valued column vector equivalent of (5.3.4) and (5.3.82):

\[
\mathbf{r}_D^{c_1c_2}[n_1,n_2] = \sum_{j=1}^{S} \hat{\mathbf{a}}_{n,j,D}^{c_1c_2} \mathbf{r}_{\nu,c_1c_2}^{c_1c_2}[n_1,n_2] = \mathbf{A}^{c_1c_2}_{D,\nu} \mathbf{r}_S^{c_1c_2}[n_1,n_2],
\]

\( \forall (n_1,n_2) \in \Omega^{n_1,n_2}_{\nu,c_i} \). \hspace{1cm} (5.3.110)

which is defined on \(\Omega^{n_1,n_2}_{\nu,c_i}\). Now using the bijective mappings established in Section 5.3.6.1, this expression can be written in matrix notation as follows:

\[
\mathbf{C}^{c_1c_2}_{D,\nu} = \mathbf{A}^{c_1c_2}_{D,\nu} \mathbf{C}^{c_1c_2}_S.
\]

(5.3.111)

Equations (5.3.110) and (5.3.111) are natural and compact ways of representing the structure of the set of sensor correlation functions. For each time pair \((n_1,n_2)\) the vector \(\mathbf{r}_D^{c_1c_2}[n_1,n_2]\) is a linear combination of the (product) vectors \(\hat{\mathbf{a}}_{D,1}^{c_1c_2}, \ldots, \hat{\mathbf{a}}_{D,S}^{c_1c_2}\). The matrix \(\mathbf{A}^{c_1c_2}_{D,\nu}\) containing these vectors defines a linear transformation from \(\mathbb{C}_S[\Omega^{n_1,n_2}_{\nu,c_i}]\) to \(\mathbb{C}_{M_{c_1}^{c_1,c_2}}[\Omega^{n_1,n_2}_{\nu,c_i}]\), in particular from the function-valued source auto-correlation vector for a certain time pair to a function-valued sensor correlation vector for the same time pair. It also defines a linear transformation from \(\mathbb{C}_S\) to \(\mathbb{C}_{M_{c_1}^{c_1,c_2}}\).
Similarly to Section 5.3.6.1, expressions (5.3.110) and (5.3.111) can equally well be expressed in terms of their uniqified versions as:

\[
\mathbf{r}_{x,c_1c_2}^{x_1c_1c_2}[n_1,n_2] = \sum_{j=1}^{S} \mathbf{a}_{u,D}^{x_jc_jc_2} \mathbf{r}_{j}^{x_jc_1c_2}[n_1,n_2] = A_{u,D,\alpha}^{c_1c_2} \mathbf{r}_{S}^{x,c_1c_2}[n_1,n_2] \quad (5.3.112)
\]

and:

\[
C_{u,D}^{x,c_1c_2} = A_{u,D,\alpha}^{c_1c_2} C_{S}^{x,c_1c_2} \quad (5.3.113)
\]

respectively. Note that \( \mathbf{a}_{u,D}^{x_jc_jc_2} \) is a subvector of the Kronecker product \( \mathbf{a}_{D}^{x_1c_1c_2} \) defined in (5.3.29) that contains only the unique elements of the latter vector that are selected by the index pairs in \( T_{u,D}^{c_1c_2} \). Likewise, \( A_{u,D,\alpha}^{c_1c_2} \) is a submatrix of the second order Khatri-Rao product \( A_{D,\alpha}^{c_1c_2} \) defined in (5.3.55) that contains only the unique rows of the latter matrix that are selected by the index pairs in \( T_{u,D}^{c_1c_2} \).

With these concepts in place we can once again derive the system of homogeneous polyconjugal equations in a way that enhances our insight and clearly shows the connections with conventional subspace methods. In fact, we have already done an important part of the job by defining a matrix that can serve naturally as the subspace matrix containing all relevant information in the proper way, viz. the matrix \( C_{u,D}^{x,c_1c_2} \) or \( C_{u,D}^{x,c_1c_2} \). In the sequel we will mainly work with \( C_{u,D}^{x,c_1c_2} \) for reasons that we have explained earlier, but as before in virtually all equations and results \( C_{u,D}^{x,c_1c_2} \) can be replaced by \( C_{D}^{x,c_1c_2} \). We leave it to the reader to make this kind of translation if desired.

### 5.3.6.3 Dimensions of signal and source subspaces

From (5.3.102) it follows that the row range of the subspace matrix, which equals the linear span of the conjugated corresponding sensor correlation row vectors, is mapped bijectively to the ‘linear span in the row direction’ of the associated function-valued column vector:

\[
\mathcal{R}_r(C_{u,D}^{x,c_1c_2}) = \mathcal{L}\left((K_{u,D}^{x,c_1c_2})^*\right) = \mathcal{L}\left((K_{u,D}^{x_1c_1c_2})^*\right) = \mathcal{L}_r(\mathbf{r}_{u,D}^{x_1c_1c_2}[n_1,n_2]) . \quad (5.3.114)
\]

Likewise, from (5.3.103) it follows that the column range of the subspace matrix equals the ‘linear span in the column direction’ of the associated function-valued column vector:

\[
\mathcal{R}_c(C_{u,D}^{x,c_1c_2}) = \mathcal{L}\left(\{\mathbf{r}_{u,D}^{x_1c_1c_2}[n_1,n_2]\}_{(n_1,n_2)\in\Omega_{c_1c_2}}\right) = \mathcal{L}_c(\mathbf{r}_{u,D}^{x_1c_1c_2}[n_1,n_2]) . \quad (5.3.115)
\]

From (5.3.106) it follows that the dimensions of all these spaces are equal to each other:

\[
\mathcal{L}(K_{u,D}^{x_1c_1c_2}) = \mathcal{L}(K_{u,D}^{x_1c_1c_2})^* = \mathcal{L}(\mathbf{r}_{u,D}^{x_1c_1c_2}[n_1,n_2]) \quad (5.3.116)
\]

Hence, naturally the dimension of the signal subspace equals the rank of the subspace matrix.

Similarly to (5.3.114), the row range of the source auto-correlation matrix \( C_{S}^{x,c_1c_2} \) defined in (5.3.101) is mapped bijectively to the linear span of the associated function-valued column vector \( \mathbf{r}_{S}^{x,c_1c_2}[n_1,n_2] \) in the row direction:

\[
\mathcal{R}_r(C_{S}^{x,c_1c_2}) = \mathcal{L}\left((K_{S}^{x,c_1c_2})^*\right) = \mathcal{L}_r(\mathbf{r}_{S}^{x,c_1c_2}[n_1,n_2]) . \quad (5.3.117)
\]
Likewise, similarly to (5.3.115) the column range of $C_{S}^{s,c_1,c_2}$ equals the linear span of $r_{S}^{s,c_1,c_2}[n_1, n_2]$ in the column direction:

$$\mathcal{R}_{c}(C_{S}^{s,c_1,c_2}) = \mathcal{L}\left(\{r_{S}^{s,c_1,c_2}[n_1, n_2]\}_{(n_1, n_2) \in \Omega_{1}^{s,c_1,c_2}}\right) = \mathcal{L}(r_{S}^{s,c_1,c_2}[n_1, n_2]).$$

(5.3.118)

Similarly to (5.3.116) the dimension of the source subspace can be expressed as follows:

$$d_{S}^{s,c_1,c_2} = \text{rank} \left( C_{S}^{s,c_1,c_2} \right) = \dim \left( \mathcal{R}_{c}(C_{S}^{s,c_1,c_2}) \right) = \dim \left( \mathcal{L}\left( (K_{S}^{s,c_1,c_2})^* \right) \right)$$

$$= \dim \left( \mathcal{L}(r_{S}^{s,c_1,c_2}[n_1, n_2]) \right) = \dim \left( \mathcal{R}_{c}(C_{S}^{s,c_1,c_2}) \right)$$

$$= \text{rank} \left( r_{S}^{s,c_1,c_2}[n_1, n_2] \right);$$

(5.3.119)

see also (5.3.60) and (5.3.91). Hence, naturally the dimension of the source subspace equals the rank of the source auto-correlation matrix. The matrix equivalent of assumption AS2 on page 222, which states that the source auto-correlation functions and row vectors respectively are linearly independent (see also (5.3.92)), is given by:

$$\xi C_{S}^{s,c_1,c_2} = 0^N \implies \xi = [\xi^1 \cdots \xi^S] = [0 \cdots 0].$$

(5.3.120)

Hence, from this property it follows once more that $d_{S}^{s,c_1,c_2} = \text{rank} \left( C_{S}^{s,c_1,c_2} \right) = S$, i.e. $C_{S}^{s,c_1,c_2} \in \mathbb{C}^N_S$ has full rank.

Now, we will show how the signal subspace dimension $d_{S}^{s,c_1,c_2}$ depends on the mixing matrix and the source signal properties. To start with, from (5.3.113) and linear algebra [115, 150] it follows that:

$$\text{rank} \left( C_{a,D}^{s,c_1,c_2} \right) \leq \text{min} \left( \text{rank} \left( A_{a,D}^{c_1,c_2}, \right), \text{rank} \left( C_{S}^{s,c_1,c_2} \right) \right),$$

(5.3.121)

which again implies relation (5.3.63) between $d_{S}^{s,c_1,c_2}$ and $d_{S}^{s,c_1,c_2}$:

$$d_{D}^{s,c_1,c_2} = \text{rank} \left( C_{a,D}^{s,c_1,c_2} \right) \leq \text{rank} \left( C_{S}^{s,c_1,c_2} \right) = d_{S}^{s,c_1,c_2} = S.$$  

(5.3.122)

Similar results are obtained when using (5.3.111) instead of (5.3.113). Equations (5.3.113) and (5.3.121) show that the dimension $d_{D}^{s,c_1,c_2}$ of the signal subspace is determined by the Khatri-Rao product matrix $A_{a,D}^{c_1,c_2}$ on the one hand, and the source auto-correlation matrix $C_{S}^{s,c_1,c_2}$ on the other hand. Now, using the fact that the rank of a matrix is unchanged upon either left or right multiplication by a nonsingular matrix [115] and that $C_{S}^{s,c_1,c_2}$ has full rank, it follows immediately from (5.3.113) that (5.3.122) can be specialized further to:

$$d_{D}^{s,c_1,c_2} = \text{rank} \left( A_{a,D}^{c_1,c_2} \right) = \text{rank} \left( A_{a,D}^{c_1,c_2}^{c_1,c_2} \right) = \text{rank} \left( A_{a,D}^{c_1,c_2} \right).$$

Summarizing, $d_{D}^{s,c_1,c_2}$ equals the rank of the linear transformation defined by $A_{a,D}^{c_1,c_2}$ in (5.55), which in turn equals the dimension of the linear space spanned by the vectors $A_{1}^{s,c_1,c_2}, \ldots, A_{d}^{s,c_1,c_2}$ defined in (5.29):

$$d_{D}^{s,c_1,c_2} = \text{rank} \left( C_{a,D}^{s,c_1,c_2} \right) = \text{rank} \left( A_{a,D}^{c_1,c_2} \right).$$

(5.3.123)

Essentially our subspace approach to MIBI is based on the fact that we can compute or estimate the (properties of the) various subspaces of the unknown matrix $A_{a,D}^{c_1,c_2}$ from the known matrix $C_{u,d}^{s,c_1,c_2}$. Now we can understand the importance of studying the rank of the Khatri-Rao product [61, 95, 141, 141, 151, 181] $A_{a,D}^{c_1,c_2}$ as we did in Section 5.3.3.4. As we have seen in the previous sections, the dimension $d_{D}^{s,c_1,c_2}$ of the signal subspace is of paramount importance for the derivations in this thesis. Because $d_{D}^{s,c_1,c_2} = \text{rank} \left( A_{a,D}^{c_1,c_2} \right)$ as revealed by (5.123), the rank of the Khatri-Rao product $A_{a,D}^{c_1,c_2}$ is of paramount importance.
5.3.6.4 Linear dependence of subspace matrix rows

Following the same reasoning as in Section 5.3.4.2 it follows that:

\[ d_{D}^{x,c,1,2} = \text{rank} \left( \Phi_{C}^{x,c,1,2} \right) = \text{rank} \left( \Phi_{u,D}^{x,c,1,2} \right) \leq \min \left( M_{u,D}^{x,c,1,2} \right). \]  

(5.3.124)

Now, if the number \( M_{u,D}^{x,c,1,2} = \#_{\text{rows}} \{ C_{u,D}^{x,c,1,2} \} \) of rows of the subspace matrix \( C_{u,D}^{x,c,1,2} \) is larger than the dimension \( d_{D}^{x,c,1,2} \) of the signal subspace spanned by the row vectors of \( C_{u,D}^{x,c,1,2} \) (this is the matrix equivalent of (5.3.64) and (5.3.93)), i.e.:

\[ \#_{\text{rows}} \{ C_{u,D}^{x,c,1,2} \} > \text{rank} \left( \Phi_{C}^{x,c,1,2} \right) \quad \text{or} \quad M_{u,D}^{x,c,1,2} > d_{D}^{x,c,1,2}, \]  

(5.3.125)

then the subspace matrix rows are linearly dependent. Hence, equivalently to (4.3.91), if (5.3.125) is satisfied, then, by the definition of linear dependence there exists a non-zero and non-unique matrix \( \Phi \in \mathbb{C}^{M_{u,D}^{x,c,1,2}} \), which represents the complex conjugate \( \left( \mathcal{N}_{1}(\Phi_{C}^{x,c,1,2}) \right)^{\dagger} \) of the left null space \( \mathcal{N}_{1}(\Phi_{C}^{x,c,1,2}) \) of \( \Phi_{C}^{x,c,1,2} \) (see Definition C.2.4), such that:

\[ \Phi_{C}^{x,c,1,2} = 0_{\mathbb{C}^{M_{u,D}^{x,c,1,2}}} \iff \Phi_{r,u,D}^{x,c,1,2} \left[ n_{1}, n_{2} \right] = 0_{\mathbb{C}^{M_{u,D}^{x,c,1,2}}} \forall \left( n_{1}, n_{2} \right) \in Q_{n_{1},n_{2}}^{x,c,1,2}. \]  

(5.3.126)

The maximum number of linearly independent rows of \( \Phi \) equals the dimension \( Q_{D,S}^{x,c,1,2} \) of \( \mathcal{N}_{1}(\Phi_{C}^{x,c,1,2}) \) and is given by the difference between the number of rows of \( C_{u,D}^{x,c,1,2} \) and its rank \( \{115, 150\} \), which equals the number \( Q_{D,S}^{x,c,1,2} \) derived in (5.3.67) and (5.3.95):

\[ Q_{D,S}^{x,c,1,2} = \dim \left( \mathcal{N}_{1}(\Phi_{C}^{x,c,1,2}) \right) = \#_{\text{rows}} \{ C_{u,D}^{x,c,1,2} \} - \text{rank}(\Phi_{C}^{x,c,1,2}) = M_{u,D}^{x,c,1,2} - d_{D}^{x,c,1,2}. \]  

(5.3.127)

Hence, in the same way as \( Q_{D,S}^{x,c,1,2} \) is given by (5.3.67) and (5.3.95) as the differences between the left and right hand sides of (5.3.64) and (5.3.93) respectively, it is also given by the difference between the left and right hand sides of (5.125).

Equation (5.126) is the matrix-vector equivalent of the equations in (5.3.65) and (5.3.94). In fact, using (5.3.99) to define the row vectors:

\[ \varphi_{q}^{(1,1,2)} = \begin{bmatrix} \varphi_{1}^{(1,1,2)} \\ \varphi_{2}^{(1,1,2)} \\ \vdots \\ \varphi_{\#}^{(1,1,2)} \end{bmatrix} \in \mathbb{C}^{M_{u,D}^{x,c,1,2}}, \]  

(5.128)

and stacking these vectors in the matrix \( \Phi \) as follows:

\[ \Phi = \begin{bmatrix} \varphi_{1}^{(1,1,2)} & \ldots & \varphi_{\#}^{(1,1,2)} \\ \vdots & \ddots & \vdots \\ \varphi_{1}^{(1,1,2)} & \ldots & \varphi_{\#}^{(1,1,2)} \end{bmatrix} \in \mathbb{C}^{Q_{D,S}^{x,c,1,2}}. \]  

(5.129)

this equivalence is clear immediately. For example, the \( q \)-th row of \( \Phi_{C}^{x,c,1,2} \) in (5.126) is given by \( \varphi_{q} \in \mathbb{C}^{Q_{D,S}^{x,c,1,2}} \), which equals the left hand side of (5.3.94). Clearly, all rows \( \{ \varphi_{q} \}_{q} \in Q_{D,S}^{x,c,1,2} \) belong to the conjugate left null space of \( C_{u,D}^{x,c,1,2} \), i.e.:

\[ \varphi_{q} \in \left( \mathcal{N}_{1}(C_{u,D}^{x,c,1,2}) \right)^{\dagger} = \left( \mathcal{N}_{1}(R_{u,D}^{x,c,1,2} [n_{1}, n_{2}]) \right)^{\dagger} \quad \forall q \in Q_{D,S}^{x,c,1,2}. \]  

(5.130)

In order to obtain a system of equations with as many linearly independent equations as possible, the vectors in the set \( \{ \varphi_{q} \}_{q} \in Q_{D,S}^{x,c,1,2} \) should be chosen such that they span \( \mathcal{N}_{1}(C_{u,D}^{x,c,1,2}) \) completely. For a matrix \( \Phi \) that contains such as set of rows, we write symbolically:

\[ \Phi^{*} \ni \mathcal{N}_{1}(C_{u,D}^{x,c,1,2}) = \mathcal{N}_{1}(R_{x,c}^{x,c,1,2} [n_{1}, n_{2}]) \ni \left( R_{c}(C_{u,D}^{x,c,1,2}) \right)^{\perp}. \]  

(5.131)

The indicated isomorphism follows from property FSP1 on page 450.
5.3.6.5 Deriving the system of equations by exploiting nonsingularity of source auto-correlation matrix

Similarly to the previous sections, the main part of our argument leading to the desired system of polyconjugal equations amounts to combining (5.3.113) and (5.3.126), and exploiting assumption AS2 on page 222, which implies that the source auto-correlation matrix $C_{S}^{s,c_{1},c_{2}}$ has full rank. Expressing (5.3.126) in terms of $C_{S}^{s,c_{1},c_{2}}$ and the uniquiefied Khatri-Rao product matrix $A_{u,D,\phi}^{c_{1},c_{2}}$ by substituting (5.3.113) yields:

$$
\Phi C_{u,D}^{x,c_{1},c_{2}} = \Phi A_{u,D,\phi}^{c_{1},c_{2}} C_{S}^{x,c_{1},c_{2}} = 0_{Q_{D,S}^{c_{1},c_{2}}}^{N}.
$$

(5.3.132)

Because $C_{S}^{s,c_{1},c_{2}}$ has full rank due to assumption AS2, its pseudo-inverse $(C_{S}^{s,c_{1},c_{2}})^{\dagger}$ exists. Hence, as in Section 4.3.6.5 we can multiply both sides (5.3.132) from the right by $(C_{S}^{s,c_{1},c_{2}})^{\dagger}$ in order to obtain the following system of equations:

$$
\Phi A_{u,D,\phi}^{c_{1},c_{2}} = 0_{Q_{D,S}^{c_{1},c_{2}}}^{S} \quad \equiv \quad \Phi A_{u,D}^{c_{1},c_{2}} = 0_{Q_{D,S}^{c_{1},c_{2}}}^{S} \quad \forall \ 1 \leq j \leq S,
$$

(5.3.133)

which equals the system in (5.3.70). Hence, again from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as that in Section 5.3.4 from (5.3.70) on.

5.3.6.6 Concise enlightening derivation of system from subspace matrix

In this section, we present an enlightening derivation in the same spirit as the one given in Section 4.3.6.6 of the previous chapter. Firstly, we prove that $C_{u,D}^{x,c_{1},c_{2}}$ and $A_{u,D,\phi}^{c_{1},c_{2}}$ have the same column spaces and thus also the same left null spaces. Then we use these properties to obtain the system of homogeneous polyconjugal equations in a very concise manner. We start by showing that the column range of the subspace matrix $C_{u,D}^{x,c_{1},c_{2}}$, i.e. the signal subspace, equals the column range of the (uniquiefied) second order Khatri-Rao product $A_{u,D,\phi}^{c_{1},c_{2}}$, i.e. the linear span of the (uniquiefied) array response vectors, whenever the source auto-correlation $C_{S}^{s,c_{1},c_{2}}$ has full rank (which is the case in our problem definition). For reference purposes, we summarize this important result explicitly in the following theorem.

**Theorem 5.3.3. Column range of $C_{u,D}^{x,c_{1},c_{2}}$ equals column range of $A_{u,D,\phi}^{c_{1},c_{2}}$.**

If the source auto-correlation matrix $C_{S}^{s,c_{1},c_{2}}$ has full rank, then the column range of the subspace matrix $C_{u,D}^{x,c_{1},c_{2}}$ equals the column range of the second order Khatri-Rao product $A_{u,D,\phi}^{c_{1},c_{2}}$ with conjugation pair $(c_{1}, c_{2})$ of the mixing matrix $A$:

$$
\mathcal{R}_{c}(C_{u,D}^{x,c_{1},c_{2}}) = \mathcal{L}_{c}(r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) = \mathcal{R}_{c}(A_{u,D,\phi}^{c_{1},c_{2}}).
$$

(5.3.134)

**Proof.** We prove this assertion using (5.3.113). From this equation it follows directly that

$$
\mathcal{R}_{c}(C_{u,D}^{x,c_{1},c_{2}}) \subseteq \mathcal{R}_{c}(A_{u,D,\phi}^{c_{1},c_{2}}).
$$

In addition, multiplying both sides of (5.3.113) from the right by $(C_{S}^{x,c_{1},c_{2}})^{\dagger}$ yields the equality $A_{u,D,\phi}^{c_{1},c_{2}} = C_{u,D}^{x,c_{1},c_{2}} (C_{S}^{x,c_{1},c_{2}})^{\dagger}$, which implies that:

$$
\mathcal{R}_{c}(A_{u,D,\phi}^{c_{1},c_{2}}) \subseteq \mathcal{R}_{c}(C_{u,D}^{x,c_{1},c_{2}}).
$$

These two equations immediately imply (5.3.134).
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

Corollary 5.3.4. Left null space of \( C_{u,D,c}^{x,c_1,c_2} \) equals left null space of \( A_{u,D,c}^{x,c_1,c_2} \).

Under the assumption(s) of Theorem 5.3.3 the left null space of \( C_{u,D,c}^{x,c_1,c_2} \) equals the left null space of \( A_{u,D,c}^{x,c_1,c_2} \).

\[
\mathcal{N}(C_{u,D,c}^{x,c_1,c_2}) = \mathcal{N}(A_{u,D,c}^{x,c_1,c_2}).
\]

(5.3.135)

Proof. Applying property FSP1 on page 450 to both sides of (5.3.134) immediately proves the assertion.

For the scenario considered in Chapter 4 we have shown in Section 4.3.6.6 that the system of homogeneous polynomial equations can directly be derived from two facts, viz. on the one hand the property that the left null space of the unknown matrix containing the generalized array response vectors equals the left null space of the known subspace matrix, and on the other hand the trivial property that the left null space of any matrix is orthogonal to the column range of the same matrix. Here, we do the same for deriving the system of homogeneous polyconjugal equations. The first fact is formulated in Eq. (5.3.135) of Corollary 5.3.4, whereas applying the second to the uniquiefied generalized array response matrix yields:

\[
\mathcal{N}(A_{u,D,c}^{x,c_1,c_2}) \perp \mathcal{R}_c(A_{u,D,c}^{x,c_1,c_2}) \quad \overset{(5.3.135)}{\Rightarrow} \quad \mathcal{N}(C_{u,D,c}^{x,c_1,c_2}) \perp \mathcal{R}_c(A_{u,D,c}^{x,c_1,c_2}).
\]

(5.3.136)

Now realizing that the columns of \( A_{u,D,c}^{x,c_1,c_2} \), i.e. the generalized array response vectors, form a basis for \( \mathcal{R}_c(A_{u,D,c}^{x,c_1,c_2}) \), and defining the matrix \( \Phi \) such that its rows form a basis for \( \mathcal{N}(C_{u,D,c}^{x,c_1,c_2}) \), it finally follows that:

\[
\Phi A_{u,D,c}^{x,c_1,c_2} = 0_{l,c_1,c_2}^{S,D,c_2},
\]

which equals the systems in (5.3.70) and (5.3.133). Hence, again from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as that in Section 5.3.4 from (5.3.70) on.

The few steps outlined in the previous paragraph clearly reflect and constitute the essence of our subspace approach to MIBI. Again, it is important to note that this concise derivation of the system of equations is possible by virtue of the fact that we have imposed a fixed order on the set of sensor correlation row vectors by stacking them in the chosen order on top of each other in the subspace matrix, and that we could have given similar concise derivations for the functional and row vector formulations in Sections 5.3.4 and 5.3.5 by also imposing a fixed order on the set of sensor correlation functions and sensor correlation row vectors respectively, and defining and employing appropriate concepts of left null spaces. We leave these insightful derivations to the reader. See also the remarks at the end of Sections 4.3.4 and 4.3.6.6. Finally we remark that the order itself, i.e. the order in which the correlation functions and row vectors are stacked on top of each other in the source and sensor function-valued vectors and matrices respectively, is not important because for a different order a completely equivalent system can be derived and completely equivalent conclusions can be drawn. Obviously, if we would choose a different order, the transformation matrix from \( C_{S,c_1,c_2}^{x,c_1,c_2} \) to \( C_{u,D}^{x,c_1,c_2} \), or equivalently from \( r_{S,c_1,c_2}^{x,c_1,c_2}[n_1,n_2] \) to \( r_{u,D}^{x,c_1,c_2}[n_1,n_2] \), would be different from the one in (5.3.54) in that its columns and/or rows would be ordered differently. Finally we note that everywhere in the whole derivation above, we could have used \( r_{u,D}^{x,c_1,c_2}[n_1,n_2] \) instead of \( C_{u,D}^{x,c_1,c_2} \) because of the bijective mapping defined between them.
5.3.7 Writing the system of equations in matrix-vector notation

We conclude this section by writing the system of equations \( \{ f^{c_1,c_2}_{D,q}(z) = 0 \} \) defined in (5.3.71) can we written as follows:

\[
\begin{align*}
J^{c_1,c_2}_{D,q}(z) & = \sum_{(i_1,i_2) \in I_{c_1,c_2}} \phi^{c_1,c_2}_q(z_{i_1}) c_1(z_{i_2}) c_2 = \bar{\phi}_q z^{c_1,c_2} = \bar{\phi}_q w^{c_1,c_2}(z) \\
\forall z & \in C_D, \quad \forall q \in Q^{c_1,c_2}_{D,S}.
\end{align*}
\]  (5.3.137)

Defining the column vector \( f^{c_1,c_2}_{D,S}(z) \) containing the functions \( \{ f^{c_1,c_2}_{D,q}(z) = 0 \} \) and has the same structure as the columns of \( A^{c_1,c_2}_{u,D} \) belongs to the orthogonal complement of the left null space \( N(A^{c_1,c_2}_{u,D}) \) of \( A^{c_1,c_2}_{u,D} \), can be computed from the known matrix \( C^{c_1,c_2}_{u,D} \) because \( N(A^{c_1,c_2}_{u,D}) \) equals \( N(C^{c_1,c_2}_{u,D}) \). Equivalently, \( z^{c_1,c_2} \) belongs to the range \( R_A(A^{c_1,c_2}_{u,D}) \) of \( A^{c_1,c_2}_{u,D} \).

5.3.8 Using the SVD to find proper coefficients of the polyconjugals

In this section, we generalize the results of Section 4.3.8 of Chapter 4. In the previous chapter and sections we have projected the MIBI problem onto the problem of solving a system of \( D \)-variate 2-homogeneous polyconjugal equations for the columns of the mixing matrix \( A \). We also have remarked that the coefficients of the equations in the system can be considered as known because they can be deduced from the sensor cumulant functions by means of the Singular Value Decomposition (SVD). In this section, the procedure for solving this is explained along the lines of Section 4.3.8 and amounts to performing a subspace decomposition that is similar to that performed by conventional subspace methods. Again, we provide both a functional and a matrix formulation of the SVD in the sequel of this section, both the functional SVD of \( r^{x,c_1,c_2}_{u,D}[n_1,n_2] \) and the equivalent standard matrix SVD of \( C^{x,c_1,c_2}_{u,D} \) are used to obtain a proper set \( \Phi^{c_1,c_2}_{D,S} \) (5.3.68) containing a set of coefficients for each equation in the system, or equivalently the matrix \( \Phi \) (5.3.129) containing a row for each equation. In Section 5.3.6, in particular Sections 5.3.6.4 and 5.3.6.6, we have seen that the rows \( \{ \phi_q \} \) of \( \Phi^{c_1,c_2}_{D,S} \) belong to the conjugate left null space \( (N(A^{c_1,c_2}_{u,D})^\perp \) of \( r^{x,c_1,c_2}_{u,D}[n_1,n_2] \) and \( C^{x,c_1,c_2}_{u,D} \), which can be determined directly from the SVD of \( r^{x,c_1,c_2}_{u,D}[n_1,n_2] \) or \( C^{x,c_1,c_2}_{u,D} \) by choosing and conjugate
transposing the left singular vectors that correspond to zero singular values. Hence, in principle it is sufficient to determine this left null space. However, for the sake of insight and because we will also use another fundamental subspace of \( r^{x,c}_{u,D} [n_1, n_2] \) and \( C^{x,c}_{u,D} \) later on in this chapter (in Section 5.6, where the MIBI problem is projected onto a multi-matrix generalized eigenvalue problem complementary to the current projection onto the system of homogeneous polyconjugal equations), we will discuss the fully fledged SVD here. We start by formulating the functional SVD and then present the standard matrix SVD.

5.3.8.1 Functional SVD of function-valued sensor correlation vector \( r^{x,c}_{u,D} [n_1, n_2] \)

The following theorem presents the functional singular value decomposition\(^1\) of the function-valued vector \( r^{x,c}_{u,D} [n_1, n_2] \) understood to be defined on \( \Omega_{n_1 n_2}^{x,c} \):

**Theorem 5.3.5. SVD of function-valued sensor correlation vector.**

Let \( r^{x,c}_{u,D} [n_1, n_2] \in C^{x,c}_{M_u,D} \) be a (uniquified) function-valued sensor correlation vector with rank \( d^{x,c}_{u,D} \), number of elements \( M_u,D \), cardinality \( N \), and ROS \( \Omega_{n_1 n_2}^{x,c} \) with cardinality \( N \). Then, there exist real-valued positive constants \( \sigma_p \in \mathbb{R} \) for \( 1 \leq p \leq P \), column vectors \( u^p \in C_{M_u,D}^{x,c} \) for \( 1 \leq p \leq M_u,D \), and functions \( v_p[n_1, n_2] \in \mathbb{C}[\Omega_{n_1 n_2}] \) for \( 1 \leq p \leq N \), such that \( r^{x,c}_{u,D} [n_1, n_2] \) can be decomposed as follows:

\[
r^{x,c}_{u,D} [n_1, n_2] = \sum_{p=1}^{P} \sigma_p u^p (v_p[n_1, n_2])^* \quad \forall (n_1, n_2) \in \Omega_{n_1 n_2}^{x,c},
\]

where:

- \( P = \min(M_u,D, N) \);
- \( \langle u^m, u^n \rangle_r = \delta_{mn} \quad \forall 1 \leq m, n \leq M_u,D \);
- \( \langle v_m[n_1, n_2], v_n[n_1, n_2] \rangle_l = \delta_{mn} \quad \forall 1 \leq m, n \leq N \);
- \( \sigma_1 \geq \cdots \geq \sigma_{\min} > 0, \sigma_{\min}^2 + \cdots + \sigma_{\max}^2 = 0 \).

This theorem is the result of the application of Theorem D.2.1 in Section D.2 to the problem studied in this chapter. As is explained there, the column vectors \( u^1, \ldots, u^{M_u,D} \), functions \( v_1[n_1, n_2], \ldots, v_N[n_1, n_2] \), and constants \( \sigma_1, \ldots, \sigma_P \), are called the left singular vectors, right singular functions, and singular values respectively of \( r^{x,c}_{u,D} [n_1, n_2] \). The definitions of the employed inner product functions \( \langle \cdot, \cdot \rangle_r \) and \( \langle \cdot, \cdot \rangle_l \) are given by (D.2.3) and (D.2.4) respectively. For the current scenario these definitions can be given as follows. The first inner product is a function from \( C^{x,c}_{M_u,D} \times C^{x,c}_{M_u,D} \) to \( \mathbb{C} \) and is defined by:

\[
\langle u^m, u^n \rangle_r = \sum_{p=1}^{M_u,D} u^m_p (u^n_p)^* = \sum_{(i_1, i_2) \in I_{x,c}^{c_2}} u^m_{i_1 i_2} (u^n_{i_1 i_2})^* , \quad (5.3.140)
\]

where the ‘v’ in the subscript position indicates that this inner product is of the ‘vector type’ and in the latter expression we have used the notation explained in Section 4.3.7. The second\(^1\) See Section D.2 for the definitions of the functional singular value decomposition, the rank of a function-valued vector, the relevant inner product functions, etc.
inner product is a function from $\mathbb{C}[\Omega^{S_{\nu,\nu}[n_1,n_2]}] \times \mathbb{C}[\Omega^{S_{\nu,\nu}[n_1,n_2]}]$ to $\mathbb{C}$ and is defined by:

$$
(v_m[n_1,n_2], v_n[n_1,n_2])_f \triangleq \sum_{(n_1,n_2) \in \Omega^{S_{\nu,\nu}[n_1,n_2]}} v_m[n_1,n_2] (v_n[n_1,n_2])^*, \quad (5.3.141)
$$

where the ‘$f$’ in the subscript position indicates that this inner product is of the ‘functional type’. The theorem can be proven by using the standard SVD theorem \([72,115]\) described in Section D.1 and the various bijective mappings that we have discussed earlier, i.e. those between functions and row vectors, and function-valued vectors and matrices; see also Fig. 1.11 on page 26.

For convenience and insight the set of vectors and the set of functions in the SVD are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. Since this partitioning is particularly relevant for the subspace techniques used in this chapter and the rest of the thesis, we explain the associated notation in detail. Firstly, we define the set $\mathcal{U}$ containing the left singular vectors $u^1, \ldots, u^{M_{x,c}^{e_{1}e_{2}}}$ of the decomposition as follows:

$$
\mathcal{U} \triangleq \{ u^1, \ldots, u^{M_{x,c}^{e_{1}e_{2}}} \}. 
$$

This set is split into the sets $\mathcal{U}^s$ and $\mathcal{U}^v$, where:

$$
\mathcal{U}^s \triangleq \{ u^1, \ldots, u^{d_{x,c}^{e_{1}e_{2}}+1} \}
$$

contains the left singular vectors corresponding to the non-zero singular values, and:

$$
\mathcal{U}^v \triangleq \{ u^{d_{x,c}^{e_{1}e_{2}}+1}, \ldots, u^{M_{x,c}^{e_{1}e_{2}}} \}
$$

contains the left singular vectors corresponding to the zero singular values. In subspace decomposition terms the sets $\mathcal{U}^s$ and $\mathcal{U}^v$ represent the signal and noise subspaces respectively. Likewise, we define the set $\mathcal{V}$ containing the right singular functions $v_1[n_1,n_2], \ldots, v_N[n_1,n_2]$ of the decomposition as follows:

$$
\mathcal{V} \triangleq \{ v_1[n_1,n_2], \ldots, v_N[n_1,n_2] \}. 
$$

This set is split into the sets $\mathcal{V}_s$ and $\mathcal{V}_v$, where:

$$
\mathcal{V}_s \triangleq \{ v_1[n_1,n_2], \ldots, v_{d_{x,c}^{e_{1}e_{2}}}+1[n_1,n_2] \}
$$

contains the right singular functions corresponding to the non-zero singular values, and:

$$
\mathcal{V}_v \triangleq \{ v_{d_{x,c}^{e_{1}e_{2}}}+1[n_1,n_2], \ldots, v_N[n_1,n_2] \}
$$

contains the right singular functions corresponding to the zero singular values. Now splitting the SVD expression in Theorem 5.3.5 accordingly yields:

$$
\begin{align*}
\mathbf{r}_{u,D}^{x,c_{1}c_{2}}[n_1,n_2] &= \sum_{p=1}^{P} \sigma_p \mathbf{u}^p (v_p[n_1,n_2])^* \\
&= \sum_{p=1}^{d_{x,c}^{e_{1}e_{2}}} \sigma_p \mathbf{u}^p (v_p[n_1,n_2])^* + \sum_{p=d_{x,c}^{e_{1}e_{2}}+1}^{P} \sigma_p \mathbf{u}^p (v_p[n_1,n_2])^* \quad \forall (n_1,n_2) \in \Omega^{S_{\nu,\nu}[n_1,n_2]}, 
\end{align*}
$$

(5.3.142)

where the first summation contains only vectors and functions from $\mathcal{U}^s$ and $\mathcal{V}_s$ respectively, and the second contains only vectors and functions from $\mathcal{U}^v$ and $\mathcal{V}_v$, respectively.
5.3 Formulating MIBI as system of homogeneous polyconjugal equations

Corollary 5.3.6. Reduced SVD of function-valued sensor correlation vector.
Under the assumptions formulated in Theorem 5.3.5, $r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]$ can be written in the following reduced form:

$$r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2] = \sum_{p=1}^{d_{p}^{x,c_{1},c_{2}}} \sigma_p u_p^p (r_p[n_1, n_2])^* \quad \forall (n_1, n_2) \in \Omega_{n_1,n_2}^{x,c_{1},c_{2}}. \quad (5.3.143)$$

Proof. Substituting $\sigma_{d_{p}^{x,c_{1},c_{2}}+1}, \ldots, \sigma_P = 0$ into (5.3.142) directly yields the Corollary. \qed

Using the notation introduced in Section 4.3.7 we can now write each sensor correlation function $r_{i_{1},i_{2}}^{x,c_{1},c_{2}}[n_1, n_2]$ in the following natural ‘functional SVD-form’:

$$r_{i_{1},i_{2}}^{x,c_{1},c_{2}}[n_1, n_2] = \sum_{p=1}^{d_{p}^{x,c_{1},c_{2}}(i_{1},i_{2})} \sigma_p u_{i_{1},i_{2}}^p (u_p[n_1, n_2])^* \quad \forall (i_{1},i_{2}) \in \Omega_{i_{1},i_{2}}^{c_{1},c_{2}}. \quad (5.3.144)$$

Hence, the function $r_{i_{1},i_{2}}^{x,c_{1},c_{2}}[n_1, n_2]$ is a linear combination of the right singular functions $(u_1[n_1, n_2])^*, \ldots, (u_{d_{p}^{x,c_{1},c_{2}}[i_{1},i_{2}]})^*$ with coefficients $\sigma_{1} u_{i_{1},i_{2}}^1, \ldots, \sigma_{d_{p}^{x,c_{1},c_{2}}[i_{1},i_{2}]} u_{i_{1},i_{2}}^{d_{p}^{x,c_{1},c_{2}}[i_{1},i_{2}]}$. Compare this expression with (5.3.4), which is repeated here for convenience:

$$r_{i_{1},i_{2}}^{x,c_{1},c_{2}}[n_1, n_2] = \sum_{j=1}^{S} (a_{i_{1}}^{j})^c (a_{i_{2}}^{j})^c r_{j_{1},j_{2}}^{x,c_{1},c_{2}}[n_1, n_2] \quad \forall (i_{1},i_{2}) \in \Omega_{i_{1},i_{2}}^{c_{1},c_{2}}. \quad (5.3.145)$$

This equation says that each sensor correlation function $r_{i_{1},i_{2}}^{x,c_{1},c_{2}}[n_1, n_2]$ is also a linear combination of the $S$ source auto-correlation functions $r_{1_{1},1_{2}}^{x,c_{1},c_{2}}[n_1, n_2], \ldots, r_{S_{1},S_{2}}^{x,c_{1},c_{2}}[n_1, n_2]$ with coefficients $(a_{i_{1}}^{1})^c (a_{i_{2}}^{1})^c, \ldots, (a_{i_{1}}^{S})^c (a_{i_{2}}^{S})^c$ respectively. The precise relations between the various (fundamental) subspaces can be formulated as follows (see also (D.2.6)-(D.2.9)):

\[
\begin{align*}
\mathcal{L}_c (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) &= \mathcal{R}_c (C_{u,D}^{x,c_{1},c_{2}}) = \mathcal{R}_c (A_{u,D,c}^{x,c_{1},c_{2}}) = \mathcal{L} (U^*) ; \\
\mathcal{L}_r (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) &= \mathcal{L} (V_D) \supseteq \mathcal{R}_r (C_{u,D}^{x,c_{1},c_{2}}) \\
&\subseteq \mathcal{L}_r (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) \equiv \mathcal{R}_r (C_{u,D,c}^{x,c_{1},c_{2}}) ; \\
\mathcal{N}_c (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) &= \mathcal{N}_c (C_{u,D}^{x,c_{1},c_{2}}) \\
\mathcal{N}_r (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) &= \mathcal{N}_r (C_{u,D}^{x,c_{1},c_{2}}) \supseteq \mathcal{N}_r (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) \equiv \mathcal{N}_r (C_{u,D,c}^{x,c_{1},c_{2}}) ; \\
\mathcal{N}_c (r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]) &= \mathcal{N}_c (A_{u,D,c}^{x,c_{1},c_{2}}) = \mathcal{N}_c (A_{u,D,c}^{x,c_{1},c_{2}}) = (\mathcal{L} (U^*))^T,
\end{align*}
\]

where $\mathcal{L}_c (\cdot)$ denotes the linear span of the conjugates of the functions in argument of the function-valued vector. This concludes our discussion on the functional SVD. See Section 5.3.8.3 for explicit expressions of a proper set $\Phi_{D,c}^{x,c_{1},c_{2}} (5.3.67)$ containing sets of coefficients for the polyconjugal equations in our system, or equivalently a proper set of rows $(\Phi_{a})_{a \in \Omega_{D,c}^{x,c_{1},c_{2}}}$ (5.3.128), or a matrix $\Phi$ (5.3.129) representing these coefficients, in terms of the (conjugate of the) left null space of $r_{u,D}^{x,c_{1},c_{2}}[n_1, n_2]$ found by the SVD.
5.3.8.2 Matrix SVD of subspace matrix $C_{u,D}^{x,c_1,c_2}$

In this section, we present the matrix equivalent of Theorem 5.3.5, which is given by the standard Singular Value Decomposition of the subspace matrix $C_{u,D}^{x,c_1,c_2}$. Because the function-valued vector $R_{u,D}^{x,c_1,c_2}[u_1, u_2]$ and the subspace matrix $C_{u,D}^{x,c_1,c_2}$ are related bijectively, their SVD's are related bijectively as well. For details about this relation, we refer the reader to Appendix D. The following theorem presents the SVD of the subspace matrix $C_{u,D}^{x,c_1,c_2}$:

Theorem 5.3.7. SVD of subspace matrix.

Let $C_{u,D}^{x,c_1,c_2} \in \mathbb{C}^{N_{x,c_1,c_2}}$ be a (uniquified sensor correlation) subspace matrix with rank $d_{c_1,c_2,D} = \text{rank}(C_{u,D}^{x,c_1,c_2})$, and with $M_{u,D}^{x,c_1,c_2}$ and $N$ defined as in Theorem 5.3.5. Then, there exist real-valued positive constants $\sigma_p \in \mathbb{R}$ for $1 \leq p \leq P$, column vectors $u^p \in \mathbb{C}^{M_{u,D}^{x,c_1,c_2}}$ for $1 \leq p \leq M_{u,D}^{x,c_1,c_2}$ and row vectors $v_p \in \mathbb{C}^N$ for $1 \leq p \leq N$, such that $C_{u,D}^{x,c_1,c_2}$ can be decomposed as follows:

$$C_{u,D}^{x,c_1,c_2} = \sum_{p=1}^{P} \sigma_p u^p (v_p)^*, \quad \equiv \quad U\Sigma(V)^*,$$

where:

- $P = \min(M_{u,D}^{x,c_1,c_2}, N)$;
- $U \triangleq \begin{bmatrix} u_1^1 & \cdots & u_{M_{u,D}^{x,c_1,c_2}}^1 \\ \vdots & \ddots & \vdots \\ u_1^{M_{u,D}^{x,c_1,c_2}} & \cdots & u_{M_{u,D}^{x,c_1,c_2}}^{M_{u,D}^{x,c_1,c_2}} \end{bmatrix} \in \mathbb{C}^{N_{x,c_1,c_2}}$;
- $(u^m, u^n)_H = \delta_{mn} \quad \forall \ 1 \leq m, n \leq M_{u,D}^{x,c_1,c_2} \quad \equiv \quad U^H U = UU^H = I$;
- $V \triangleq \begin{bmatrix} v_1 \\ \vdots \\ v_N \end{bmatrix} \in \mathbb{C}^{N}$;
- $(v_m, v_n)_H = \delta_{mn} \quad \forall \ 1 \leq m, n \leq N \quad \equiv \quad V^H V = VV^H = I$;
- $\Sigma \triangleq \text{diag}\{\sigma_1, \ldots, \sigma_P\} \in \mathbb{R}^{N_{x,c_1,c_2}}$;
- $\sigma_1 \geq \cdots \geq \sigma_{d_{c_1,c_2,D}} > 0$, $\sigma_{d_{c_1,c_2,D}+1}, \ldots, \sigma_{P} = 0$.

This theorem is the result of the application of Theorem D.1.1 in Section D.1 to the MIBI problem studied in this chapter. As is explained there, the column vectors $u^1, \ldots, u^{M_{x,c_1,c_2}}$, row vectors $v_1, \ldots, v_N$, and constants $\sigma_1, \ldots, \sigma_P$, are called the left singular vectors, right singular vectors, and singular values respectively of $C_{u,D}^{x,c_1,c_2}$. Note that now only vector type inner product functions are used. For a proof we refer the reader to standard textbooks on this topic, e.g. see [72]. The matrices $U$ and $V$ are square and unitary, i.e. $U^H U = I$ and $V^H V = VV^H = I$. Although the matrix $\Sigma$ containing the singular values is not a square matrix, notationally it is written as $\text{diag}\{\sigma_1, \ldots, \sigma_P\}$, and its off-diagonal elements are zero. The singular values $\sigma_1 \geq \cdots \geq \sigma_{d_{c_1,c_2,D}}$ are written along the main diagonal in descending order, and rows or columns of zeros are appended as necessary to obtain the proper dimensions. Note that only the first $d_{c_1,c_2,D}$ singular values are non-zero because $\text{rank}(C_{u,D}^{x,c_1,c_2}) = d_{c_1,c_2,D}$. See Appendix D for details and examples.
Similarly to the functional SVD in Section 5.3.8.1, for convenience and insight the various components of the matrix SVD of $C_{u,D}^{d,c_1,c_2}$ are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. To start with, let $\Sigma_s^u$ represent the square diagonal block of $\Sigma$ that contains these non-zero singular values, i.e. $\Sigma_s^u$ is the upper left block of $\Sigma$ of size $d_{c_1,c_2}^u \times d_{c_1,c_2}^u$. Furthermore, let $\Sigma_{\nu}^u$ represent the (not necessarily square) block of zeros of $\Sigma$ to the right and below $\Sigma_s^u$, i.e. $\Sigma_{\nu}^u$ is the lower right block of $\Sigma$ of size $(M^x_{u,D} - d_{c_1,c_2}^u) \times (N - d_{c_1,c_2}^u)$. Thus, we have:

$$\Sigma_s^u \triangleq \text{diag}\{\sigma_1, \ldots, \sigma_{d_{c_1,c_2}^u}\} \in \mathbb{R}^{d_{c_1,c_2}^u \times d_{c_1,c_2}^u} \quad \text{and} \quad \Sigma_{\nu}^u \triangleq 0_{M^x_{u,D} - d_{c_1,c_2}^u \times N - d_{c_1,c_2}^u}, \quad (5.3.149)$$

and $\Sigma$ can be written as follows:

$$\Sigma = \begin{bmatrix} \Sigma_s^u & 0_{N - d_{c_1,c_2}^u} \\ 0_{d_{c_1,c_2}^u \times N - d_{c_1,c_2}^u} & \Sigma_{\nu}^u \end{bmatrix} = \begin{bmatrix} \Sigma_s^u & 0_{N - d_{c_1,c_2}^u} \\ 0_{M^x_{u,D} - d_{c_1,c_2}^u \times N - d_{c_1,c_2}^u} & \Sigma_{\nu}^u \end{bmatrix} \quad (5.3.150)$$

The matrix $U$ is split into two parts as $U = [U^s \ U^\nu]$. The first part $U^s$ consists of columns that are multiplied by the non-zero singular values in the SVD-expression of $C_{u,D}^{d,c_1,c_2}$, whereas the second part $U^\nu$ consists of columns that are multiplied by the zero singular values. Hence:

$$U^s \triangleq \begin{bmatrix} u^1 \ldots u^{d_{c_1,c_2}^u} \end{bmatrix} \in \mathbb{C}^{d_{c_1,c_2}^u \times d_{c_1,c_2}^u}, \quad (5.3.151)$$

and:

$$U^\nu \triangleq \begin{bmatrix} u^{d_{c_1,c_2}^u + 1} \ldots u^{M^x_{u,D} - d_{c_1,c_2}^u} \end{bmatrix} \in \mathbb{C}^{M^x_{u,D} - d_{c_1,c_2}^u \times d_{c_1,c_2}^u}, \quad (5.3.152)$$

where $u^p$ is the $p$-th column of $U$. In subspace decomposition terms the matrices $U^s$ and $U^\nu$ represent the signal and noise subspaces respectively. Likewise, the matrix $V$ is split as $V = [V_s \ V_{\nu}]$ with:

$$V_s \triangleq \begin{bmatrix} \tilde{v}_1 \\ \vdots \\ \tilde{v}_{d_{c_1,c_2}^u} \end{bmatrix} \in \mathbb{C}^{d_{c_1,c_2}^u \times d_{c_1,c_2}^u} \quad \text{and} \quad V_{\nu} \triangleq \begin{bmatrix} \tilde{v}_{d_{c_1,c_2}^u + 1} \\ \vdots \\ \tilde{v}_N \end{bmatrix} \in \mathbb{C}^{N - d_{c_1,c_2}^u \times d_{c_1,c_2}^u}, \quad (5.3.153)$$

where $\tilde{v}_p$ is the $p$-th row of $V$. Now splitting the SVD expression in Theorem 5.3.7 accordingly yields:

$$C_{u,D}^{d,c_1,c_2} = U\Sigma(V)^* = [U^s \ U^\nu]\begin{bmatrix} \Sigma_s^u & 0_{N - d_{c_1,c_2}^u} \\ 0_{M^x_{u,D} - d_{c_1,c_2}^u \times N - d_{c_1,c_2}^u} & \Sigma_{\nu}^u \end{bmatrix}\left(\begin{bmatrix} (V_s)^* \\ (V_{\nu})^* \end{bmatrix}\right)$$

$$= U^s\Sigma_s^u(V_s)^* + U^\nu\Sigma_{\nu}^u(V_{\nu})^* = \sum_{p=1}^{d_{c_1,c_2}^u} \sigma_p u^p(\tilde{v}_p)^* + \sum_{p=d_{c_1,c_2}^u + 1}^{M^x_{u,D} - d_{c_1,c_2}^u} \sigma_p u^p(\tilde{v}_p)^*, \quad (5.3.154)$$

where the first summation in each of the last two expressions contains only vectors from $U^s$ and $V_s$ respectively, and the second only from $U^\nu$ and $V_{\nu}$ respectively. Note the resemblance of the partitioning described above to (5.3.142), and the partitioning into signal and noise subspaces that is reminiscent of the subspace methods explained in Chapters 3 and 4.
Corollary 5.3.8. Reduced SVD of subspace matrix.
Under the assumptions formulated in Theorem 5.3.7, \( C_{u,D}^{x,c_1c_2} \) can be written in the following reduced form:

\[
C_{u,D}^{x,c_1c_2} = U^s \Sigma^s (V_s)^* = \sum_{p=1}^{d_{p,1}^{x,c_1c_2}} \sigma_p u^p (\tilde{v}_p)^* .
\]

(5.3.155)

Proof. Substituting \( \sigma_{d_{p,1}^{x,c_1c_2+1}}, \ldots, \sigma_{d_{p,1}^{x,c_1c_2}} = 0 \) into (5.3.154) directly yields the Corollary, which is the equivalent of Corollary (4.3.4).

Using the notation introduced in Section 4.3.7 we can now write each sensor correlation row vector \( \tilde{f}_{i_1i_2} \) in the following natural SVD-form:

\[
\tilde{f}_{i_1i_2}^{x,c_1c_2} = \sum_{p=1}^{d_{p,1}^{x,c_1c_2}} \sigma_p u^p_{i_1i_2} (\tilde{v}_p)^* \quad \forall \ (i_1, i_2) \in \mathcal{I}_{c_1c_2} ,
\]

(5.3.156)

which is the row vector equivalent of (6.2.130). Hence, the row vector \( \tilde{f}_{i_1i_2}^{x,c_1c_2} \) is a linear combination of the row vectors \( (\tilde{v}_1)^*, \ldots, (\tilde{v}_{d_{p,1}^{x,c_1c_2}})^* \) with coefficients \( \sigma_1 u_{i_1i_2}^{1}, \ldots, \sigma_{d_{p,1}^{x,c_1c_2}} u_{i_1i_2}^{d_{p,1}^{x,c_1c_2}} \), which is consistent with the results obtained in the previous section. Compare (5.3.156) with (5.3.82), which is repeated here for convenience:

\[
\tilde{f}_{i_1i_2}^{x,c_1c_2} = \sum_{j=1}^{S} \left( (a_j^{1})^{c_1} (a_j^{2})^{c_2} \tilde{f}_{j}^{x,c_1c_2} \right) \quad \forall \ (i_1, i_2) \in \mathcal{I}_{c_1c_2} .
\]

(5.3.157)

This equation states that each sensor correlation row vector \( \tilde{f}_{i_1i_2}^{x,c_1c_2} \) is a linear combination of the \( S \) source auto-correlation row vectors \( \tilde{f}_{i_1i_2}^{x,11}, \ldots, \tilde{f}_{i_1i_2}^{x,s,s} \) with coefficients \( (a_j^{1})^{c_1} (a_j^{2})^{c_2} \), \( \ldots, (a_j^{S})^{c_1} (a_j^{S})^{c_2} \) respectively. Analogously to (4.3.122)-(4.3.125), the precise relationships between the various (fundamental) subspaces can be formulated as follows (see also (5.3.145)-(5.3.148) and (D.1.8)-(D.1.11)):

\[
R_c (C_{u,D}^{x,c_1c_2}) = L_c (r_{u,D}^{x,c_1c_2}[n_1, n_2]) = R_c (A_{u,D}^{x,c_1c_2}) = R_c (U^s) ;
\]

(5.3.158)

\[
R_r (C_{u,D}^{x,c_1c_2}) = R_r ((V_s)^*) = L_r (r_{u,D}^{x,c_1c_2}[n_1, n_2]) ;
\]

(5.3.159)

\[
N_l (C_{u,D}^{x,c_1c_2}) = R_l ((V_s)^T) = N_l (r_{u,D}^{x,c_1c_2}[n_1, n_2]) ;
\]

(5.3.160)

\[
N_l (C_{u,D}^{x,c_1c_2}) = R_l (r_{u,D}^{x,c_1c_2}[n_1, n_2]) = N_l (r_{u,D}^{x,c_1c_2}[n_1, n_2]) = (R_c (U^s))^T .
\]

(5.3.161)

This concludes our discussion on the matrix SVD of \( C_{u,D}^{x,c_1c_2} \). See the next section for explicit expressions of a proper set \( \Phi_{D,S}^{x,c_1c_2} \) (5.3.67) containing sets of coefficients for the polynconjugal equations in our system, or equivalently a proper set of rows \( \{ \tilde{v}_q \}_{q \in \mathbb{Q}_{D,S}} \) (5.3.128), or a matrix \( \Phi \) (5.3.129) representing these coefficients, in terms of the left null space of \( C_{u,D}^{x,c_1c_2} \) found by the SVD.
5.3.8.3 Coefficients of polyconjugals in terms of SVD results

Finally, in this section we show how the coefficients of the equations in the system of homogeneous polyconjugal equations derived earlier can be expressed in terms of the left null space \( \mathcal{N}(r_{n1,n2}^{x,c1,c2}) = \mathcal{N}(C_0^{x,c1,c2} \oplus C_2^{x,c1,c2}) \). From (5.3.130), (5.3.131), (5.3.148) and (5.3.161) it follows directly how a proper set \( \tilde{\Phi}_{D,S}^{c1,c2} \) (5.3.68) of sets of coefficients, or equivalently rows \( \{\tilde{\varphi}_q\}_{q \in \mathbb{Q}^{c1,c2}_{D,S}} \) of the matrix \( \Phi \), can be expressed explicitly in terms of this left null space because these equations state that \( \mathcal{N}(r_{n1,n2}^{x,c1,c2}) = \mathcal{N}(C_0^{x,c1,c2} \oplus C_2^{x,c1,c2}) \) is spanned by the transposed left singular vectors \( u_1^{x,c1,c2}, \ldots, u_{M_{n1,n2}^{x,c1,c2}}^{x,c1,c2} \) that are contained in the set \( \mathcal{U}^\nu \) and the matrix \( U^\nu \). Hence, proper nontrivial vectors \( \tilde{\varphi}_q \) satisfying (5.3.130) are given by:

\[
\tilde{\varphi}_q = (u_{D,1}^{x,c1,c2+q})^H, \quad 1 \leq q \leq Q_{D,S}^{c1,c2},
\]

or by arbitrary linear combinations of these vectors:

\[
\tilde{\varphi}_q = \sum_{j=d_{D,1}^{x,c1,c2}+1}^{M_{n1,n2}^{x,c1,c2}} \alpha_j^q (u_j^H) \quad \forall \alpha_j^q \in \mathbb{C}.
\]

Equivalently, a nontrivial matrix \( \Phi \) satisfying (5.3.131) is given by (see also (5.3.129)):

\[
\Phi = (U^\nu)^H = \begin{bmatrix}
(u_{D,1}^{x,c1,c2+1})^H \\
\vdots \\
(u_{M_{n1,n2}^{x,c1,c2}}^c)^H
\end{bmatrix},
\]

or any other matrix containing arbitrary linear combinations of the rows of \( \Phi \). Note that it can easily be shown that \( \Phi \) given by (5.3.164) satisfies (5.3.126):

\[
\Phi C_0^{x,c1,c2} = (U^\nu)^H C_0^{x,c1,c2} (5.3.155) = (U^\nu)^H U^* \Sigma_s(V_s)^* = 0_{Q_{D,S}^{c1,c2}}^N.
\]

Examples of the computation of \( \Phi \) from the sensor correlation values will be given in Section 5.4.

By realizing that we can set up a one-to-one mapping between the set \( \{\tilde{\varphi}_q\}_{q \in \mathbb{Q}^{c1,c2}_{D,S}} \) of coefficients corresponding to the \( q \)-th equation in the system and the row \( \tilde{\varphi}_q \), we can write the equivalent of (5.3.164) in terms of the set \( \tilde{\Phi}_{D,S}^{c1,c2} \) defined in (5.3.68) by means of two equivalent formulations. Firstly, from (5.3.162) it follows that for \( 1 \leq p \leq M_{n1,n2}^{x,c1,c2} \):

\[
[\tilde{\varphi}_q]^p = \varphi_q^{(c1,c2)} \equiv (u_{D,1}^{x,c1,c2+q})^H = (u_p^{x,c1,c2+q})^*,
\]

which yields:

\[
\tilde{\Phi}_{D,S}^{c1,c2} \equiv \left\{ \left\{ \varphi_q^{(c1,c2)} \right\}_{q \in \mathbb{Q}^{c1,c2}_{D,S}} \right\} = \left\{ \left\{ (u_p^{x,c1,c2+q})^* \right\}_{1 \leq p \leq M_{n1,n2}^{x,c1,c2}} \right\}_{q \in \mathbb{Q}^{c1,c2}_{D,S}} = \left\{ \left\{ (u_1^{x,c1,c2+1})^*, \ldots, (u_{M_{n1,n2}^{x,c1,c2}}^{x,c1,c2+1})^* \right\}, \ldots, \left\{ (u_1^{x,c1,c2+Q_{D,S}^{c1,c2}})^*, \ldots, (u_{M_{n1,n2}^{x,c1,c2}}^{x,c1,c2+Q_{D,S}^{c1,c2}})^* \right\} \right\}.
\]
Secondly, using the mapping between the integer \( p \) and index tuple \((i_1, i_2)_p\) (5.3.99) it also follows for \( 1 \leq p \leq M_{x,D}^{c_1,c_2} \) that:

\[
[\hat{\varphi}_q]^p = \varphi_{(i_1,i_2)_p} = \left( (u_{D}^{c_1,c_2+q})^* \right)^p = \left( u_{(i_1,i_2)_p}^{c_1,c_2+q} \right)^*,
\]

which yields:

\[
\Phi_{D,S}^{c_1,c_2} = \left\{ \left( \varphi_{q}^{i_1,i_2} \right)_{i_1,i_2 \in I_{x,D}^{c_1,c_2}} \right\}_{q \in Q_{D,S}^{c_1,c_2}} = \left\{ \left\{ \left( u_{(i_1,i_2)_p}^{c_1,c_2+q} \right)^* \right\}_{1 \leq p \leq M_{x,D}^{c_1,c_2}} \right\}_{q \in Q_{D,S}^{c_1,c_2}} = \left\{ \left( \left( u_{(i_1,i_2)_1}^{c_1,c_2+q} \right)^*, \ldots, \left( u_{(i_1,i_2)_M_{x,D}^{c_1,c_2}}^{c_1,c_2+q} \right)^* \right) \right\} \right.,
\]

This concludes our derivation of the coefficients of the polyconjugals in the system; see also the fourth step of Alg. 5.2 below.

**Algorithm 5.2** High-level algorithm for \( D \times S \) MIBI exploiting Second Order Temporal Structure with arbitrary conjugation pairs \((c_1, c_2)\).

1: Compute/estimate sensor correlation functions in set \( k_{u,D}^{c_1,c_2} = \left\{ r_{x,c_1,c_2}^{i_1,i_2} |_{(i_1,i_2) \in I_{x,D}^{c_1,c_2}} \right\} \) for time index tuples \((i_1,i_2)\) in Noise-Free ROS \( \Omega_{R}^{c_1,c_2} \);

2: Arrange these values in uniquiefied subspace matrix \( C_{u,D}^{c_1,c_2} \);

3: Compute Singular Value Decomposition (SVD) of \( C_{u,D}^{c_1,c_2} \) and split result into signal and null/noise subspace parts as follows:

\[
C_{u,D}^{c_1,c_2} = U \Sigma(V)^* = U^* \Sigma^*_s(V_s)^* + U^* \Sigma^*_n(V_n)^*;
\]

4: Compute matrix \( \Phi \) whose rows span complex conjugate left null space \( N_1(C_{u,D}^{c_1,c_2})^\perp \) of \( C_{u,D}^{c_1,c_2} \):

\[
\Phi \triangleq (U^\nu)^H;
\]

5: With each row \( \tilde{\varphi}_q \) of \( \Phi \) with \( q \in Q_{D,S}^{c_1,c_2} \) associate a \( D \)-varyate polyconjugal that is homogeneous of degree two with conjugation pair \((c_1, c_2)\):

\[
f_{D,q}^{c_1,c_2}(x) \triangleq \sum_{(i_1,i_2) \in I_{x,D}^{c_1,c_2}} \varphi_{q}^{i_1,i_2}(z_{i_1})^{c_1}(z_{i_2})^{c_2} = \tilde{\varphi}_q \tilde{z}_{u,D}^{c_1,c_2} = \tilde{\varphi}_q \tilde{w}_{u,D}^{c_1,c_2}(x);
\]

6: The following system remains to be solved for the columns of the mixing matrix:

\[
\{ f_{D,q}^{c_1,c_2}(x) \equiv \Psi_{D,S}^{c_1,c_2} = \Phi \tilde{z}_{u,D}^{c_1,c_2} = \Phi \tilde{w}_{u,D}^{c_1,c_2}(x) = 0_{q_{D,S}^{c_1,c_2}} \}.
\]
5.4 Algebraic and geometric structure

Note that the Singular Value Decomposition confirms once more that the number of linearly independent equations in our system is given by \((5.3.67), (5.3.95), \) and \((5.3.127)\). This follows directly by considering the dimension of the left null space \(N_l(C_{u,D,S}^{c_1,c_2})\) of \(C_{u,D}^{c_1,c_2}\). See also \((5.3.163)\) for example. Since the singular vectors \(u_{D,S}^{c_1,c_2+1}, \ldots, u_{D,S}^{c_1,c_2}\) correspond to the zero singular values, in subspace terminology we call them noise subspace vectors or 'zero subspace vectors'. Also note from the results above the notational consistency that the transpose operation effectively turns a superscript index into a subscript index, and vice versa. Finally, note that in practice only an approximate estimated version \(C_{u,D}^{c_1,c_2}\) of \(C_{u,D,S}^{c_1,c_2}\) is available. In this case, the singular values are divided into two sets, one with the \(d_{D,S}^{c_1,c_2}\) largest ones, and the other with the remaining \(M_{u,D}^{c_1,c_2} - d_{D,S}^{c_1,c_2}\) smallest ones. This implies that in the statements made above \(\sigma_1 \geq \cdots \geq \sigma_{d_{D,S}^{c_1,c_2}} > 0, \sigma_{d_{D,S}^{c_1,c_2}+1}, \ldots, \sigma_P = 0\) has to be replaced with \(\sigma_1 \geq \cdots \geq \sigma_{d_{D,S}^{c_1,c_2}} > 0, \sigma_{d_{D,S}^{c_1,c_2}+1}, \ldots, \sigma_P \approx 0\). This stage completes the derivation of the system of equations. The algorithmic part of the method is summarized in Alg. 5.2 on the facing page, which is a generalization of Alg. 4.3. The last step of the algorithm will be discussed in later sections.

5.4 Algebraic and geometric structure

The purpose of this section is to provide insight into the algebraic and geometric structure of the problem induced by the system \(\{f_{D,q}^{c_1,c_2}(z) = 0\}\) \(q \in \mathbb{Q}_{D,S}^{c_1,c_2}\) in \((5.3.73)\). As we have shown in Sections 5.3.4.3 and 5.3.7, the type of function we are considering is defined by \((5.3.71)\) and \((5.3.137)\). For convenience, we write the function definition in its most elaborate form as:

\[
f_{D,q}^{c_1,c_2}(z_1, \ldots, z_D) \triangleq \sum_{(i_1,i_2) \in \mathbb{Z}_{D,S}^{c_1,c_2}} \varphi_{q,i_1}^{c_1}(z_{i_1})^{c_1}(z_{i_2})^{c_2} \quad \forall \; z_1, \ldots, z_D \in \mathbb{C}, \quad \forall \; q \in \mathbb{Q}_{D,S}^{c_1,c_2}.
\]

\((5.4.1)\)

By definition, the set of values of the tuple \((z_1, \ldots, z_D)\) for which \(f_{D,q}^{c_1,c_2}(z_1, \ldots, z_D) = 0\) is the zero contour level of \(f_{D,q}^{c_1,c_2}(z_1, \ldots, z_D)\). Hence, geometrically, finding the different solutions of the system \(\{f_{D,q}^{c_1,c_2}(z) = 0\}\) is equivalent to finding the intersections between the zero contour levels of the functions \(\{f_{D,q}^{c_1,c_2}(z)\}\) \(q \in \mathbb{Q}_{D,S}^{c_1,c_2}\). In Section 5.3.4.4 we have seen that the function \(f_{D,q}^{c_1,c_2}(z)\) defined in \((5.4.1)\) is a \(D\)-variate homogeneous polyconjugal of degree two with conjugation pair \((c_1, c_2)\), which possesses the important homogeneity property formulated in \((5.3.74)\). This latter property implies that if \(v \in \mathbb{C}_D\) is a solution of the system \(\{f_{D,q}^{c_1,c_2}(z) = 0\}\) \(q \in \mathbb{Q}_{D,S}^{c_1,c_2}\), then so is \(\eta v\) for all \(\eta \in \mathbb{C}\); see \((5.3.75)\). Therefore, only solution vectors can be distinguished that are different according to the following equivalence relation \(\sim\) defined on all vectors that belong to \(\mathbb{C}_D\):

\[
z \sim z' \iff \exists \; \eta \in \mathbb{C}, \eta \neq 0 : z = \eta z'.
\]

\((5.4.2)\)

Hence, vectors that have the same or opposite directions and different lengths are considered to be equivalent according to this relation, and all other vectors are different. This is a logical result of the scaling indeterminacy discussed in Section 2.4. Now, from Definition 4.4.1 it is clear that the zero contour level of each function \(f_{D,q}^{c_1,c_2}(z_1, \ldots, z_D)\) defines a cone in the \(D\)-dimensional Euclidian space \(\mathbb{C}_D\). Thus:
Geometrically, solving the system \( \{ f_{D,q}^{c_1,c_2}(z) = 0 \} \) \( q \in \mathbb{Q}_{D,q}^{c_1,c_2} \) is equivalent to finding the one-dimensional intersections between \( \mathbb{Q}_{D,q}^{c_1,c_2} \) cones in a \( D \)-dimensional Euclidian space that represent the zero contour levels of the functions \( \{ f_{D,q}^{c_1,c_2}(z) \} \) \( q \in \mathbb{Q}_{D,q}^{c_1,c_2} \).

Ideally, each intersection between the cones is a one-dimensional linear subspace that corresponds to a column of the mixing matrix. Our purpose in solving (5.3.73) is to find all non-zero solutions \( z^1, \ldots, z^2 \) that are different according to relation (5.4.2).

Now we are in a position to discuss several examples that will elucidate the theory that has been presented so far in this chapter. The examples focus on highlighting algebraic and geometric structure. The actual estimation of the mixing matrix columns and, if applicable, the separated signals will be presented in Section 5.5. For convenience, and without loss of generality, all involved array response vectors have unit Euclidian norm. Furthermore, for ease of visualization we only consider real-valued systems and signals. Therefore, the conjugation pair \((c_1, c_2)\) is irrelevant and will be omitted from the notation or replaced by the number 2 representing the employed statistical order. See Section 7.1.4.1 for an example with a complex-valued scenario employing conjugation pair \((c_1, c_2) = (o, \ast)\).

### 5.4.1 Real-valued scenarios with three sensors, stationary AR(1) source signals, and additive white noise

In this section we examine and perform the various steps of Alg. 5.2 on page 268 for two real-valued MIBI examples with signal scenarios and Regions Of Support as described in Section 5.2.2. Among other things, this means that we assume stationary AR(1) source signals and additive white noise. The first example deals with the \(3 \times 3\) and the second with the \(3 \times 4\) mixing case, i.e. both examples employ three sensors but one of them deals with three and the other with four sources. Substituting \(D = 3, l = 2, c_1 = c_2 = o\) into (5.3.73) and (5.4.1) respectively it follows that the system of equations is given by:

\[
\left\{ f_{3,q}^{2}(z_1, z_2, z_3) = 0 \right\} \quad q \in \mathbb{Q}_{3,q}^{2}
\]

and that its functions take the following quadratic form:

\[
f_{3,q}^{2}(z_1, z_2, z_3) = \sum_{(i_1, i_2) \in \mathbb{Z}_3^2} \varphi_{q,i_1}^{i_2} z_{i_1} z_{i_2} = \varphi_{q}^{11} z_{1} z_{1} + \varphi_{q}^{12} z_{1} z_{2} + \varphi_{q}^{13} z_{1} z_{3} + \varphi_{q}^{22} z_{2} z_{2} + \varphi_{q}^{23} z_{2} z_{3} + \varphi_{q}^{33} z_{3} z_{3} \quad \forall z_1, z_2, z_3 \in \mathbb{C}, \quad \forall q \in \mathbb{Q}_{3,q}^{2}.
\]

The set \( \mathbb{Q}_{3,q}^{2} \) is defined by (5.3.66) and contains the integers \(1, \ldots, Q_{3,q}^{2}\), where the number \( Q_{3,q}^{2} \) is given by (5.3.67), (5.3.95), and/or (5.3.127). For real-valued scenarios with \(D\) sensors the number \( M_{a,D}^{s,\varnothing} \equiv M_{a,D}^{s,\varnothing,\ast} \) of unique rows of the subspace matrix \( A_{D,S}^{s,\varnothing} \equiv A_{D,S}^{s,\varnothing,\ast} \) which equals the number \( M_{2,D}^{s,\varnothing} \equiv M_{2,D}^{s,\varnothing,\ast} \) of unique rows of the second order Khatri-Rao product \( A_{D,\varnothing}^{s,\varnothing} \equiv A_{D,\varnothing}^{s,\varnothing,\ast} \) is given by (5.3.14) and (5.3.38) as \( \frac{1}{2} D (D + 1) \). The corresponding index set \( T_{a,D}^{s,\varnothing} \equiv T_{a,D}^{s,\varnothing,\ast} \) is given in (5.3.13). See the example just below (5.3.14) for the case with \(D = 3\). In the \(3 \times 3\) and \(3 \times 4\) MIBI examples that will be presented shortly the employed
mixing matrices have full rank $D$, i.e. $\text{rank}(A) = D = 3$, while their corresponding Khatri-Rao products have full rank $S$. Hence, according to (5.3.123) the signal subspace dimension $d_{s}^{p,2} = d_{s}^{p,co} = \text{rank}(C_{u,3}^{s,2}) = \text{rank}(A_{u,3}^{2,o})$ also equals $S$. Substituting those results into (5.3.67), (5.3.95), or (5.3.127), it follows that the number of linearly independent equations in (5.4.3) equals:

$$Q_{3,S}^{2} = \frac{1}{2} \cdot 3 \cdot (3 + 1) - d_{s}^{2} = 6 - d_{s}^{2} = 6 - \text{rank}(A_{u,3}^{2,o}) = 6 - S,$$

i.e. $Q_{3,S}^{2} = \{1, \ldots, 6 - S\}$. Using (5.3.139) the system in (5.4.3) can be written as follows:

$$f_{u,3}^{2}(z) = \Phi z_{u,3}^{2} = \Phi w_{u,3}^{2}(z) = 0 \Phi_{u,3},$$

where $z_{u,3}^{2} = z_{u,3}^{co}$ and $w_{u,3}^{2}(z) = w_{u,3}^{co}(z)$ are given by (5.3.34), and $\Phi$ is a $Q_{3,S}^{2} \times 6$ matrix. In the following sections we will demonstrate that (5.4.3) as derived according to Alg. 5.2 can determine up to four mixing matrix columns. In Section 5.4.1.1 we first analyze the example with three sources followed in Section 5.4.1.2 by the example with four sources. We use the values $\rho_{1} = 0.9$, $\rho_{2} = -0.8$, $\rho_{3} = 0.6$, and $\rho_{4} = -0.4$ for the AR(1) regression coefficients.

### 5.4.1.1 Three sensors, three sources, and additive white noise

In this section we first analyze and consider the (results of the) various steps of Alg. 5.2 for the scenario with $D = S = 3$ for a subspace matrix that is known exactly. Then, we give a similar analysis for a subspace matrix that is estimated from simulated sensor data.

#### Ideal subspace matrix

Let the full rank mixing matrix be given by:

$$A = \begin{bmatrix} 1 & 1 & 1 \\ \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & -1 \\ \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & -1 \end{bmatrix} \approx \begin{bmatrix} 0.5774 & 0.4082 & 0.8083 \\ 0.5774 & -0.8165 & -0.1155 \\ 0.5774 & -0.4082 & -0.5774 \end{bmatrix}$$

then the uniquiefied second order Khatri-Rao product of $A$ can now be computed by substituting this matrix into (5.3.55) while using $D = S = 3$ and $c_{1} = c_{2} = 0$:

$$A_{u,3}^{2,o} = \begin{bmatrix} a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \end{bmatrix}.$$  

The ideal value of the uniquiefied subspace matrix $C_{u,3}^{s,2}$ can be computed by means of (5.3.113) as follows:

$$C_{u,3}^{s,2} \triangleq \begin{bmatrix} r_{11}^{1} & r_{12}^{1} & r_{13}^{1} \\ r_{21}^{1} & r_{22}^{1} & r_{23}^{1} \\ r_{31}^{1} & r_{32}^{1} & r_{33}^{1} \end{bmatrix} = \begin{bmatrix} a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \end{bmatrix} \begin{bmatrix} a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \\ a_{1}^{3}a_{1}^{3} & a_{2}^{3}a_{2}^{3} & a_{3}^{3}a_{3}^{3} \end{bmatrix} = \begin{bmatrix} r_{11}^{1} & r_{12}^{1} & r_{13}^{1} \\ r_{21}^{1} & r_{22}^{1} & r_{23}^{1} \\ r_{31}^{1} & r_{32}^{1} & r_{33}^{1} \end{bmatrix},$$

where the source auto-correlation matrix $C_{3}^{s,2}$ consists of the upper-left block of size $3 \times 3$ of $C_{u,3}^{s,2}$ defined in (5.2.16) with $\rho_{1} = 0.9$, $\rho_{2} = -0.8$, $\rho_{3} = 0.6$. Using this matrix in Alg. 5.2
the system to be solved follows from the last step of the algorithm. Computing the ranks of $\mathbf{A}$ and $\mathbf{A}_{0,3,0}^2$ shows that both ranks equal $D = S = 3$. Hence, according to (5.4.5) the number of linearly independent equations equals $3$, i.e. $Q_{3,3}^2 = \{1, 2, 3\}$. Thus, the system contains three equations $f_{3,1}^2(z_1, z_2, z_3) = 0$, $f_{3,2}^2(z_1, z_2, z_3) = 0$, and $f_{3,3}^2(z_1, z_2, z_3) = 0$ with functions of the form specified by (5.4.4). Using (5.4.6) this system can be written as:

$$f_{3,3}^2(z) = \Phi \mathbf{a}_{3,3} = \Phi \mathbf{w}_{3,3}^2(z) = 0_3, \quad (5.4.10)$$

where now $\Phi$ is a $3 \times 6$ matrix. In elaborate form this reads:

$$\begin{pmatrix}
    f_{3,1}^2(z_1, z_2, z_3) \\
    f_{3,2}^2(z_1, z_2, z_3) \\
    f_{3,3}^2(z_1, z_2, z_3)
\end{pmatrix} \equiv \begin{pmatrix}
    \varphi_{11}^2 & \varphi_{12}^2 & \varphi_{13}^2 & \varphi_{14}^2 & \varphi_{15}^2 & \varphi_{16}^2 \\
    \varphi_{21}^2 & \varphi_{22}^2 & \varphi_{23}^2 & \varphi_{24}^2 & \varphi_{25}^2 & \varphi_{26}^2 \\
    \varphi_{31}^2 & \varphi_{32}^2 & \varphi_{33}^2 & \varphi_{34}^2 & \varphi_{35}^2 & \varphi_{36}^2
\end{pmatrix} \begin{pmatrix}
    z_1 z_1 \\
    z_1 z_2 \\
    z_1 z_3 \\
    z_2 z_2 \\
    z_2 z_3 \\
    z_3 z_3
\end{pmatrix} = \begin{pmatrix}
    0 \\
    0 \\
    0
\end{pmatrix}. \quad (5.4.11)$$

From steps 3 and 4 of Alg. 5.2 it follows that a valid matrix $\Phi$ is given by:

$$\Phi = \begin{pmatrix}
    -0.5070 & 0.8397 & -0.6959 & 0.2931 & 0.2480 & -0.1777 \\
    0.0869 & 0.1324 & 0.2523 & 0.6438 & -1.0296 & -0.0859 \\
    0.4602 & 0.1044 & 0.0106 & 0.0227 & 0.2663 & -0.8641
\end{pmatrix}.$$

The zero contour levels of $f_{3,1}^2(z_1, z_2, z_3)$, $f_{3,2}^2(z_1, z_2, z_3)$ and $f_{3,3}^2(z_1, z_2, z_3)$ are shown in Fig. 5.5 in different colors/grey shades. Each zero contour level is a two-dimensional quadratic cone in three-dimensional space. In general, the zero contour level of any homogeneous polynomial equation of degree two defines a so-called *quadratic or quadric hypersurface* [8,59]. In this particular case, due to the nature of our problem the quadric hypersurface is an *elliptic cone*. All cones in Fig. 5.5 have been plotted in such a way that no points have a distance larger than one from the origin. Hence, the edges at the two openings of each cone are intersections between the involved cone and the unit sphere. Note that each cone, and thus also its intersection with the unit sphere, consists of two parts that are point-symmetric with respect to the origin. In general, if a quadric cone is intersected with a plane, the intersection defines an ellipse. In the current situation, where each cone is intersected with the unit sphere, the intersection defines a pair of curves that are a kind of ‘ellipses on the sphere’, opposite to each other. In the sequel, we will refer to those ‘ellipses on the sphere’ as ‘spherical ellipses’. The black arrows in Fig. 5.5 represent the ideal columns of the mixing matrix multiplied by 1.5, whereas the grey arrows are the opposites of the black arrows. The solid dots indicate the intersections of the columns of the mixing matrix with the unit sphere. It can be seen that the arrows representing the (opposites of the) columns of $\mathbf{A}$ are exactly in the directions of the lines describing the one-dimensional intersections between the three cones. Hence, the columns are determined uniquely by the intersections induced by the system of equations. To achieve a better visualization, instead of plotting the complete cones defined by the zero contour levels of the functions in the system, in Fig. 5.6 we have depicted only the spherical ellipses defined by the intersections of the cones with the unit sphere. Each pair of spherical ellipses is plotted in a different color/grey shade, while two opposite spherical ellipses in each pair have the same color/grey shade. It can be seen that the arrows representing the columns of $\mathbf{A}$, which now have unit length, point exactly to the points where three spherical ellipses intersect. Again, this implies that the directions of the lines describing the one-dimensional intersections between the three cones correspond to the mixing matrix columns.
Figure 5.5: Zero contour level cones of $f_{3,1}^2(z_1, z_2, z_3)$, $f_{3,2}^2(z_1, z_2, z_3)$ and $f_{3,3}^2(z_1, z_2, z_3)$ for $3 \times 3$ AR(1) example with ideal subspace matrix.

Figure 5.6: Zero contour spherical ellipses of $f_{3,1}^2(z_1, z_2, z_3)$, $f_{3,2}^2(z_1, z_2, z_3)$ and $f_{3,3}^2(z_1, z_2, z_3)$ for $3 \times 3$ AR(1) example with ideal subspace matrix.
Employing subspace matrix estimated from simulated sensor data

Now, similarly to e.g. Sections 4.4.2.2 and 4.4.3.2 we compute and plot the contour levels for a subspace matrix estimated from computer generated sensor signals. The three source signals $s_1[n]$, $s_2[n]$ and $s_3[n]$ are unit variance Gaussian signals consisting of $N_s = 20000$ time samples. To this end the sequences $w_1[n]$, $w_2[n]$ and $w_3[n]$ in model (5.2.13) are generated independently of each other as i.i.d. Gaussian random variables with variances chosen in such a way that the source signals have unit variance. As above, the AR(1) regression coefficients of the three source signals are given by $\rho_1 = 0.9$, $\rho_2 = -0.8$ and $\rho_3 = 0.6$. The sensor signals $x_1[n]$, $x_2[n]$ and $x_3[n]$ are computed according to (5.1.1)/(5.1.2), where $A$ is given by (5.4.7) and the noise signals $\nu_1[n]$, $\nu_2[n]$ and $\nu_3[n]$ are mutually statistically independent white Gaussian noise sequences with variance 0.1. For a specific realization, Fig. 5.7 shows 200 samples of the source signals at the left side and their noisy mixtures at the right side. Using formula (4.4.18) with $k = 1, 2, 3$ for estimating the subspace matrix from the sensor signals gives an estimate $\hat{C}^{x_1, x_2, x_3}_{u_1, u_2, u_3}$ of $C^{x_1, x_2, x_3}_{u_1, u_2, u_3}$ that can be used in Alg. 5.2 on page 268 from step 2.

Figure 5.7: Stationary Gaussian AR(1) source signals (left) and their noise-contaminated mixtures (right) for $3 \times 3$ example.
5.4 Algebraic and geometric structure

\[ \Phi = \begin{bmatrix} -0.5726 & 0.8072 & -0.7013 & 0.2897 & 0.1776 & -0.0273 \\ 0.3451 & 0.2153 & -0.1691 & -0.0539 & 0.4950 & -0.8474 \\ -0.1772 & -0.1546 & -0.1898 & -0.6379 & 0.9684 & 0.2506 \end{bmatrix} . \]

Note that the rows of \( \hat{\Phi} \) are not necessarily estimates of the rows of \( \Phi \). The only requirement is that the subspace spanned by the rows of \( \hat{\Phi} \) approximates the subspace spanned by the rows of \( \Phi \) because this implies that the left null space of the estimated subspace matrix approximates the left null space of the ideal subspace matrix. This can easily shown to be the case by computing and comparing the reduced row echelon forms of \( \hat{\Phi} \) and \( \Phi \). Similarly to the ideal case, the spherical ellipses defined by the intersections of the zero contour level cones of the estimated functions \( \hat{f}_{3,1}^2(z_1, z_2, z_3) \), \( \hat{f}_{3,2}^2(z_1, z_2, z_3) \) and \( \hat{f}_{3,3}^2(z_1, z_2, z_3) \) on the one hand, and the unit sphere on the other hand, are shown in Fig. 5.8 in different colors/grey shades (compare this figure with Fig. 5.6). Although the three estimated spherical ellipses now do not intersect each other exactly at the true source array response vectors indicated by the black and grey arrows, they do so approximately. Hence, the columns of \( A \) are determined uniquely and approximately by the intersections induced by the system of equations. In Sections 5.5 and 5.6 we will present methods for solving the system \( \{ \hat{f}_{3,1}^2(z_1, z_2, z_3) = 0, \hat{f}_{3,2}^2(z_1, z_2, z_3) = 0, \hat{f}_{3,3}^2(z_1, z_2, z_3) = 0 \} \).
5.4.1.2 Three sensors, four sources, and additive white noise

Similarly to the previous section, here we first analyze and consider the (results of the) various steps of Alg. 5.2 for the scenario with \( D = 3 \) and \( S = 4 \) for a subspace matrix that is known exactly. Then, we give a similar analysis for a subspace matrix that is estimated from simulated sensor data.

**Ideal subspace matrix**

We use the following full rank mixing matrix that is obtained by appending one column to the matrix in (5.4.7):

\[
A = \begin{bmatrix}
\frac{1}{\sqrt{3}} & 1 & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} & 1 & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & -1 \\
1 & \frac{1}{\sqrt{3}} & -1 & \frac{1}{\sqrt{3}} & 1 & -1 & -1 & -1 & 3 \\
\end{bmatrix}
\]

\[
\approx \begin{bmatrix}
0.5774 & 0.4082 & 0.8083 & -0.1690 \\
0.5774 & -0.8165 & 0.1155 & -0.5071 \\
0.5774 & -0.4082 & -0.5774 & 0.8452 \\
\end{bmatrix}
\]

The uniquiefied second order Khatri-Rao product of \( A \) now takes the following form:

\[
A_{u,3,o}^2 = \begin{bmatrix}
a_1^2 & a_1^3 & a_1^4 & a_1^5 & a_2^2 & a_2^3 & a_2^4 & a_2^5 & a_3^2 & a_3^3 & a_3^4 & a_3^5 \\
a_1^2 & a_1^3 & a_1^4 & a_1^5 & a_2^2 & a_2^3 & a_2^4 & a_2^5 & a_3^2 & a_3^3 & a_3^4 & a_3^5 \\
a_1^2 & a_1^3 & a_1^4 & a_1^5 & a_2^2 & a_2^3 & a_2^4 & a_2^5 & a_3^2 & a_3^3 & a_3^4 & a_3^5 \\
a_1^2 & a_1^3 & a_1^4 & a_1^5 & a_2^2 & a_2^3 & a_2^4 & a_2^5 & a_3^2 & a_3^3 & a_3^4 & a_3^5 \\
\end{bmatrix}
\]

i.e. also one column is appended to the Khatri-Rao product (5.4.8). Again, the ideal value of the uniquiefied subspace matrix \( C_{u,3,o}^2 \) is computed by means of (5.3.113) using \( A_{u,3,o}^2 \) from (5.4.13) and \( C_{u,4}^2 \) from (5.2.16) with \( \rho_1 = 0.9 \), \( \rho_2 = -0.8 \), \( \rho_3 = 0.6 \), and \( \rho_4 = -0.4 \). Using this matrix in Alg. 5.2 the system to be solved follows from the last step of the algorithm. Computing the rank of \( A_{u,3,o}^2 \) in (5.4.13) for the values in (5.4.12) shows that rank\( (A_{u,3,o}^2) = S = 4 \). Substituting this into (5.4.5) it follows that the number of linearly independent equations equals 2, i.e. \( Q_{u,4}^2 = \{1, 2\} \). Thus, the system now contains the two equations \( f_{u,1}^2(z_1, z_2, z_3) = 0 \) and \( f_{u,2}^2(z_1, z_2, z_3) = 0 \), where again the form of the functions is specified by (5.4.4). Using (5.4.6), similarly to (5.4.10) the system can be written as:

\[
f_{u,1}^2(z) = \Phi a_{u,3}^2 = \Phi w_{u,3}^2(z) = 0_2,
\]

where now \( \Phi \) is a \( 2 \times 6 \) matrix. Similarly to (5.4.11), the elaborate form of (5.4.14) becomes:

\[
\begin{bmatrix} f_{u,1}^2(z_1, z_2, z_3) \\ f_{u,2}^2(z_1, z_2, z_3) \end{bmatrix} \equiv \begin{bmatrix} \varphi_{11}^{11} & \varphi_{11}^{12} & \varphi_{11}^{13} & \varphi_{12}^{11} & \varphi_{12}^{12} & \varphi_{12}^{13} & \varphi_{13}^{11} & \varphi_{13}^{12} & \varphi_{13}^{13} \\ \varphi_{21}^{11} & \varphi_{21}^{12} & \varphi_{21}^{13} & \varphi_{22}^{11} & \varphi_{22}^{12} & \varphi_{22}^{13} & \varphi_{23}^{11} & \varphi_{23}^{12} & \varphi_{23}^{13} \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\]

The zero contour level cones of \( f_{u,1}^2(z_1, z_2, z_3) \) and \( f_{u,2}^2(z_1, z_2, z_3) \), and the corresponding spherical ellipses, are shown in Figures 5.9 and 5.10 respectively in different colors/shades. Again, the arrows representing the columns of \( A \) are exactly in the directions of the lines describing the one-dimensional intersections between the two cones. Hence, the columns are determined uniquely by the intersections induced by the system of equations.
Figure 5.9: Zero contour level cones of $f_{2,1}^3(z_1, z_2, z_3)$ and $f_{3,2}^3(z_1, z_2, z_3)$ for $3 \times 4$ AR(1) example with ideal subspace matrix.

Figure 5.10: Zero contour spherical ellipses of $f_{2,1}^3(z_1, z_2, z_3)$ and $f_{3,2}^3(z_1, z_2, z_3)$ for $3 \times 4$ AR(1) example with ideal subspace matrix.
Employing subspace matrix estimated from simulated sensor data

As in Section 5.4.1.1 we now compute and plot the contour levels in case the subspace matrix estimated from computer generated sensor signals. The four source signals $s_1[n], s_2[n], s_3[n]$ and $s_4[n]$ are unit variance Gaussian signals consisting of $N_s = 20000$ time samples. The AR(1) regression coefficients of the source signals are given by $\rho_1 = 0.9$, $\rho_2 = -0.8$, $\rho_3 = 0.6$, and $\rho_4 = -0.4$. The sensor signals $x_1[n], x_2[n]$ and $x_3[n]$ are computed according to (5.1.1)/(5.1.2), where $A$ is now given by (5.4.12) and again the noise signals $\nu_1[n], \nu_2[n]$ and $\nu_3[n]$ are mutually statistically independent white Gaussian noise sequences with variance 0.1. For a specific realization, Fig. 5.11 shows 200 samples of the source signals at the left.

![Source signals](image1)

![Sensor signals](image2)

**Figure 5.11:** Stationary Gaussian AR(1) source signals (left) and their noise-contaminated mixtures (right) for $3 \times 4$ example.
5.4 Algebraic and geometric structure

Figure 5.12: Zero contour spherical ellipses of \( \hat{f}^2_{3,1}(z_1, z_2, z_3) \) and \( \hat{f}^2_{3,2}(z_1, z_2, z_3) \) for \( 3 \times 4 \) AR(1) example with estimated subspace matrix.

As we have seen in the examples above, geometrically, solving a system consisting of homogeneous polynomial equations of degree two in three variables is equivalent to finding the intersections between the corresponding two-dimensional quadric hypersurfaces that are embedded in a three-dimensional Euclidean space and take the form of elliptic cones. Ideally, each intersection is a one-dimensional subspace that corresponds to a column of the mixing matrix. In a three-dimensional Euclidean space at least two two-dimensional surfaces are required for uniquely defining one-dimensional intersections. Algebraically, this means that the projectively different solutions of a system of two homogeneous polynomial equations in
three variables in general are one-dimensional. Since for the example with three sources the system consists of three equations, the one-dimensional solution subspaces corresponding to the three columns of the mixing matrix are overdetermined (three instead of two surfaces intersect each other at the one-dimensional linear solution subspaces). In other words, one degree of freedom is left unused, which, as we have seen in Section 5.4.1.2, can be exploited to determine one more column, thereby reducing the number of equations by one. Because at least two cones are required for determining one-dimensional solution subspaces, no more than four columns can be identified with three sensors and second order statistics. If $A$ would contain five columns, then system (5.4.3) would consist of only one equation defining a two-dimensional solution set. Note that the intersections between ‘conventional’ elliptic cones are related uniquely to corresponding intersections between the associated ellipses on the sphere. Hence, another way to see that the maximum number of identifiable columns equals four is to realize that the maximum number of different intersections between two (sphere) ellipses equals four. In Section 6.6, we present a systematic approach for determining the maximum number of identifiable columns. A generalization of the algebraic and geometric considerations given in this section is presented in Section 6.3.

5.4.2 Real-valued scenarios with three sensors, speech signals, additive white noise, and estimated subspace matrix

In this section, we consider the same two real-valued examples with three sensors and additive white noise as in Section 5.4.1 but with the AR(1) source signals replaced by speech source signals. Again, the various steps of Alg. 5.2 are examined and performed for the $3 \times 3$ and $3 \times 4$ MIBI scenarios with the mixing matrix given by (5.4.7) and (5.4.12) respectively. We only show the results for subspace matrices estimated from the sensor data. Contrary to the example with speech signals in Section 4.4.4, where we only exploited the non-whiteness of the speech signals, here we will exploit both the non-stationarity and non-whiteness by using the sensor correlation values for different times and different lags. All speech source signals are sampled at 8 kHz. As in the previous section the noise signals $\nu_1[n], \nu_2[n]$ and $\nu_3[n]$ are mutually statistically independent white Gaussian noise sequences with variance $0.1$. The number of time samples in all signals involved is 10000, which equals 1250 milliseconds. To exploit the non-stationarity as well as the non-whiteness by using sensor correlation values for different times and different lags, the signal sequences are partitioned into disjoint blocks consisting of 2000 samples. In order to get an idea of the non-stationarity and non-whiteness of speech signals we have depicted the two-dimensional (lag- and block-dependent) auto-correlation functions of the first and second source signals used in the following examples (see the first two signals at the left of Figures 5.15 and 5.17) as a function of time and lag in Figures 5.13 and 5.14 respectively.

The subspace matrix is constructed from the one-dimensional sensor correlation functions computed for lags 1, 2 and 3 at each block. Lag zero is omitted because the corresponding correlation values are noise-contaminated. Because the number of available samples is 10000, the number of blocks equals 5. Hence, in total for each sensor correlation function 15 values are estimated and employed. Calling the block index $b$ with $1 \leq b \leq 5$, and the lag index $k$ with $1 \leq k \leq 3$, the employed Noise-Free ROS in the domain of block-lag pairs $(b; k)$ can be written as follows:

$$
\Omega_{b,k}^{\nu} = \{(1;1), (1;2), (1;3), \ldots , (5;1), (5;2), (5;3)\}.
$$
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Figure 5.13: Two-dimensional auto-correlation function of first source signal used in speech examples.

Figure 5.14: Two-dimensional auto-correlation function of second source signal used in speech examples.
For each block the sensor correlation values are estimated from the sensor signals by means of (4.4.18) with $k = 1, 2, 3$, and the averaging length $N_s$ equal to the block length $N_b = 2000$. Both for $S = 3$ and $S = 4$ the estimated subspace matrix $C_{a_3,3}^{n_2}$ is then constructed as follows:

$$
C_{a_3,3}^{n_2} = \begin{bmatrix}
\hat{r}_{11}^{1}[1; 0] & \hat{r}_{11}^{5}[1; 0] & \hat{r}_{11}^{1}[1; 2] & \cdots & \hat{r}_{11}^{5}[5; 0] & \hat{r}_{11}^{1}[5; 1] & \hat{r}_{11}^{5}[5; 2] \\
\hat{r}_{12}^{1}[1; 0] & \hat{r}_{12}^{5}[1; 0] & \hat{r}_{12}^{1}[1; 2] & \cdots & \hat{r}_{12}^{5}[5; 0] & \hat{r}_{12}^{1}[5; 1] & \hat{r}_{12}^{5}[5; 2] \\
\hat{r}_{13}^{1}[1; 0] & \hat{r}_{13}^{5}[1; 0] & \hat{r}_{13}^{1}[1; 2] & \cdots & \hat{r}_{13}^{5}[5; 0] & \hat{r}_{13}^{1}[5; 1] & \hat{r}_{13}^{5}[5; 2] \\
\hat{r}_{21}^{1}[1; 0] & \hat{r}_{21}^{5}[1; 0] & \hat{r}_{21}^{1}[1; 2] & \cdots & \hat{r}_{21}^{5}[5; 0] & \hat{r}_{21}^{1}[5; 1] & \hat{r}_{21}^{5}[5; 2] \\
\hat{r}_{22}^{1}[1; 0] & \hat{r}_{22}^{5}[1; 0] & \hat{r}_{22}^{1}[1; 2] & \cdots & \hat{r}_{22}^{5}[5; 0] & \hat{r}_{22}^{1}[5; 1] & \hat{r}_{22}^{5}[5; 2] \\
\hat{r}_{23}^{1}[1; 0] & \hat{r}_{23}^{5}[1; 0] & \hat{r}_{23}^{1}[1; 2] & \cdots & \hat{r}_{23}^{5}[5; 0] & \hat{r}_{23}^{1}[5; 1] & \hat{r}_{23}^{5}[5; 2] \\
\hat{r}_{31}^{1}[1; 0] & \hat{r}_{31}^{5}[1; 0] & \hat{r}_{31}^{1}[1; 2] & \cdots & \hat{r}_{31}^{5}[5; 0] & \hat{r}_{31}^{1}[5; 1] & \hat{r}_{31}^{5}[5; 2] \\
\hat{r}_{32}^{1}[1; 0] & \hat{r}_{32}^{5}[1; 0] & \hat{r}_{32}^{1}[1; 2] & \cdots & \hat{r}_{32}^{5}[5; 0] & \hat{r}_{32}^{1}[5; 1] & \hat{r}_{32}^{5}[5; 2] \\
\hat{r}_{33}^{1}[1; 0] & \hat{r}_{33}^{5}[1; 0] & \hat{r}_{33}^{1}[1; 2] & \cdots & \hat{r}_{33}^{5}[5; 0] & \hat{r}_{33}^{1}[5; 1] & \hat{r}_{33}^{5}[5; 2]
\end{bmatrix}
. \quad (5.4.16)
$$

This matrix will be employed in Alg. 5.2 on page 268 for both scenarios. Note that the reasoning regarding the system and form of the equations at the beginning of Section 5.4.1 is still applicable. Hence, we can directly employ results (5.4.3)-(5.4.5) for the coming examples.

### 5.4.2.1 Three sensors, three sources, and additive white noise

In this section, which except for the source signals is completely similar to Section 5.4.1.1, we analyze and consider the various steps of Alg. 5.2 for the scenario with $D = S = 3$ and the subspace matrix given by (5.4.16). The sensor signals $x_1[n], x_2[n]$ and $x_3[n]$ are computed according to (5.1.1)/(5.1.2), where $A$ is given by (5.4.7) and, as we have said above, the noise signals $\nu_1[n], \nu_2[n]$ and $\nu_3[n]$ are mutually statistically independent white Gaussian noise sequences with variance 0.1. Fig. 5.15 shows the source signals $s_1[n], s_2[n]$ and $s_3[n]$ at the left side, and the three noise-contaminated mixtures $x_1[n], x_2[n]$ and $x_3[n]$ at the right side. Using the same reasoning as in Section 5.4.1.1, it follows that the system of 3-variate homogeneous polynomial equations of degree two that results from Alg. 5.2 on page 268 consists of three equations and has the matrix-vector form specified by (5.4.11). The estimated zero contour spherical ellipses are depicted in Fig. 5.16 in different colors/grey shades. Although the three estimated spherical ellipses do not intersect each other exactly at the columns of $A$ represented by the black and grey arrows, they do so approximately. Hence, the array response vectors are determined uniquely and approximately by the intersections induced by the system of equations. In Sections 5.5 and 5.6 we will present methods for solving the system \( \{ f_{3,1}^2(z_1, z_2, z_3) = 0, f_{3,2}^2(z_1, z_2, z_3) = 0, f_{3,3}^2(z_1, z_2, z_3) = 0 \} \).

### 5.4.2.2 Three sensors, four sources, and additive white noise

In this section, which except for the source signals is completely similar to Section 5.4.1.2, we analyze and consider the various steps of Alg. 5.2 for the scenario with $D = 3$ and $S = 4$, and the subspace matrix given by (5.4.16). Again, the sensor signals $x_1[n], x_2[n]$ and $x_3[n]$ are computed according to (5.1.1)/(5.1.2), where the mixing matrix $A$ and noise signals $\nu_1[n], \nu_2[n]$ and $\nu_3[n]$ are the same as in Section 5.4.1.2. Fig. 5.15 shows the source signals $s_1[n], s_2[n], s_3[n]$ and $s_4[n]$ at the left side, and the three noise-contaminated mixtures $x_1[n], x_2[n]$ and $x_3[n]$ at the right side. Using the same reasoning as in Section 5.4.1.2, it follows that the system of 3-variate homogeneous polynomial equations of degree two that results from Alg. 5.2 consists of two equations and has the matrix-vector form specified by (5.4.15). The estimated zero contour spherical ellipses are depicted in Fig. 5.18 in different colors/grey shades. It can be seen that the array response vectors are determined uniquely and approximately by the intersections induced by the system of equations. In Sections 5.5 and 5.6 we will present methods for solving the system \( \{ f_{3,1}^2(z_1, z_2, z_3) = 0, f_{3,2}^2(z_1, z_2, z_3) = 0 \} \).
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Figure 5.15: Speech sources (left) and their noisy mixtures (right) for $3 \times 3$ example.

Figure 5.16: Zero contour spherical ellipses of $f_{3,1}^2(z_1, z_2, z_3)$, $f_{3,2}^2(z_1, z_2, z_3)$ and $f_{3,3}^2(z_1, z_2, z_3)$ for $3 \times 3$ speech example.
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Figure 5.17: Speech sources (left) and their noise-contaminated mixtures (right) for $3 \times 4$ example.
5.5 Solving the system of equations by means of homotopy

In Section 4.5.6 we have introduced the homotopy method for solving a system of polynomial equations. Here we will use the same technique in the form of Alg. 4.4 on page 202 for solving the systems that we have derived in Sections 5.4.1 and 5.4.2. Our main task now is to formulate the appropriate start system \( g(z) = 0 \) and target system \( p(z) = 0 \) for the system of equations under consideration. Similarly to (4.5.32) and (4.5.35), the target system comprises the system defined in (5.4.3)/(5.4.6) and a unit-norm constraint equation, i.e.:

\[
\begin{aligned}
\left\{ f_{3,1}^2(z) = 0 \right\}_{q \in \mathbb{Q}^3_{s}}; \\
c(z) = 0 ,
\end{aligned}
\]

where the unit-norm constraint function \( c(z) = c(z_1, z_2, z_3) \) is defined by:

\[
c(z) \triangleq (z_1)^2 + (z_2)^2 + (z_3)^2 - 1 .
\]

We write this system in matrix-vector notation as follows:

\[
p(z) = \begin{bmatrix} \Phi_{f,h} W_{n,3}^2(z) \\ c(z) \end{bmatrix} = 0 ,
\]

where \( \Phi_{f,h} \) is given by the matrix \( \Phi \) in (5.4.6). The start system is constructed in such a way that it has exactly the same structure as the target system (therefore, it also has the same number of solutions as the target system). Similarly to (5.5.3) it can be expressed as:

\[
g(z) = \begin{bmatrix} \Phi_{g,h} W_{n,3}^2(z) \\ c(z) \end{bmatrix} = 0 .
\]
The coefficients of the homogeneous part of the start system can be obtained by computing the left null space of the uniqueified second order Khatri-Rao product $B_{2,3,0}^2$ of a known matrix $B$ (which might be generated at random), i.e. $\Phi^* \in \mathcal{N}(B_{2,3,0}^2)$ in the formulation of (5.3.131). Now we can express the coefficient matrix $\Phi_{h,h}$ of the homogeneous part $\Phi_h(z, \lambda)$ of the homotopy $\Phi_h(z, \lambda)$ that is defined by (4.5.25) and used in the third step of Alg. 4.4 as follows:

$$\Phi_{h,h}(\lambda) \triangleq [\gamma_g(\lambda - \lambda_c)\Phi_{g,h} + \gamma_p(\lambda - \lambda_0)\Phi_{f,h}].$$

(5.5.5)

Because the non-homogeneous part of the start and target systems, i.e. the constraint function $c(z)$, is not deformed by (4.5.25) it suffices to work with the following homotopy:

$$\Phi(z, \lambda) \triangleq \begin{bmatrix} \Phi_{h,h}(\lambda) w_{2,3}(z) \\ c(z) \end{bmatrix}.$$  

(5.5.6)

Notice that this homotopy is separated in its $z$ and $\lambda$ variables. The Jacobian of $\Phi(z, \lambda)$ can now be computed as follows:

$$\nabla_z \Phi(z, \lambda) \triangleq \begin{bmatrix} \Phi_{h,h}(\lambda) \nabla_z \{w_{2,3}(z)\} \\ \nabla_z \{c(z)\} \end{bmatrix}.$$  

(5.5.7)

The derivative of $\Phi(z, \lambda)$ w.r.t. $\lambda$ is given by (4.5.31) with $g(z)$ and $p(z)$ defined in (5.5.4) and (5.5.3) respectively. See Section 4.5.6, Appendix E, and the references mentioned there, for more details about homotopy methods.

We now have all ingredients required by Alg. 4.4. For the $3 \times 3$ scenarios, the inverse $[\nabla_z \Phi]^{-1}$ in the sixth step of the algorithm has to be replaced by the pseudo-inverse $[\nabla_z \Phi]^\dagger$, and the third function of the start system is set to the zero function or a linear combination of the first two functions. The parameter values are chosen as $\text{Max\,\text{NwItIt}} = 2$, $\text{NwTol} = 10^{-4}$ and $\text{NwTolConvergenceTol} = 5 \cdot 10^{-2}$. Recall that the constants $\gamma_g \in \mathbb{C}$ and $\gamma_p \in \mathbb{C}$ in third step of Alg. 4.4 are randomly chosen fixed constants that serve to avoid singularities and crossings along the different paths. For the path $C$ in the complex plane to be traversed by the continuation parameter $\lambda$ we choose the arc $C \triangleq \{\cos(\theta) + j\sin(\theta) | 0 \leq \theta \leq \pi\}$ with starting point $\lambda_0 = 1$ and end point $\lambda_c = -1$. The ordered sequence $C_o$ of values for $\lambda$ lying on $C$ in the fifth step of the algorithm is obtained by evaluating the parameterization of $C$ for 101 linearly spaced values of $\theta$ between 0 and $\pi$. The algorithm will now be applied to the examples with estimated subspace matrices presented in Sections 5.4.1 and 5.4.2. We will visualize the solutions of the system of equations found by Alg. 4.4 by adding the estimated array response vectors multiplied by 1.5 to Figures 5.8, 5.12, 5.16, and 5.18, which depict the intersecting spherical ellipses for those examples. In addition, similarly to the examples presented in Sections 4.5.4.1-4.5.4.4, for the $3 \times 3$ example with speech signals we will compute the total transfer system and depicted the separated signals. To start with, Figures 5.19-5.22 depict the solutions of the estimated systems of equations found by the homotopy method for the $3 \times 3$ example with AR(1) signals, $3 \times 4$ example with AR(1) signals, $3 \times 3$ example with speech signals, and $3 \times 4$ example with speech signals, respectively. As before, the black arrows represent the ideal columns of the mixing matrix, whereas the grey arrows are the opposites of the black arrows. The magenta arrows indicate the estimated array response vectors multiplied by 1.5 for ease of visualization. The solid magenta dots indicate the intersections of the estimated array response vectors with the unit sphere. For each case, it can be seen that our homotopy algorithm has found approximate solutions for all array response vectors.
Figure 5.19: Spherical ellipses and estimated solutions of system \( \{ \hat{f}_{3,1}^2(z_1, z_2, z_3), \hat{f}_{3,2}^2(z_1, z_2, z_3), \hat{f}_{3,3}^2(z_1, z_2, z_3) \} \) for 3 × 3 example with AR(1) signals.

Figure 5.20: Spherical ellipses and estimated solutions of system \( \{ \hat{f}_{3,1}^2(z_1, z_2, z_3), \hat{f}_{3,2}^2(z_1, z_2, z_3) \} \) for 3 × 4 example with AR(1) signals.
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Figure 5.21: Spherical ellipses and estimated solutions of system $\{ \hat{f}_{3,1}^2(z_1, z_2, z_3), \hat{f}_{3,2}^2(z_1, z_2, z_3), \hat{f}_{3,3}^2(z_1, z_2, z_3) \}$ for $3 \times 3$ example with speech signals.

Figure 5.22: Spherical ellipses and estimated solutions of system $\{ \hat{f}_{3,1}^2(z_1, z_2, z_3), \hat{f}_{3,2}^2(z_1, z_2, z_3) \}$ for $3 \times 4$ example with speech signals.
As a more detailed account of the results, for the $3 \times 3$ example with speech signals we compute the total transfer system as a measure of IBSS performance and depict the separated signals. The estimate of the mixing matrix $\hat{A}$ in (5.4.7) found by Alg. 4.4 is given by:

$$
\hat{A} = 
\begin{bmatrix}
0.5637 & -0.4048 & -0.8123 \\
0.5805 & 0.8174 & -0.1208 \\
0.5876 & 0.4099 & 0.5706
\end{bmatrix}.
$$

Because our purpose is to demonstrate MIBI and IBSS we use (4.5.23) to estimate the source signals from the noise-free sensor signals (recall that $\hat{A}$ has been estimated from the noisy sensor data). Fig. 5.23 shows the source signals at the left side and the noise-free estimated source signals at the right side. It is evident that the signals are well-separated. The total transfer matrix from the source to the output signals equals:

$$
T \triangleq \hat{A}^{-1}A = 
\begin{bmatrix}
1.0001 & 0.0044 & -0.0098 \\
-0.0060 & -1.0021 & 0.0002 \\
-0.0138 & -0.0002 & -1.0019
\end{bmatrix}.
$$

This matrix approximately equals the identity matrix with two ‘flipped’ signs, see also Fig. 5.23. Listening to the separated signals confirmed that the separation was successful.

**Figure 5.23:** Speech sources (left) and noise-free estimated source signals (right) for $3 \times 3$ example.
5.6 Writing MIBI as a Multi-Matrix Generalized Eigenvalue Decomposition problem

In this section, we generalize the results from Section 4.6, i.e. the MIBI problem will be ‘projected onto’ a generalized eigenproblem. Because the scenario considered in this chapter is more general than the one in the previous chapter, now the eigenproblem becomes what we will call a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD). Again, this formulation is complementary to the problem description in terms of a system of homogeneous polyconjugal equations because the derivation of system (5.3.73) was primarily based on (5.3.135), whereas the derivation we are about to present is primarily based on the complementary relation (5.3.134). More precisely, under the assumption that the source autocorrelation matrix has full rank system (5.3.73) was derived directly from the fact that the left null space of the (uniquiefied) subspace matrix equals the left null space of the (uniquiefied) second order Khatri-Rao product of the mixing matrix, which was proven in Section 5.3.6.6. Likewise, in the sequel of this section we will derive the complementary MMGEVD problem from the fact that the column range of the (uniquiefied) subspace matrix equals the column range of the (uniquiefied) second order Khatri-Rao product of the mixing matrix, which was also proven in Section 5.3.6.6. For convenience, without any loss of generality the results in this section are derived from the ‘full subspace matrix’ \( C_D^{x,c_1,c_2} \) instead of the uniquiefied matrix \( C_{u,D}^{x,c_1,c_2} \).

To start with, from the ‘full versions’ of Theorems 5.3.3, 5.3.5, and 5.3.7 it follows directly that:

\[
\hat{a}_D^{c_1,c_2} = w_D^{c_1,c_2}(A) \in R_c\{C_D^{x,c_1,c_2}\} = L_c(r_D^{x,c_1,c_2}[n_1,n_2]) = R_c\{U^s\}, \tag{5.6.1}
\]

where \( \hat{a}_D^{c_1,c_2} \) and \( w_D^{c_1,c_2}(\cdot) \) are defined in (5.3.29) and (5.3.30) respectively. Note that now the matrix \( U^s \) contains the left singular vectors of the ‘full subspace matrix’ \( C_D^{x,c_1,c_2} \) and that the ‘full versions’ of (5.3.145) and (5.3.158) have been used:

\[
R_c\{C_D^{x,c_1,c_2}\} = L_c(r_D^{x,c_1,c_2}[n_1,n_2]) = R_c(A_{D,s}^{c_1,c_2}) = R_c\{U^s\} = L_c(U^s). \tag{5.6.2}
\]

Eq. (5.6.1) implies that \( \hat{a}_D^{c_1,c_2} \) can be written as a linear combination of the columns of \( U^s \):

\[
\hat{a}_D^{c_1,c_2} = w_D^{c_1,c_2}(A) = \sum_{p=1}^{d_D^{x,c_1,c_2}} \mu_p^j u^p = U^s \mu^j \quad \forall 1 \leq j \leq S, \tag{5.6.2}
\]

where \( \mu^j \triangleq [\mu_1^j \cdots \mu_p^j]^T \) with \( \mu_p^j \in \mathbb{R} \) for \( 1 \leq p \leq d_D^{x,c_1,c_2} \) and \( 1 \leq j \leq S \). Thus, the MIBI problem can be projected onto the problem of finding the solutions for the unknown vector \( z \) that satisfy the following equation:

\[
z_D^{c_1,c_2} = w_D^{c_1,c_2}(z) \triangleq (z)^{c_1} \otimes (z)^{c_2} = \sum_{p=1}^{d_D^{x,c_1,c_2}} \mu_p^j u^p = U^S \mu, \tag{5.6.3}
\]

where to each solution \( z \) there corresponds a different vector \( \mu \) of coefficients. The latter two equations say that the problem of finding the array response vectors is equivalent to finding vectors \( z \) such that the structured vectors \( \hat{a}_D^{c_1,c_2}(z) = z_D^{c_1,c_2} \) belong to the column range \( R_c(A_{D,s}^{c_1,c_2}) \) of \( A_{D,s}^{c_1,c_2} \), which can be computed from the known matrix \( C_D^{x,c_1,c_2} \) because
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\( \mathcal{R}_c (A_{D,0}^{x,c_2}) \) equals \( \mathcal{R}_c (C_D^{x,c_2}) = \mathcal{R}_c (U^s) \). In order to find the solutions for \( z \), or equivalently the solutions for \( \mu \), we exploit the specific structure of \( \tilde{Z}_D^{c_1 c_2} = \mathbf{w}_{D}^{c_1 c_2} (z) \) given by (5.3.30). Firstly, from (5.3.30) it follows directly that (5.6.3) can be written as follows:

\[
\begin{bmatrix}
(z_1)^c_1 & (z_2)^c_2 \\
\vdots & \vdots \\
(z_D)^c_1 & (z_D)^c_2
\end{bmatrix} =
\begin{bmatrix}
(z_1)^c_1 (z_1)^c_2 \\
\vdots \\
(z_D)^c_1 (z_D)^c_2
\end{bmatrix} =
\sum_{p=1}^{d_{D}^{c_1 c_2}} \mu_p 
\begin{bmatrix}
u_1^p \\
\vdots \\
u_D^p
\end{bmatrix} = 
\sum_{p=1}^{d_{D}^{c_1 c_2}} \mu_p 
\begin{bmatrix}
u_1^p \\
\vdots \\
u_D^p
\end{bmatrix} = 
\begin{bmatrix}
u_{11}^p \\
\vdots \\
u_{DD}^p
\end{bmatrix}.
\]

Note that each product of the form \((z_i)^c_1 (z_i)^c_2\) can be expressed as:

\[
(z_i)^c_1 (z_i)^c_2 = \sum_{p=1}^{d_{D}^{c_1 c_2}} \mu_p u_{i1}^p \quad \forall \ 1 \leq i_1, i_2 \leq D.
\]

From (5.6.5) the following systems of equations follow directly by varying \( i_2 \) from 1 till \( D \):

\[
(z_i)^c_1 (z) = \begin{bmatrix}
(z_i)^c_1 (z_1)^c_2 \\
\vdots \\
(z_i)^c_1 (z_D)^c_2
\end{bmatrix} = \sum_{p=1}^{d_{D}^{c_1 c_2}} \mu_p 
\begin{bmatrix}
u_1^p \\
\vdots \\
u_D^p
\end{bmatrix} = G_i \mu \quad \forall \ 1 \leq i \leq D,
\]

where we have made the following definitions:

\[
G_i \triangleq \begin{bmatrix}
u_{11}^p & \cdots & u_{1i}^p \\
\vdots & \cdots & \vdots \\
u_{1D}^p & \cdots & u_{Di}^p
\end{bmatrix} \in \mathbb{C}^{d_{D}^{c_1 c_2}} \quad \forall \ 1 \leq i \leq D,
\]

and:

\[
\mu \triangleq \begin{bmatrix}
\mu_1 \\
\vdots \\
\mu_{d_{D}^{c_1 c_2}}
\end{bmatrix}.
\]

Note that \( G_i \) is the \( i \)-th submatrix of size \( D \times d_{D}^{c_1 c_2} \) of \( U^s \):

\[
U^s = \begin{bmatrix}
G_1 \\
\vdots \\
G_D
\end{bmatrix}.
\]

Eq. (5.6.6) implies that we have projected the MIBI problem onto the problem of solving the following \( D \) systems simultaneously:

\[
(z_i)^c_1 (z) = G_i \mu \quad \forall \ 1 \leq i \leq D.
\]
In a practice, the only known quantities are the matrices $G_1, \ldots, G_D$ that are computed from the SVD of the subspace matrix. Our goal is to find $S$ different vectors $\mu$, say $\mu^1, \ldots, \mu^S$. Each solution vector $\mu^j$ corresponds to an array response vector, say $z^j$. We will show later in this section how the array response vectors $z^1, \ldots, z^S$ corresponding to $\mu^1, \ldots, \mu^S$ respectively can also be determined from (5.6.11) once the latter vectors are known.

Since all matrix-vector products $G_1 \mu, \ldots, G_D \mu$ should yield a vector in the same direction, viz. that of $(z)_{\mu^2}$, system (5.6.11) describes what we will call a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD). This can be seen more clearly as follows. Supposing for convenience that $z_i \neq 0$ $\forall 1 \leq i \leq D$, (5.6.11) can be written as follows:

$$ (z)_{\mu^2} = \frac{1}{(z_i)_{\mu^1}} G_1 \mu = \cdots = \frac{1}{(z_D)_{\mu^1}} G_D \mu .$$  \hspace{1cm} (5.6.12)

Hence, the vector $\mu$ is a generalized eigenvector of the matrices $G_1, \ldots, G_D$ and for each pair of indices $(i_1, i_2)$ with $1 \leq i_1, i_2 \leq D$ a standard Generalized Eigenvalue Decomposition (GEVD) problem exists:

$$ \frac{1}{(z_{i_1})_{\mu^1}} G_{i_1} \mu = \frac{1}{(z_{i_2})_{\mu^1}} G_{i_2} \mu \quad \forall 1 \leq i_1, i_2 \leq D .$$  \hspace{1cm} (5.6.13)

That is, for each pair $(i_1, i_2)$ the vector $\mu$ is a generalized eigenvector of the matrix pencil $G_{i_2} - \lambda G_{i_1}$ with generalized eigenvalue $\lambda = \left( \frac{z_{i_2}}{z_{i_1}} \right)_{\mu^1}$ because it satisfies $G_{i_2} \mu = \left( \frac{z_{i_2}}{z_{i_1}} \right)_{\mu^1} G_{i_1} \mu$. As in Section 4.6, we will denote the GEVD of $G_{i_1}$ and $G_{i_2}$ by $\text{gevd}(G_{i_1}, G_{i_2})$. A much more natural description of a standard or multi-matrix GEVD is obtained by multiplying the involved system by the product of the terms occurring in the denominators pre-multiplying the $G_i \mu$’s in (5.6.12) and (5.6.13).

Firstly, applying this to (5.6.13) yields:

$$ (z_{i_2})_{\mu^1} G_{i_1} \mu = (z_{i_1})_{\mu^1} G_{i_2} \mu \quad \forall 1 \leq i_1, i_2 \leq D .$$  \hspace{1cm} (5.6.14)

In this formulation the problem comes down to finding all generalized eigenvectors and eigenvalue pairs of the matrix pencils $\lambda_1 G_{i_1} + \lambda_2 G_{i_2}$ for $1 \leq i_1, i_2 \leq D$, and then selecting the common eigenvectors. Note that $(\lambda_1, \lambda_2) = \left( \frac{(z_{i_2})_{\mu^1}}{(z_{i_1})_{\mu^1}} \right)$ forms a solution for the generalized eigenvalue pair. The intersections of the generalized eigenspaces of the GEVD’s of all possible matrix pencils defined by (5.6.14) give $S$ possible solutions for the vector $\mu$, each of which corresponds to a column of the mixing matrix.

Secondly, multiplying (5.6.12) by $(z_1 \cdots z_D)_{\mu^1}$ yields:

$$ (z_1 \cdots z_D)_{\mu^1} (z)_{\mu^2} = (z_2 \cdots z_D)_{\mu^1} G_1 \mu = \cdots \cdots = (z_1 \cdots z_{D-1})_{\mu^1} G_D \mu .$$  \hspace{1cm} (5.6.15)

These systems show that we do not need to assume that $z_i \neq 0$ $\forall 1 \leq i \leq D$. In this formulation the problem comes down to finding all generalized eigenvectors and eigenvalue tuples of the generalized matrix pencil $G(\lambda)$ that is defined as follows:

$$ G(\lambda) \triangleq \lambda_1 G_1 + \cdots + \lambda_D G_D ,$$  \hspace{1cm} (5.6.16)

where the generalized eigenvalue tuple $\lambda$ is defined by:

$$ \lambda \triangleq (\lambda_1, \ldots, \lambda_D) .$$  \hspace{1cm} (5.6.17)
Note that an ideal solution for \( \lambda \) is given by:
\[
\lambda \triangleq \left( (z_2 \cdots z_D)^{c_1}, \ldots, (z_1 \cdots z_{D-1})^{c_1} \right),
\]
and that for this solution:
\[
\mathbf{G} (\lambda) \mathbf{\mu} = D (z_1 \cdots z_D)^{c_1} (z)^{c_2}.
\]
Evidently, the results that we have just obtained can also be derived directly from (5.6.11) by multiplying it by the product of all \( c_1 \)-conjugated variables \( z_1, \ldots, z_D \) except for the \( i \)-th:
\[
(z_1 \cdots z_D)^{c_1} (z)^{c_2} = (z_1 \cdots z_{i-1})^{c_1} (z_{i+1} \cdots z_D)^{c_1} \mathbf{G}_i \mathbf{\mu} \quad \forall 1 \leq i \leq D,
\]
which equals (5.6.15). Summarizing, we have shown that finding all generalized eigenvectors and eigenvalue tuples of the generalized matrix pencil defined in (5.6.16) means solving a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem. This is a mathematical problem that to our knowledge has not yet been formulated in this general form. For future use and convenience we formulate it explicitly as follows. Assume that the generalized eigenvectors and eigenvalues resulting from the MMGEVD are stored in the matrix \( \mathbf{M}_G \) and set \( \Lambda_G \) of generalized eigenvalue tuples respectively, then we write:
\[
[\mathbf{M}_G, \Lambda_G] = \text{gevd} \left( \mathbf{G}_1, \ldots, \mathbf{G}_D \right).
\]
This system has \( d_{ci}^{D-ci} \) generalized eigenvectors \( \mathbf{\mu} \) and eigenvalue tuples \( \lambda \). Hence, the generalized eigenvector matrix \( \mathbf{M}_G \) and generalized eigenvalue tuple set \( \Lambda_G \) are given by \( \mathbf{M}_G = [\mathbf{\mu}^1 \cdots \mathbf{\mu}^{d_{ci}^{D-ci}}] \) and \( \Lambda_G = \{ \lambda_1, \ldots, \lambda^{d_{ci}^{D-ci}} \} \) respectively. After having computed this decomposition, the columns of \( \mathbf{A} \) can be recovered straightforwardly from the generalized eigenvectors; see (5.6.23).

Observe that \( \mathbf{\mu} \) also is a generalized eigenvector of all linear combinations of the matrices \( \mathbf{G}_1, \ldots, \mathbf{G}_D \). This can easily be proven as follows. Assume that \( \mathbf{\mu} \) is a solution of (5.6.11) and for some index \( p \in \mathbb{N}^+ \) define the scalar coefficients \( \xi_p^1, \ldots, \xi_D^p \) as the coefficients of the linear combination \( \Gamma_p \) of the matrices \( \mathbf{G}_1, \ldots, \mathbf{G}_D \), i.e.:
\[
\Gamma_p \triangleq \sum_{i=1}^{D} \xi_p^i \mathbf{G}_i.
\]
Using (5.6.11) it then follows that:
\[
\Gamma_p \mathbf{\mu} = \sum_{i=1}^{D} \xi_p^i \mathbf{G}_i \mathbf{\mu} = \sum_{i=1}^{D} \xi_p^i (z_i)^{c_1} (z)^{c_2} = \left( \sum_{i=1}^{D} \xi_p^i (z_i)^{c_1} \right) (z)^{c_2},
\]
which shows that \( \Gamma_p \mathbf{\mu} \) is a vector in the direction of \( (z)^{c_2} \). Hence, \( \mathbf{\mu} \) is also a generalized eigenvector of all matrices \( \Gamma_p \) consisting of linear combinations of the matrices \( \mathbf{G}_1, \ldots, \mathbf{G}_D \).

Depending on the number of sources, number of sensors, and the conjugation pair, the matrices \( \mathbf{G}_1, \ldots, \mathbf{G}_D \) of size \( D \times d_{D}^{D-c_1} \) are square or rectangular. If \( D \geq d_{D}^{D-c_1} \), i.e. the matrices are square or have more rows than columns, the MMGEVD problem can easily be solved by traditional techniques in the same manner as presented in Section 4.6 by performing a standard Generalized Eigenvalue Decomposition (GEVD) on two different linear combinations \( \Gamma^1 \) and \( \Gamma^2 \) that are randomly generated according to (5.6.20). Assume that the generalized eigenvectors and eigenvalues resulting from the GEVD of \( \Gamma_1 \) and \( \Gamma_2 \) are stored in the matrices \( \mathbf{M}_G \) and \( \Lambda_G \) respectively:
\[
[\mathbf{M}_G, \Lambda_G] = \text{gevd} \left( \Gamma_1, \Gamma_2 \right).
\]
This system has $d^2_{D} \times c_{1}c_{2}$ generalized eigenvectors and eigenvalues. Hence, $M_{G} = [\mu^{1} \ldots \mu^{d^2_{D}c_{1}c_{2}}]$ and $A_{G} = \text{diag}(\lambda_{1}^{1}, \ldots, \lambda_{d^2_{D}c_{1}c_{2}})$. After having computed this decomposition, the columns of $A$ can be recovered from the generalized eigenvectors. Firstly, (5.6.21) shows that for a generalized solution eigenvector $\mu^{j}$ the vectors $\Gamma_{1}^{1} \mu^{j}$ and $\Gamma_{2}^{1} \mu^{j}$ lie in the direction of $(z^{j})^{c_{2}}$, where $z^{j}$ is a desired solution of (5.6.3). Hence, given $\mu^{j}$ the corresponding solution for $z^{j}$ can be computed as an arbitrary linear combination of $\Gamma_{1}^{1} \mu^{j}$ and $\Gamma_{2}^{1} \mu^{j}$ that is conjugated according to $c_{2}$, i.e.:

$$z^{j} = \frac{(\alpha_{1} \Gamma_{1}^{1} + \alpha_{2} \Gamma_{1}^{1}) \mu^{j}}{\| (\alpha_{1} \Gamma_{1}^{1} + \alpha_{2} \Gamma_{1}^{1}) \mu^{j} \|} \quad 1 \leq j \leq S,$$

(5.6.23)

where $\alpha_{1}$ and $\alpha_{2}$ are arbitrary non-zero real- or complex-valued scalars. See also the next chapter, where the results from this section are generalized. If $D < d^2_{D}c_{1}c_{2}$, i.e. if the matrices $G_{1}, \ldots, G_{D}$ have less rows than columns, the MGEVD problem cannot be solved immediately by traditional techniques. In this case, the solutions are not determined uniquely by the generalized eigenvectors of two (arbitrary linear combinations of) such matrices, but we need all of them.

As an example, we apply the technique outlined above to the $3 \times 3$ example with speech signals discussed in Section 5.4.2.1. This yields the following estimate of the mixing matrix $A$ in (5.4.7):

$$\hat{A} = \begin{bmatrix}
-0.4099 & 0.5910 & -0.8036 \\
0.8134 & 0.5877 & -0.0829 \\
0.4128 & 0.5525 & 0.5893
\end{bmatrix},$$

which approximates the true mixing matrix quite well. Compare this result also with the homotopy result in obtained in Section 5.5.

5.7 Conclusions and discussion

In this chapter we have generalized the results from the previous chapter in three senses. Firstly, instead of the MIBI scenario with two sources and two sensors depicted in Fig. 4.1, here we have considered the scenario with $S$ sources and $D$ sensors depicted in Fig. 5.1. Secondly, we have considered the more general complex-valued case with arbitrary conjugation pair that should be chosen in accordance with the characteristics of the involved signals. Finally, instead of employing only one type of second order temporal statistical diversity, viz. non-whiteness, we have also employed second order non-stationarity or quasi-stationarity under the assumption that each source signal has a ‘non-stationarity pattern’ that is sufficiently different from the others. We have seen that these different types of statistical variability can be exploited in the same unified manner. It is possible to either exploit the non-whiteness or non-stationarity alone, or both simultaneously. We have justified the equity of the assumptions underlying our method. Again, the MIBI problem was projected onto two dual mathematical problems by applying subspace techniques to the subspace matrix. In the first problem, a well-structured system of homogeneous polynomial-like equations of degree two has to be solved. For reasons that we have made clear the polynomial-like functions in the system are called polyconjugals. In the second problem, a multi-matrix generalized eigenvalue decomposition has to be performed. Finally, we have shown that also with second order statistics it is possible to handle underdetermined scenarios with more sources than sensors.
CHAPTER 6

MIBI based on arbitrary order temporal structure: $D \times S$ mixing case

This chapter deals with the most general scenario for Multiple-Input Multiple-Output Instantaneous Blind Identification (MIBI). It provides a unifying framework for exploiting arbitrary order temporal structure in the signals for performing MIBI with real- or complex-valued signals and system. In particular, we consider a complex-valued scenario with $S$ sources and $D$ sensors as depicted in Fig. 5.1 on page 216, and we employ $l$-th order statistics with an arbitrary fixed conjugation tuple $c_l \triangleq (c_1, \ldots, c_l)$. Instead of representing the statistics by correlation functions as we did in the previous two chapters we now use cumulant functions, which also in the general case possess convenient mathematical properties such as multilinearity. The MIBI problem is formulated in such a way that any kind of temporal structure in the data, such as arbitrary order non-stationarity and non-whiteness, is exploited in a unified manner. Based on physically plausible assumptions on the temporal structure of the source and noise signals, and applying subspace techniques to a subspace matrix containing cumulant values arranged in a specific manner, it is shown that the MIBI problem can be projected onto two dual mathematical problems. In the first one, MIBI is projected onto the problem of solving a system of multivariate homogeneous polynomial or polyconjugal equations. The number of variables and the degree (of homogeneity) of the functions in the system equal the number of sensors $D$ and the order $l$ of the considered statistics, respectively. The vector-valued solutions of the system are the estimates of the columns of the mixing matrix and are obtained by a homotopy method. In the second problem, MIBI is projected onto the problem of solving a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem that is dual to the first problem. Because of the connection between the system of homogeneous equations on the one hand, and the MMGEVD problem on the other hand, solving one of these mathematical problems also solves the other.

As in the previous chapters, we highlight the geometric and algebraic structure of both problem formulations. Furthermore, we show that the theory allows us to make trade-offs between various related quantities such as the maximum number of identifiable mixing matrix columns/sources, minimum required number of sensors, exploited type(s) of temporal structure, exploited order(s) of temporal structure, employed conjugation pattern(s), number of samples required for reliable estimation of the involved statistics, the arrangement of the statistics in the subspace matrix, etcetera. In this chapter, the full power of the notation developed in the thesis will become clear. It is shown that the notation enables us to give a uniform and consistent description of the theory for the most general MIBI problem, and that all generalizations presented in this chapter follow readily from the corresponding ones in the previous chapters by straightforwardly generalizing the involved notation in an intuitive manner. From this point of view the results and examples presented in Chapters 4 and 5 can be considered as specializations of the ‘template theory’ presented in this chapter.
The outline of this chapter is largely similar to that of Chapter 5. Since the structure of the $D \times S$ MIBI model is the same as that described in Section 5.1, there is no such section here. Therefore, we start in Section 6.1 by explaining the model assumptions. Next, in Section 6.2 a system of $D$-variate homogeneous polyconjugal equations of degree $l$ and with conjugation tuple $c_l$ is derived that is satisfied by the columns of the mixing matrix, thereby highlighting the algebraic structure of our problem formulation. After that, in Section 6.3 the geometric structure associated with this system of equations is investigated and examples are given. Subsequently, in Section 6.4 a homotopy method for solving the homogeneous system is presented. Then, in Section 6.5 the MIBI problem is written as a multi-matrix generalized eigenvalue problem. In Section 6.6, the maximum number of mixing matrix columns that can be identified for a given number of sensors and conjugation pattern is determined. Finally, conclusions and discussion are presented in Section 6.7. In order to keep a clear overview of the main theme of this chapter, we summarize the key ingredients of the resulting $D \times S$ MIBI algorithm based on $l$-th order statistics with conjugation tuple $c_l$ in the following high-level algorithm:

Algorithm 6.1 Pre-overview of the $D \times S$ MIBI method based on $l$-th order statistics and conjugation tuple $c_l$.

1: Compute/estimate all $l$-th order sensor cumulant functions with conjugation tuple $c_l$ on a Noise-Free ROS consisting of several time, time-lag, or lag tuples;
2: Arrange these values in a uniquified subspace matrix $C^{x,c_l}_{a,D}$;
3: Compute the Singular Value Decomposition of $C^{x,c_l}_{a,D}$ and split the result into signal and null/noise subspace parts;
4: Choose one of the following two MIBI problem projections:
   • Construct a system of $D$-variate homogeneous polyconjugal equations with conjugation tuple $c_l$, whose solutions are the columns of the mixing matrix;
   • Construct a multi-matrix generalized eigenvalue problem, whose generalized eigenvectors are directly related to the columns of the mixing matrix;
5: Solve the problem defined in the previous step.

6.1 MIBI model assumptions for $l$-th order statistics

The MIBI model assumptions of the previous two chapters concern correlation functions defined on one- or two-dimensional Regions Of Support and allow to exploit the Second Order Temporal Structure (SOTS) in the data. In this section, assumptions like these are formulated mathematically in their most general form for a fixed arbitrary statistical order $l$ and conjugation tuple $c_l$. For convenience we assume that the involved Regions Of Support are defined in the space of length-$l$ tuples. Depending on the (higher-order) stationarity properties, it may be possible to define them in a space of dimension smaller than $l$, but all such scenarios can be derived from the general one that will be presented in the sequel. As we have alluded to already in the previous chapter and will witness in this chapter, the dimensionality,
shape, and size of a ROS are not essential for the rationale behind our approach. The true
essence lies in the relations between the various functions that are defined on the ROS under
consideration. As we have explained earlier, the assumptions about these relations mainly
serve to ensure that sufficient temporal structure is present in the source signals and that the
noise signals have a simpler temporal structure than the source signals. These properties are
courtesy in general form by MAS1-MAS4 on page 23. The temporal structure of a certain
order can be represented mathematically by cumulant functions of the same order. We start
by providing definitions of the employed cumulant functions and then discuss and summarize
the various assumptions. As we have explained in Sections 1.2.7, A.6, and B.3, a cumulant
function can be defined in different ways corresponding to the pattern in which its arguments
are conjugated. Such a conjugation pattern is represented by a conjugation tuple and is written
in the upper-right corner of the considered symbol or function. As we also have remarked
from the source signal vector and one element from the noise signal vector, e.g.:

\[ \kappa^{c_1, \ldots, c_l} \equiv \kappa^{c_1, \ldots, c_l}_{n_1, \ldots, n_l} \equiv \sum_{i_1} \cdots \sum_{i_t} \kappa^{c_1}_{i_1} [n_1] \cdots \kappa^{c_t}_{i_t} [n_t] \]

\[ \forall \mathbf{n} \in \mathbb{Z}_t, \quad \forall \mathbf{j} \in \mathcal{J}_{t,S}, \quad \forall c \in C_l. \] (6.1.1)

See Fig. A.1 on page 408 for an explanation of the various elements of an index set notation
symbol like \( \mathcal{J}_{t,S} \). For equal indices, the corresponding source auto-cumulant functions can be written as:

\[ \kappa^{c_1, \ldots, c_l} \equiv \kappa^{c_1, \ldots, c_l}_{n_1} \equiv \kappa^{c_1, \ldots, c_l}_{n_1, \ldots, n_l} \equiv \sum_{i_1} \cdots \sum_{i_t} \kappa^{c_1}_{i_1} [n_1] \cdots \kappa^{c_t}_{i_t} [n_t] \]

\[ \forall \mathbf{n} \in \mathbb{Z}_t, \quad 1 \leq j \leq S, \quad \forall c \in C_l. \] (6.1.2)

Likewise, the l-th order noise cumulant functions with conjugation tuple \( c_l \) are defined as:

\[ \kappa^{c_1, \ldots, c_l} \equiv \kappa^{c_1, \ldots, c_l}_{n_1} \equiv \kappa^{c_1, \ldots, c_l}_{n_1, \ldots, n_l} \equiv \sum_{i_1} \cdots \sum_{i_t} \kappa^{c_1}_{i_1} [n_1] \cdots \kappa^{c_t}_{i_t} [n_t] \]

\[ \forall \mathbf{n} \in \mathbb{Z}_t, \quad \forall i \in \mathcal{I}_{t,D}, \quad \forall c \in C_l. \] (6.1.3)

and finally the l-th order source-noise/noise-source cumulant functions with conjugation tuple
\( c_l \) are defined by those cumulant functions whose argument list contains at least one element
from the source signal vector and one element from the noise signal vector, e.g.:

\[ \kappa^{c_1, \ldots, c_l} \equiv \kappa^{c_1, \ldots, c_l}_{n_1, \ldots, n_l} \equiv \sum_{i_1} \cdots \sum_{i_t} \kappa^{c_1}_{i_1} [n_1] \cdots \kappa^{c_t}_{i_t} [n_t] \]

\[ \forall \mathbf{n} \in \mathbb{Z}_t, \quad \forall i \in \mathcal{I}_{t,D}, \quad \forall c \in C_l. \] (6.1.4)
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\[ R_{ij_1j_2s_3j_4\cdots}^{\nu_1\nu_3\cdots c_1\cdots c_l}[n_1, \ldots, n_l] \triangleq \]
\[ \text{cum} \left( \left( \nu_{i_1}[n_1] \right)^{c_1}, \left( s_{j_2}[n_2] \right)^{c_2}, \left( \nu_{i_3}[n_3] \right)^{c_3}, \left( s_{j_4}[n_4] \right)^{c_4}, \ldots, \left( s_{j_l}[n_l] \right)^{c_l} \right). \]  

(6.1.4)

See also (6.2.2), in which functions like these arise naturally. In the sequel, for convenience we will call each function of this type ‘source-noise cumulant function’ and denote a general instance by $R_{\mathbf{n}_l}^{\nu, c_l, [n_l]}$. Furthermore, the set to which all possible tuples $\mathbf{n}_l$ belong is denoted by $\mathcal{M}_l^{D,S}$.

As in Sections 4.2 and 5.2, in order to clearly and unambiguously formulate the assumptions, we need to make several definitions regarding the Regions Of Support of the various cumulant functions, see Fig. 6.1. Again, these definitions are necessary for specifying explicitly what conditions are required on the temporal structure/diversity of the source and noise signals, and in what sense the noise signals have a simpler temporal structure than the source signals. Since we have explained the rationale behind the ROS definitions in detail in Section 5.2, here we directly provide the generalizations of the definitions presented there. To start with, let $\Omega_{\mathbf{n}_l}^{s, c_l} \subseteq \mathbb{Z}_l$ be the ‘Source Region Of Support’ in the domain of length-$l$ time index tuples $\mathbf{n}_l \triangleq (n_1, \ldots, n_l)$. This ROS is indicated schematically by the largest ellipse in Fig. 6.1. The ‘Noise Region Of Support’ is denoted by $\Omega_{\mathbf{n}_l}^{\nu, c_l} \subseteq \mathbb{Z}_l$ and indicated by the small tilted ellipse with the one to lightest gray shade. Note that the noise cumulant functions are assumed to be zero outside $\Omega_{\mathbf{n}_l}^{\nu, c_l}$. Furthermore, the ‘Source-Noise Region Of Support’ on which the source-noise cumulant functions generally are non-zero is denoted by $\Omega_{\mathbf{n}_l}^{s, \nu, c_l} \subseteq \mathbb{Z}_l$. Again see Fig. 6.1 for a schematic indication. It is assumed that the source-noise cumulant functions are zero outside $\Omega_{\mathbf{n}_l}^{s, \nu, c_l}$. The union $\Omega_{\mathbf{n}_l}^{s, \nu, c_l} \cup \Omega_{\mathbf{n}_l}^{\nu, c_l}$ defines the ROS where noise is present. The part of this union that extends into the Source ROS is given by the intersection:

\[ \Omega_{\mathbf{n}_l}^{s, \nu, c_l} \triangleq \Omega_{\mathbf{n}_l}^{s, c_l} \cap \left( \Omega_{\mathbf{n}_l}^{\nu, c_l} \cup \Omega_{\mathbf{n}_l}^{s, \nu, c_l} \right), \]

and is indicated by the dashed line in the figure. Finally, the ‘Noise-Free Region Of Support’
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Figure 6.1: Regions Of Support in the domain of time index tuples $\mathbf{n}_l$.  
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is denoted and defined by:

\[
\Omega^{s,c}_{n_l} = \Omega^{s,c}_{n_l} \setminus \Omega^{s,c}_{n_l} \cup \Omega^{s,c}_{n_l} \setminus \Omega^{s,c}_{n_l} \setminus \Omega^{s,c}_{n_l} = \Omega^{s,c}_{n_l} \setminus \Omega^{s,c}_{n_l} .
\]

(6.1.5)

This ROS is indicated by the area with the lightest gray shade, i.e. the large ellipse minus the part surrounded by the dashed line. In order to apply the theory that will be developed in the sequel, the various regions of support have to be known in advance. As we have explained in the previous chapter, knowledge of the Noise-Free ROS is sufficient for the formulation of the assumptions in the remainder of this section. The other regions of support are merely required for defining or finding such a suitable ROS. Hence, in principle the various regions of support are part of the required a priori knowledge for a particular application, but it suffices to know only the Noise-Free ROS \(\Omega^{s,c}_{n_l} \setminus \Omega^{s,c}_{n_l}\). In case the conjugation tuple \(c_l = (c_1, \ldots, c_l) = (0, \ldots, 0)\) is chosen, i.e. none of the arguments is conjugated, it is often omitted from the symbolic notation or replaced by the order \(l\).

For convenience of notation, let \(C[\Omega^{s,c}_{n_l}]\) denote the set/space of all complex-valued functions that depend on a time index tuple \(n_l\) and are defined on the Noise-Free ROS \(\Omega^{s,c}_{n_l}\). Most functions used in the sequel of this chapter are assumed to be elements of \(C[\Omega^{s,c}_{n_l}]\). If functions are defined on another ROS, this will be mentioned explicitly. As we have said on pages 138 and 220 of Sections 4.2 and 5.2 respectively, throughout the thesis we use the dedicated symbol \(N\) to denote the cardinality of the Noise-Free Region Of Support. Hence, for the most general scenario considered here we define:

\[
N \triangleq |\Omega^{s,c}_{n_l}| .
\]

(6.1.6)

Using the definitions above for the various regions of support, the assumptions about the MIBI model on which the general results in this chapter are based can be formulated. These assumptions are straightforward generalizations of those discussed in Section 5.2. Since the physical plausibilities of the general assumptions are completely the same as those of their analogues in the previous chapter, which we have already explained in detail in Section 5.2, here we directly formulate the assumptions as AS1-AS4 in the following list (see Section A.2 for the definitions of the various index sets):

**AS1:** The source signals are realizations of zero-mean real- or complex-valued random processes with zero cross-cumulant functions on the Noise-Free ROS:

\[
\kappa_{j_l,c_l}[n_t] = 0 \quad \forall n_t \in \Omega^{s,c}_{n_l} , \quad \forall j_l \in J^{l,S} ;
\]

**AS2:** The source auto-cumulant functions are linearly independent on the Noise-Free ROS:

\[
\sum_{j=1}^{S} \xi_j \kappa_{j,c}^s[n_t] = 0 \quad \forall n_t \in \Omega^{s,c}_{n_l} \quad \Rightarrow \quad \xi_j = 0 \quad \forall 1 \leq j \leq S ;
\]

**AS3:** The noise signals are realizations of zero-mean real- or complex-valued random processes with zero auto- and cross-cumulant functions on the Noise-Free ROS:

\[
\kappa_{i_l,c_l}[n_t] = 0 \quad \forall n_t \in \Omega^{s,c}_{n_l} , \quad \forall i_l \in I^{l,D} ;
\]

**AS4:** All cross-cumulant functions between the source and noise signals are zero on the Noise-Free ROS:

\[
\kappa_{m_l,c_l}[n_t] = 0 \quad \forall n_t \in \Omega^{s,c}_{n_l} , \quad \forall m_l \in M^{l,D,S} .
\]
6.2 Formulating MIBI as the problem of solving a system of $D$-variate $l$-homogeneous polyconjugal equations

Using the assumptions made in the previous section, in this section we will show along the same lines as in Section 5.3 that the array response vectors, i.e. the columns $a_1, \ldots, a_S$ of $A$, satisfy a well-structured system of $D$-variate homogeneous polyconjugal equations of degree $l$ and with conjugation tuple $c_i$, thereby projecting the MIBI problem onto a mathematical problem, the solution of which yields estimates of the array response vectors. Again, in the course of our derivation we highlight the algebraic structure of the problem formulation.

In Section 6.2.1, we start by examining the kind and structure of the sensor statistics that are available for analysis. This primarily amounts to expressing the sensor cumulant functions in terms of the mixing matrix elements and the source, noise, and joint source-noise cumulant functions, and to studying their properties. Similarly to the previous chapter, our goal is to derive the system of polyconjugal equations referred to above from the sensor cumulant functions in such a way that the sensor noise is annihilated. This can be achieved by considering the employed cumulant functions on the Noise-Free ROS $\Omega^x_{n_i,c_i}$. The noise-free sensor cumulant values form the input for the rest of our argument, in which we arrange and consider them in a specific configuration. In Section 6.2.2, we generalize the notation for denoting sets of correlation functions and index pairs explained in Section 5.3.2 to sets of cumulant functions and index tuples, respectively. Likewise, in Section 6.2.3 we generalize the results obtained in Section 5.3.3, i.e. we determine a set containing all unique sensor cumulant functions. Similarly to the previous two chapters, the derivation of the system of equations is formulated in terms of cumulant functions, in terms of the associated row vector notation, and in terms of the associated matrix-vector notation in Sections 6.2.4, 6.2.5 and 6.2.6 respectively. Again, for each formulation the main argument is divided into three stages. Firstly, the noise-free sensor cumulant values are arranged in a specific configuration that allows to exploit the relationship between the various involved linear subspaces on the one hand, and the elements of the mixing matrix on the other hand. Secondly, we derive the form of the system of polyconjugal equations satisfied by the columns of $A$ by studying the properties of the linear (sub)spaces spanned by the (abstract) vectors occurring in the previous stage. Finally, we show how subspace decomposition using the Singular Value Decomposition (SVD) can be used to obtain proper coefficients for the polyconjugal functions in the system. This stage will complete the derivation of the system. In Section 6.4 a homotopy method for solving the system is discussed.

6.2.1 Structure of sensor cumulant functions

Similarly to Sections 4.3.1 and 5.3.1, we start our derivation by expressing the sensor cumulant functions in terms of the mixing matrix elements and the source auto-cumulant functions. The structure revealed this way will be used in the following sections for developing our subspace based identification method along the lines of Sections 4.3.1 and 5.3.1. We start by giving the definition of $l$-th order sensor cumulant functions with conjugation tuple $c_i$ that is consistent with definitions (6.1.1)-(6.1.4):

$$
\kappa_{n_i}^{x_i,c_i}[n_i] \equiv \kappa_{x_i}^{x_i;c_i}^{c_i} [n_1, \ldots, n_l] \triangleq \cum \left( (x_{i_1}[n_1])^{c_1}, \ldots, (x_{i_l}[n_l])^{c_l} \right)
$$

$$
\forall n_i \in \mathbb{Z}_l, \quad \forall i_l \in I_{l,D}, \quad \forall c_i \in C_l.
$$

(6.2.1)
6.2 Formulating MIBI as system of homogeneous polyconjugal equations

This definition can be used for stationary as well as for non- or quasi-stationary signals. For all indices \(1 \leq i_1, \ldots, i_l \leq D\), time index tuples \(n_l = (n_1, \ldots, n_l) \in \mathbb{Z}_l\), and for all conjugation tuples \(c_l = (c_1, \ldots, c_l) \in \mathcal{C}_l\), the sensor cumulant function \(\kappa_{i_1, \ldots, i_l}^{x, c_1 \ldots c_l} [n_1, \ldots, n_l]\) of the \(i_1\)-th, \(\ldots\), \(i_l\)-th sensor signals can be written as follows:

\[
\kappa_{i_1}^{x, c_l} [n_1, \ldots, n_l] = \kappa_{i_1, \ldots, i_l}^{x, c_1 \ldots c_l} [n_1, \ldots, n_l] = \sum_{\nu_1} \sum_{\nu_2} \cdots \sum_{\nu_l} \left( a_{i_1}^{j_1} s_{j_1} [n_1] + \nu_1 [n_1] \right)^{c_1} \left( a_{i_2}^{j_2} s_{j_2} [n_2] + \nu_2 [n_2] \right)^{c_2} \cdots \left( a_{i_l}^{j_l} s_{j_l} [n_l] + \nu_l [n_l] \right)^{c_l}
\]

Note the similarity of this derivation to the derivations in (4.3.1) and (5.3.2). Using assumptions ASI-ASI on page 299, expression (6.2.2) can be simplified to:

\[
\kappa_{i_1, \ldots, i_l}^{x, c_1 \ldots c_l} [n_1, \ldots, n_l] = \sum_{j_1=1}^{S} \left( a_{i_1}^{j_1} \right)^{c_1} \cdots \left( a_{i_l}^{j_l} \right)^{c_l} \sum_{j_1=1}^{S} \left( s_{j_1} [n_1] \right)^{c_1} \cdots \left( s_{j_l} [n_l] \right)^{c_l} \quad (6.2.3)
\]

This equation represents the generalization of (4.3.3) and (5.3.4).

6.2.2 Notation for (sets of) index tuples, cumulant functions, etcetera

Similarly to Sections 4.3.2 and 5.3.2 of the previous two chapters, for the sake of convenience of the following developments, the smooth generalization of various results, and uniformity and compactness of notation, we now first discuss several symbols that will be used extensively in the sequel for denoting various quantities in a compact and intuitive form, for denoting sets of cumulant functions and index tuples as well as their associated cardinalities, and so on; see also Appendix A. We start by discussing a symbolic notation required for compactly and uniformly formulating our results.
6.2.2.1 Notation for compact formulation of results

According to (A.2.1) a tuple of indices like \((i_1, \ldots, i_l)\) is denoted by \(i_l\), i.e. \(i_l \equiv (i_1, \ldots, i_l)\). If all indices in a tuple are equal we use a shorthand notation such as \((i)\), i.e. \((i) \equiv (i_1, \ldots, i)\). Likewise, as we have seen already in this chapter a tuple \((n_1, \ldots, n_t)\) of discrete time indices is denoted by \(n_t\), i.e. \(n_t \equiv (n_1, \ldots, n_t)\), and a conjugation tuple by \(c_l \equiv (c_1, \ldots, c_l)\). If a tuple of indices is given explicitly in the sub- or superscript position of a symbol, the parentheses and commas are omitted. Similarly, if a time index tuple is given explicitly in the argument position of a cumulant function, the parentheses are omitted. As an example illustrating those points consider both the compact and elaborate symbolic notations for a sensor cumulant function with conjugation tuple \(c_l = (c_1, \ldots, c_l)\) that is indexed by index tuple \(i_l = (i_1, \ldots, i_l)\) and has time index tuple \(n_t = (n_1, \ldots, n_t)\) as its argument:

\[
\kappa^a_{ijl}[n_t] = \kappa^a_{ijl}[n_t] = \kappa^a_{ijl}[n_t] = \kappa^a_{ijl}[n_t] = \kappa^a_{ijl}[n_t].
\]  

(6.2.4)

Likewise, a source auto-cumulant function can be written as follows:

\[
\kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t].
\]  

(6.2.5)

Note the following equivalence for compactly writing auto-cumulant functions:

\[
\kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t] \text{ or } \kappa^{a, e_l}_{ijl}[n_t] \equiv \kappa^{a, e_l}_{ijl}[n_t]
\]  

(6.2.6)

for an arbitrary signal \(v[n]\). On many occasions in this chapter we will encounter products of the form \((a_i^{(l)} c_i^{(l)}) \cdots (a_i^{(l)}) c_i^{(l)}\) with \(c_l \in C_l\), for example, see (6.2.2) and (6.2.3). As is explained in Section A.2, such a product is denoted by (see (A.2.11)):

\[
\tilde{a}_i^{(l)} c_i^{(l)} \equiv \tilde{a}_i^{(l)} c_i^{(l)} \tilde{a}_i^{(l)} c_i^{(l)} \equiv (a_i^{(l)}) c_i^{(l)} \cdots (a_i^{(l)}) c_i^{(l)}.
\]  

(6.2.7)

If the indices in \(j_l\) are equal, as in \(6.2.3\) for example, this becomes (see (A.2.13)):

\[
\tilde{a}_i^{(l)} c_i^{(l)} = \tilde{a}_i^{(l)} c_i^{(l)} \equiv \tilde{a}_i^{(l)} c_i^{(l)} \equiv (a_i^{(l)}) c_i^{(l)} \cdots (a_i^{(l)}) c_i^{(l)} \equiv \tilde{a}_i^{(l)} c_i^{(l)}.
\]  

(6.2.8)

Here, similarly to (6.2.6) we have the following equivalence:

\[
\tilde{a}_i^{(l)} c_i^{(l)} \equiv \tilde{a}_i^{(l)} c_i^{(l)} \text{ or } \tilde{a}_i^{(l)} c_i^{(l)} \equiv \tilde{a}_i^{(l)} c_i^{(l)}.
\]  

6.2.2.2 Notation for sets of index tuples and cardinalities

Now we generalize the notation for sets of index pairs and their associated cardinalities discussed in Section 5.3.2.2 to the current scenario; see also Appendix A, in particular Section A.2. The set containing all tuples of indices \(i_l \equiv (i_1, \ldots, i_l)\) obtained by varying all indices \(i_1\) through \(i_l\) from 1 till \(D\) is denoted by:

\[
I_{i_l}^D = \{(i_1, \ldots, i_l) \mid 1 \leq i_1, \ldots, i_l \leq D\}.
\]  

(6.2.9)

This is a special case of (A.2.14). See Fig. A.1 on page 408 for more information about the meanings of the various parts of an index set notational like \(I_{i_l}^D\). The number \(l\) in the superscript position of \(I_{i_l}^D\) indicates that we are considering \(l\) different indices, viz. \(i_1, \ldots, i_l\), whereas the number \(D\) in the subscript position indicates that all indices range from 1 till \(D\). The first subscript index letter ‘t’ stands for ‘total’ because the considered set contains all tuples obtained by varying the indices from 1 till \(D\) without any further constraints. The cardinality of \(I_{i_l}^D\) is denoted and given by:

\[
M_{i_l}^D = |I_{i_l}^D| = (D)^l.
\]  

(6.2.10)
As an example of this notation, consider the set $\mathcal{J}_{1,3}^3$ with index symbol $j$, $D = 2$, and $l = 3$:

$$\mathcal{J}_{1,3}^3 \triangleq \{(j_1, j_2, j_3) \mid 1 \leq j_1, j_2, j_3 \leq 2\}$$

$$= \{(1, 1, 1), (1, 1, 2), (1, 2, 1), (1, 2, 2), (2, 1, 1), (2, 1, 2), (2, 2, 1), (2, 2, 2)\},$$

the cardinality $|\mathcal{J}_{1,3}^3|$ of which is given correctly by (6.2.10) as $M_{1,3}^3 = (2)^3 = 8$. Other sets can be defined similarly, see Section A.2 and Fig. A.1 for details.

### 6.2.2.3 Notation for sets of cumulant functions and cardinalities

Now we will generalize the notation for denoting sets of correlation functions and their associated cardinalities discussed in Sections 4.3.2 and 5.3.2.3 to the current scenario. The set containing all sensor cumulant functions with conjugation tuple $c_l$ is denoted by:

$$K_{l,D}^{x,c_l} \triangleq \left\{ \kappa_{i,u}^{x,c_l}[\nu_l] \mid i_l \in I_{l,D} \right\} = \left\{ \kappa_{i,u}^{x,c_l}[\nu_l] \right\}_{i_l \in I_{l,D}}.$$  \hspace{1cm} (6.2.11)

The cardinality of $K_{l,D}^{x,c_l}$ is denoted by $M_{l,D}^{x,c_l}$ and given by:

$$M_{l,D}^{x,c_l} \triangleq |K_{l,D}^{x,c_l}| = |I_{l,D}| = (D)^l.$$  \hspace{1cm} (6.2.12)

The set containing all unique sensor cumulant functions, i.e. the uniquiefied version of $K_{l,D}^{x,c_l}$ defined in (6.2.11), is denoted by:

$$K_{u,D}^{x,c_l} \triangleq \left\{ \kappa_{i,u}^{x,c_l}[\nu_l] \mid i_l \in I_{u,D}^{c_l} \right\} = \left\{ \kappa_{i,u}^{x,c_l}[\nu_l] \right\}_{i_l \in I_{u,D}^{c_l}}.$$  \hspace{1cm} (6.2.13)

where the set $I_{u,D}^{c_l}$ of index tuples by definition indexes $K_{u,D}^{x,c_l}$. Similarly to the role of $K_{u,2}^{x,2}$ (4.3.16) in Chapter 4 and $K_{u,2}^{x,2}$ (5.3.22) in Chapter 5, $K_{u,D}^{x,c_l}$ plays a role of paramount importance in this chapter. For this reason, we present a detailed derivation of this set in the next section. The cardinality of $K_{u,D}^{x,c_l}$, i.e. the number of unique sensor cumulant functions for conjugation tuple $c_l$, is denoted by:

$$M_{u,D}^{x,c_l} \triangleq |K_{u,D}^{x,c_l}| = |I_{u,D}^{c_l}|.$$  \hspace{1cm} (6.2.14)

Expressions for this number will also be derived in the next section. The set containing all source auto-cumulant functions is denoted by:

$$K_S^{x,c_l} \triangleq \left\{ \kappa_j^{x,c_l}[\nu_l] \mid 1 \leq j \leq S \right\} = \left\{ \kappa_j^{x,c_l}[\nu_l] \right\}_{1 \leq j \leq S}.$$  \hspace{1cm} (6.2.15)

As we have explained in the previous chapters and will be clear by now, we can denote any set of correlation, moment, and/or cumulant functions in this systematic manner.

We conclude this section by using the definitions made above for writing the important expression (6.2.3) compactly as follows:

$$\kappa_{i,u}^{x,c_l}[\nu_l] = \sum_{j=1}^{S} \eta_{i,u}^{x,c_l} \kappa_j^{x,c_l}[\nu_l] \quad \forall \nu_l \in \Omega_{m_l}^{x,c_l}, \quad \forall i_l \in I_{l,D}^{c_l}.$$  \hspace{1cm} (6.2.16)
6.2.3 Determining set of unique sensor cumulant functions

In this section we determine the important ‘uniquiefied’ sets $K^x_{s,D}$ and $T^y_{s,D}$ defined by (6.2.13). Similarly to Sections 4.3.3 and 5.3.3, in order to do so we need to study the possible symmetries in the set $K^x_{s,D}$ (6.2.11) containing all sensor cumulant functions that is indexed by $T^y_{s,D}$. Using the concepts explained in Section A.3, in particular Definitions A.3.3 and A.3.9, we define an index tuple permutation function $\sigma(\cdot)$ on the elements of the ‘total’ index tuple set $T^1_{s,D}$ as follows:

**Definition 6.2.1. Index tuple permutation function.**

An index tuple permutation function $\sigma(\cdot)$ of order $l$ acting on an index tuple $i_l \in T^1_{s,D}$ is defined as a permutation without repetition of the elements of $i_l$. The set of all different index tuple permutation functions for a given index tuple $i_l$ is denoted by $\Sigma_{i_l}$. Its cardinality depends on the multiplicities of the different index values in the tuple and is given by the multinomial coefficient (A.3.8) of Definition A.3.9.

Note that if two tuples $i_l$ and $m_l$ contain the same indices with the same multiplicities but in a possibly different order, then $\Sigma_{i_l} = \Sigma_{m_l}$. A permutation function can be represented by a tuple. As an example consider the index tuple $i_l = (1, 2, 3, 2)$. The set of all different permutation functions of order 4 for this tuple is given by $\Sigma_{i_l} = \{ (1, 2, 2, 3), (1, 2, 3, 2), (2, 1, 3, 2), (2, 2, 1, 3), (2, 3, 1, 2), (2, 3, 2, 1), (3, 1, 2, 2), (3, 2, 1, 2), (3, 2, 2, 1) \}$. The cardinality of this set is given by (A.3.8) with the set $G$ in Definition A.3.9 defined as $G \triangleq \{ g_1, g_2, g_3 \} = \{ 1, 2, 3 \}$, and thus $m_1 = 1, m_2 = 2, m_3 = 1$. This correctly yields the cardinality of $\Sigma_{i_l}$ as $P_{4,2,1} = \binom{4}{1,2,1} = \frac{4!}{1!2!1!} = 12$. Note that $\Sigma_{(1,2,3)} = \Sigma_{(1,3,2)} = \ldots = \Sigma_{(3,2,2,1)}$ and thus an arbitrary element of each set can be chosen to represent the set(s).

Now, we can formulate the study of the symmetries in the set $K^x_{s,D}$ containing all sensor cumulant functions as follows. For each index tuple $i_l \in T^1_{s,D}$ we have to determine for which different permutation functions $\sigma(\cdot) \in \Sigma_{i_l}$ the following generalization of (4.3.13) and (5.3.27) holds for any possible mixing matrix $A \in \mathbb{C}_{S,D}^n$:

$$\kappa^x_{i_l}[n_l] = \kappa^x_{\sigma(i_l)}[n_l], \quad \forall n_l \in \Omega^x_{m_l} \cup C^x_{s}[m_l], \quad (6.2.17)$$

and partition the set $T^1_{s,D}$ accordingly into equivalence classes. In other words, we have to partition all index tuples $i_l \in T^1_{s,D}$ into equivalence classes according to the equivalence relation $\equiv$ defined as follows:

$$i_l \equiv m_l \iff (i_l \in \Sigma_{m_l}) \wedge (\kappa^x_{i_l}[n_l] = \kappa^x_{m_l}[n_l]) \forall n_l \in \Omega^x_{m_l} \cup C^x_{s}[m_l], \quad (6.2.18)$$

Note that in this definition we require that $i_l \in \Sigma_{m_l}$ instead of $i_l \in T^1_{s,D}$ because for $i_l \not\in \Sigma_{m_l}$ the condition (6.17) cannot be satisfied anyway for all possible mixing matrices. The induced partition of the set $T^1_{s,D}$ under equivalence relation (6.2.18) is the set of all equivalence classes. Let $m_l$ be a representative of an equivalence class, then the equivalence class $C^x_{s}[m_l]$ of $m_l$ is the set defined by:

$$C^x_{s}[m_l] \triangleq \{ i_l \in T^1_{s,D} \mid i_l \equiv m_l \}. \quad (6.2.19)$$

From (6.2.16)-(6.2.19) it now follows that equivalence relation (6.2.18) can be simplified to:

$$i_l \equiv m_l \iff (i_l \in \Sigma_{m_l}) \wedge (\delta^y_{i_l} = \delta^y_{m_l} \forall A \in \mathbb{C}_{S,D}^n), \quad (6.2.19)$$
6.2 Formulating MIBI as system of homogeneous polyconjugal equations

Since for each $1 \leq j \leq S$ the set $\{\hat{a}_{i}^{(c_{j})}\}_{i \in I_{t}^{l}}$ has the same structure, it is sufficient to consider a single set with this structure, e.g. a set $\{\bar{z}_{i}^{c_{1}}\}_{i \in I_{t}^{l}} = \{(z_{i_{1}})^{c_{1}} \cdots (z_{i_{l}})^{c_{l}}\}_{i \in I_{t}^{l}}$ containing all products of the form $\bar{z}_{i}^{c_{1}} = z_{i_{1}}^{c_{1}} \cdots z_{i_{l}}^{c_{l}}$. Hence, in view of the derivations above we finally can formulate the problem of determining the set of unique sensor cumulant functions as follows. Firstly, partition all index tuples $i_{l} \in I_{t}^{l}$ into the equivalence classes defined by (6.2.19) according to the equivalence relation $\equiv$ as follows:

$$i_{l} \equiv m_{l} \iff (i_{l} \in \Sigma_{m_{l}}) \land (\bar{z}_{i_{l}}^{c_{1}} = \bar{z}_{m_{l}}^{c_{1}} \forall z \in C_{D}).$$

(6.2.20)

Secondly, define the uniquiefied index tuple set $\mathcal{I}_{u,D}$ containing exactly one representative from each equivalence class. Finally, use this set to define the set $K_{u,D}$ containing all unique sensor cumulant functions according to (6.2.13).

In the sequel Kronecker vectors that are related bijectively with sets like $\{\hat{a}_{i}^{(c_{1})}\}_{i \in I_{t}^{l}}$ and $\{\bar{z}_{i}^{c_{1}}\}_{i \in I_{t}^{l}}$ will arise naturally. Hence, the results obtained for such sets can be translated directly to corresponding results for the associated vectors. Here, we briefly introduce these vectors. To start with, for each fixed index $1 \leq j \leq S$ and conjugation tuple $c_{j} \in C_{l}$, define the column vector $\hat{a}_{i}^{(c_{j})} = \hat{a}_{i}^{(c_{j})} \cdots \hat{a}_{i}^{(c_{j})}$ constructed from a single vector $\hat{a}_{i}^{(c_{j})}$ and containing all product terms $\{\hat{a}_{i}^{(c_{j})}\}_{i \in I_{t}^{l}}$ of the form specified by (6.2.8) and arranged in 'Kronecker format' as follows (compare this definition with (4.3.68) and (5.3.29)):

$$\hat{a}_{i}^{(c_{j})} \triangleq (a_{i}^{(c_{j})})^{c_{1}} \cdots (a_{i}^{(c_{j})})^{c_{l}} = \begin{bmatrix} (a_{i}^{(c_{j})})^{c_{1}} \\ \vdots \\ (a_{i}^{(c_{j})})^{c_{l}} \end{bmatrix} \otimes \cdots \otimes \begin{bmatrix} (a_{i}^{(c_{j})})^{c_{1}} \\ \vdots \\ (a_{i}^{(c_{j})})^{c_{l}} \end{bmatrix}.$$

(6.2.21)

As we have explained above, in order to determine which product term definitions in the set $\{\hat{a}_{i}^{(c_{j})}\}_{i \in I_{t}^{l}}$ are unique, and thus which elements of $\hat{a}_{i}^{(c_{j})}$ in (6.2.21) are unique, we need to study the symmetries in the product terms. As we have made clear in the previous paragraph, it is sufficient to consider a single set $\{\bar{z}_{i}^{c_{1}}\}_{i \in I_{t}^{l}}$ with the same structure as $\{\hat{a}_{i}^{(c_{j})}\}_{i \in I_{t}^{l}}$. Equivalently, since the Kronecker vectors $\{\hat{a}_{i}^{(c_{j})}\}_{1 \leq j \leq S}$ constructed from the columns of $A$ all have the same form, it is sufficient to consider a single vector $\bar{z}_{D}^{c_{1}} \equiv w_{D}^{c_{1}}(z) = (z)^{c_{1}} \cdots (z)^{c_{l}} \in \mathbb{C}_{D}$ with this form that contains all products in $\{\bar{z}_{i}^{c_{1}}\}_{i \in I_{t}^{l}}$. Without any loss of generality, here we consider vectors of this type for studying the symmetries of the considered product terms. Hence, let $z$ (or $z_{D}$) be a column vector of length $D$, then the vector $\bar{z}_{D}^{c_{1}} \triangleq w_{D}^{c_{1}}(z)$ is defined similarly to (4.3.106), (5.3.29), (5.3.30), and (6.2.21) as follows:

$$\bar{z}_{D}^{c_{1}} = w_{D}^{c_{1}}(z) \triangleq (z)^{c_{1}} \cdots (z)^{c_{l}} = \begin{bmatrix} (z_{1})^{c_{1}} \\ \vdots \\ (z_{D})^{c_{1}} \end{bmatrix} \otimes \cdots \otimes \begin{bmatrix} (z_{1})^{c_{1}} \\ \vdots \\ (z_{D})^{c_{1}} \end{bmatrix}.$$

(6.2.22)

Our task now is to construct and count the unique elements of $\bar{z}_{D}^{c_{1}}$. The uniquiefied version of $\bar{z}_{D}^{c_{1}} \triangleq w_{D}^{c_{1}}(z)$ will be denoted by the vector $\bar{z}_{u,D}^{c_{1}} \triangleq w_{u,D}^{c_{1}}(z)$. Clearly, the results depend on the length $D$ of $z$, as well as on the conjugation tuple $c_{l}$. As we will see in the sequel, in as far as the information provided by the conjugation tuple is concerned, the number $M_{u,D}^{c_{l}}$ of unique products is determined only by the number of conjugations, or equivalently, by the number of 'no conjugations'. Hence, $M_{u,D}^{c_{l}}$ does not depend on which particular elements are conjugated or not.
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\[ \mathcal{I}_{D}^{l} \]

6.2.3.1 Symmetries for scenario without conjugations

As in Chapter 5, we will first consider the scenario in which no conjugations occur, i.e. with
conjugation tuple \( c_i = (o)_l = (o, \ldots, o) \). Hence, in this case the Kronecker product vector
\( \mathbf{Z}_D^{(o)} \) in (6.2.22) reduces to the conventional \( l \)-th order Kronecker product \( \mathbf{z} \otimes \cdots \otimes \mathbf{z} \)
of the column \( \mathbf{z} \) with itself:

\[ \mathbf{Z}_D^{(o)} \triangleq \mathbf{z} \otimes \cdots \otimes \mathbf{z} . \tag{6.2.23} \]

From (6.2.20) it follows that for each index tuple \( i_l \in \mathcal{I}_{l,D}^l \) we have to determine for which
unique permutation functions \( \sigma(\cdot) \in \Sigma_{i_l} \) the following condition holds:

\[ \xi_{i_l} = \mathbf{z}_{\sigma(i_l)} \quad \forall \mathbf{z} \in \mathbb{C}_D . \tag{6.2.24} \]

Equivalently, for each permutation function \( \sigma(\cdot) \in \Sigma_{i_l} \) we have to determine for which
(unique) index tuples \( i_l \in \mathcal{I}_{l,D}^l \) condition (6.2.24) holds. Since product terms without conjugations
are commutative in each factor, it follows directly that for a given tuple \( i_l \) the condition
holds for all other index tuples that are permutations of \( i_l \). Hence, all tuples which contain
the same index values with the same multiplicity yield the same product factor. Dividing the
tuples into equivalence classes according to this equivalence relation and choosing only one element from
each equivalence class yields a set of index tuples that can be used for indexing
the unique product terms in the set \( \{ \xi_{i_l} \}_{i_l \in \mathcal{I}_{l,D}^l} = \{ z_{i_1} \cdots z_{i_l} \}_{i_l \in \mathcal{I}_{l,D}^l} \) and the vector \( \mathbf{z}_D^{(o)} \).

Arranging these tuples in ascending order for example (descending order could have been
chosen as well because the only requirement is that the tuples are unique) yields the set \( \mathcal{I}_{l,D}^l \)
declared in (A.2.15) for indexing the unique terms in the current scenario:

\[ \mathcal{I}_{l,D}^l \triangleq \{ (i_1, \ldots, i_l) \mid 1 \leq i_1 \leq \cdots \leq i_l \leq D \} . \tag{6.2.25} \]

The cardinality of (6.2.25) is given by (A.2.15) and (A.3.5) as follows:

\[ M_{u,D}^l \triangleq |\mathcal{I}_{l,D}^l| = \binom{D}{l} = \frac{(l + D - 1)!}{l!(D - 1)!} = \frac{(l + D - 1)}{l} = \left( \frac{D - 1 + l}{D - 1} \right) . \tag{6.2.26} \]

As an example, for \( D = 2 \) and \( l = 3 \) the vector \( \mathbf{z}_D^{(o)} \) defined in (6.2.22) and (6.2.23), and its
‘uniquified’ version \( \hat{\mathbf{z}}_{u,D}^{(0)} \) become:

\[ \hat{\mathbf{z}}_{u,2}^{(o)} = \hat{w}_{u,2}^{(o)}(z) = \begin{bmatrix} z_1 \otimes z_1 \otimes z_1 \\ z_1 \otimes z_1 \otimes z_2 \\ z_1 \otimes z_2 \otimes z_1 \\ z_1 \otimes z_2 \otimes z_2 \\ z_2 \otimes z_1 \otimes z_1 \\ z_2 \otimes z_1 \otimes z_2 \\ z_2 \otimes z_2 \otimes z_1 \\ z_2 \otimes z_2 \otimes z_2 \end{bmatrix} \]

and \[ \hat{\mathbf{z}}_{u,2}^{(o)} = \hat{w}_{u,2}^{(o)}(z) = \begin{bmatrix} z_1 \otimes z_1 \otimes z_1 \\ z_1 \otimes z_1 \otimes z_2 \\ z_1 \otimes z_2 \otimes z_2 \\ z_2 \otimes z_2 \otimes z_2 \end{bmatrix} . \tag{6.2.27} \]
respectively. Note that the number of elements of $\hat{z}^{(o)}_3$ is given correctly as 4 by (6.2.26). The elements of $\hat{z}^{(o)}_3$ and $\hat{z}^{(o)}_2$ are indexed by the tuples in the index sets:

$$T^3_{1,2} = \{(1, 1, 1), (1, 1, 2), (1, 2, 1), (1, 2, 2), (2, 1, 1), (2, 1, 2), (2, 2, 1), (2, 2, 2)\}$$

(6.2.28)

and:

$$T^3_{2} = \{(1, 1, 1), (1, 1, 2), (1, 2, 2), (2, 2, 2)\}$$

(6.2.29)

respectively. Note that the set of index tuple equivalence classes for this example is given by:

$$\{\{(1, 1, 1)\}, \{(1, 1, 2)\}, \{(1, 2, 1)\}, \{(1, 2, 2)\}, \{(2, 1, 2)\}, \{(2, 2, 1)\}, \{(2, 2, 2)\}\}$$

and that $T^3_{3}$ contains one element from each class. Similarly to (5.3.35), note that the products also satisfy the following relation:

$$\left(\hat{z}^{(o)}_{I, l}\right)^* = \hat{z}^{(o)}_{z, I, l} \quad \forall \, z \in \mathbb{C}_D,$$

(6.2.30)

which shows that $\hat{z}^{(o)}_{D} = \left(\hat{z}^{(o)}_{D}\right)^*$ has the same number of unique products as $\hat{z}^{(o)}_{D}$.

Development of combinatorics for scenario without conjugations

As will have become clear by now, constructing and counting unique product terms in vectors like $\hat{z}^{(o)}_D$ resulting in vectors like $\hat{z}^{(o)}_{D}$ (see (6.2.27)) in essence is a combinatorial problem. In order to be able to perform this construction and counting task in a structured manner that can also be employed for the most general scenario in which also conjugation is involved, in the sequel we develop the combinatorial setting for solving this problem; see also Sections 5.3.3.1 and A.3. To start with, let $Z \triangleq \{z_1, \ldots, z_D\}$ be a set containing $D$ independent complex variables with cardinality $D \triangleq |Z|$, and consider the following definition (see also Definitions 5.3.1 and A.3.8):

**Definition 6.2.2.** $l$-combination with repetition of the set $Z = \{z_1, \ldots, z_D\}$ containing $D = |Z|$ independent complex variables. An $l$-combination with repetition of the set $Z = \{z_1, \ldots, z_D\}$ containing $D = |Z|$ independent complex variables is an arbitrary unordered selection of $l$ elements from this set, where the elements may be selected repeatedly. In other words, an $l$-combination with repetition of the set $Z$ is an arbitrary $l$-multiset of $Z$.

The problem of constructing and counting the unique elements of Kronecker product vectors like $\hat{z}^{(o)}_D$ amounts to constructing and counting all possible unique $l$-combinations with repetition of $Z$ because each $l$-combination can be associated bijectively with a product term. For example, let $Z = \{z_1, z_2\}$ be a set containing $D = 2$ complex variables, $l = 3$, and let us construct and count the unique elements of the vector $\hat{z}^{(o)}_3$ defined in (6.2.27). All 3-combinations with repetition of the set $Z$ are given by the count of 3-multisets $M_2^{(o)} = M_2^{(o)}Z = \{(z_1, z_1, z_1), (z_1, z_1, z_2), (z_1, z_2, z_2), (z_2, z_2, z_2)\}$ with cardinality given by (6.2.26), (6.2.33), and (A.3.3) as $M_2^{(o)} = M_3^{(o)} = 3^{3(2-1)} = 4$ (we will derive this soon). Since order in multisets and multiplicity in sets are irrelevant, this set is the same as the ‘full set’ $\{\{z_1, z_1, z_1\}, \{z_1, z_1, z_2\}, \{z_1, z_2, z_2\}, \{z_2, z_2, z_2\}\}$ for example, which also has cardinality 4 because it has only 4 unique elements according to the definition of multisets. For example, elements like $\{z_1, z_1, z_1\}$, $\{z_1, z_2, z_1\}$

\[\text{See Section A.3 for the definitions of } l\text{-combination, multiset, and other related combinatorial concepts.}\]
and \( \{z_2, z_1, z_1\} \) are considered to be the same because they belong to the same multiset-equivalence class.

Let \( M_{a,D}^{(o)}( \mathcal{Z} ) \) be the set containing all \( l \)-multisets of some set \( \mathcal{Z} = \{z_1, \ldots, z_D\} \) with cardinality \( D \), i.e. it is the set of all \( l \)-combinations with repetition of \( \mathcal{Z} \); see Definition 6.2.2. An unambiguous representation \( M_{a,D}^{(o)}( \mathcal{Z} ) \) of \( M_{a,D}^{(o)}( \mathcal{Z} ) \) that contains the different \( l \)-multisets of \( M_{a,D}^{(o)}( \mathcal{Z} ) \) exactly once can be defined for example by the set containing exactly one element (represented by an \( l \)-tuple) from each multiset-equivalence class. Although it is not necessary, for convenience the elements of \( M_{a,D}^{(o)}( \mathcal{Z} ) \) may be arranged according to some fixed ordering scheme of the element indices, e.g. ascending order. For the example above with \( D = 2 \) and \( l = 3 \) this results in the following representation for the set containing all unique \( 3 \)-combinations with repetition of the set \( \mathcal{Z} = \{z_1, z_2\} \): \( M_{a,2}^{(o)}( \mathcal{Z} ) \) is given by: \( I_{a,2}^3 = \{(1, 1, 1), (1, 1, 2), (1, 2, 2), (2, 2, 2)\} \), the cardinality of which is given as 4 by (6.2.33) and (A.2.15). The product terms associated with the elements of \( M_{a,2}^{(o)}( \mathcal{Z} ) \) are \( z_1z_1z_1, z_1z_1z_2, z_1z_2z_2 \) and \( z_2z_2z_2 \). Clearly, there is a one-to-one correspondence between \( M_{a,2}^{(o)}( \mathcal{Z} ) \) and the uniquiefied version \( \mathcal{z}_a, D \) defined in (6.2.27). This also holds for the general situation with \( D \) sensors and \( l \)-th order statistics, i.e.:

There is a one-to-one correspondence between the set \( M_{a,D}^{(o)}( \mathcal{Z} ) \) containing all unique \( l \)-multisets of \( M_{a,D}^{(o)}( \mathcal{Z} ) \) exactly once and the vector \( \mathcal{z}_{a,D}^{(o)} \) of unique products.

In general, with Definition 6.2.2 in place we can formulate the problem of constructing and counting all unique product terms of \( \mathcal{z}_{D}^{(o)} \) as that of constructing and counting the set \( M_{a,D}^{(o)}( \mathcal{Z} ) \) containing all unique \( l \)-combinations with repetition of the set \( \mathcal{Z} = \{z_1, \ldots, z_D\} \).

We will now investigate the problem that we have just described in detail; see also Sections 5.3.3.1 and A.3. Consider a set \( \mathcal{Z} \triangleq \{z_1, \ldots, z_D\} \) containing \( D \triangleq |\mathcal{Z}| \) independent variables, from which we are to construct and count all possible \( l \)-multisets, i.e. all \( l \)-combinations with repetition. As we have indicated above, the set containing these \( l \)-combinations is denoted by \( M_{a,D}^{(o)}( \mathcal{Z} ) \). To start with, consider a specific \( l \)-multiset containing \( m_1 \) times element \( z_1 \), \( m_2 \) times element \( z_2 \), and so on, till \( m_D \) times element \( z_D \), i.e. \( m_i \) is the multiplicity of element \( z_i \). Note that the sum \( m_1 + \cdots + m_D \) of the multiplicities of \( z_1, \ldots, z_D \) respectively equals \( l \) because each multiset contains exactly \( l \) elements. Hence, \( m_i \in \{0, 1, \ldots, l\} \) for all \( 1 \leq i \leq D \). The \( l \)-multiset can be represented uniquely by the following set:

\[
\left\{ \{z_1, \ldots, z_1\}, \{z_2, \ldots, z_2\}, \ldots, \{z_D, \ldots, z_D\} \right\}.
\]

(6.2.31)

As in Section 5.3.3.1, in turn this set can be represented uniquely by an ordered sequence of \( l \) arbitrary symbols denoting the elements of the set, e.g. bullets, and \( D - 1 \) other arbitrary
M-tuples, and the cardinality \( K \) of the set \( \mathcal{Z} \) constructed its uniquiefied version \( \mathcal{Z}' \) as previously section and in Section 5.3.3.2, thereby constructing its uniquiefied version \( \mathcal{Z}' \) and so on. Finally, the number of bullets \( m_D \) to the right of the last bar represents the multiplicity of \( z_D \). The total number of bullets equals \( l + (D - 1) \) symbols in total.

Since there are \( D \) different elements in \( \mathcal{Z} \), the number of separating bars equals \( D - 1 \). Hence, the total number of symbols in (6.2.32) including both bullets and bars equals \( (m_1 + \cdots + m_D) + (D - 1) = l + (D - 1) \). Thus, \( \sum z_D = c \) for solving the problem of constructing and counting the unique elements of a vector like \( \mathcal{Z} \) with arbitrary conjugation patterns. In this section, we will develop the combinatorial setting.

Now we are in a position to consider the most general and most complex case of scenarios \( D \)-multichoose \( l \).

\[
\binom{\sum z_D}{l} = \binom{l}{l} = \frac{(l + D - 1)!}{l!(D - 1)!} = \binom{l + D - 1}{l} = \binom{l + D - 1}{D - 1}.
\]

This function is sometimes termed \( D \)-multichoose \( l \).

Summarizing the results of this section, for the scenario without conjugations, with \( D \) sensors, and with statistical order \( l \), the set of unique sensor cumulant functions and corresponding set of index tuples are given by:

\[
K_{u,D}^{(l)} = K_{u,D}^{x,l} = \{\kappa_i^{x,l}[n_i]\}_{u \in \mathcal{I}_{u,D}}
\]

and:

\[
\mathcal{I}_{u,D}^{(l)} = \mathcal{I}_{u,D}^{x,l} = \{i_1, \ldots, i_l\} \mid 1 \leq i_1 \leq \cdots \leq i_l \leq D
\]

respectively. Both sets have cardinality \( M_{u,D}^{(l)} = M_{u,D}^{x,l} = M_{u,D}^{x,(l)} = M_{u,D}^{x,(l)} \) given by (6.2.26) and (6.2.33). Table 6.1 on the next page lists the values of \( M_{u,D}^{l} = M_{u,D}^{x,l} = M_{u,D}^{x,(l)} = M_{u,D}^{x,(l)} \) for \( 0 \leq l, D \leq 5 \).

6.2.3.2 Symmetries for scenario with conjugations: most general case

Now we are in a position to consider the most general and most complex case of scenarios with arbitrary conjugation patterns. In this section, we will develop the combinatorial setting for solving the problem of constructing and counting the unique elements of a vector like \( \mathcal{Z}' \). That is, we examine the problem of finding and counting the unique terms in \( \mathcal{Z}' \) for an arbitrary conjugation tuple \( e_l \) in a manner similar to the one presented at the end of the previous section and in Section 5.3.3.2, thereby constructing its uniquiefied version \( \mathcal{Z}' \), the set \( K_{u,D}^{x,e_l} \) (6.2.13) of unique sensor cumulant functions, the associated set \( \mathcal{I}_{u,D}^{x,e_l} \) of index tuples, and the cardinality \( M_{u,D}^{x,e_l} \) of these sets. Similarly to the example discussed in the
Table 6.1: Number $M_{u,D}^l$ of unique products and sensor cumulant functions.

<table>
<thead>
<tr>
<th>$l \setminus D$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>15</td>
<td>35</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>21</td>
<td>56</td>
<td>126</td>
</tr>
</tbody>
</table>

previous section, the unique product terms in the vector $\mathbf{z}_D^\mathcal{C}$ can be obtained by retaining only one element from each equivalence class containing the same product terms, i.e. by reducing the multiplicity of products that occur more than once to one. As a thinking framework and reference example for the coming developments, consider the scenario with $D = 2$ complex variables and conjugation tuple $c_3 \triangleq (o, o, *)$, i.e. $l = 3$. Substituting these values into (6.2.22) gives $\mathbf{z}_2^\mathcal{C} = w_2^\mathcal{C}(\mathbf{z})$ and its uniquified version $\bar{z}_2^\mathcal{C} = w_2^{\mathcal{C}}(\mathbf{z})$ as:

\[
\bar{z}_2^\mathcal{C} \triangleq \left[ \begin{array}{c} z_1 \\ z_2 \end{array} \right] \otimes \left[ \begin{array}{c} z_1 \\ z_2 \end{array} \right] \otimes \left[ \begin{array}{c} (z_1)^* \\ (z_2)^* \end{array} \right] = \begin{pmatrix} z_1 z_1 (z_1)^* \\ z_1 z_2 (z_1)^* \\ z_1 z_2 (z_2)^* \\ z_2 z_1 (z_1)^* \\ z_2 z_2 (z_1)^* \\ z_2 z_2 (z_2)^* \end{pmatrix} \quad \text{and} \quad \bar{z}_{u,2}^\mathcal{C} = \begin{pmatrix} z_1 z_1 (z_1)^* \\ z_1 z_1 (z_2)^* \\ z_1 z_2 (z_1)^* \\ z_1 z_2 (z_2)^* \\ z_2 z_1 (z_1)^* \\ z_2 z_2 (z_1)^* \end{pmatrix}
\]

respectively. The number of unique product terms in $\bar{z}_D^\mathcal{C}$, i.e. the number of elements in $\bar{z}_D^\mathcal{C}$, equals 6 because on the one hand the third and fifth, and on the other the fourth and sixth elements of $\bar{z}_D^\mathcal{C}$ are the same.

Development of combinatorics for scenario with conjugations

To start the analysis, let $Z \triangleq \{z_1, \ldots, z_D\}$ be a set containing $D$ independent complex variables with cardinality $D \triangleq |Z|$ and let the set containing the complex conjugates of the elements of $Z$ be denoted by $Z^*$, i.e. $Z^* = \{(z_1)^*, \ldots, (z_D)^*\}$. Then, we define the compound set $Z^{\mathcal{C}}$ as the set containing the elements of both $Z$ and $Z^*$:

\[
Z^{\mathcal{C}} \triangleq \{Z, Z^*\} = \{z_1, \ldots, z_D, (z_1)^*, \ldots, (z_D)^*\}.
\]

Furthermore, we denote the number of conjugations in the conjugation tuple $c_l$ by $n_{c_l}$:

\[
n_{c_l} \triangleq \#\{\text{conjugations in } c_l\} \equiv \#_c\{c_l\} \in \{0, \ldots, l\}.
\]

Since each element of $c_l$ can have two different values, there are $(2)^l$ different conjugation tuples; see Section A.5. Now, the generalization of Definition 6.2.2 to the current scenario can be given as follows:

**Definition 6.2.3.** $l$-combination with conjugation tuple $c_l$ with repetition of the set $Z^{\mathcal{C}} \triangleq \{Z, Z^*\}$ constructed from $Z = \{z_1, \ldots, z_D\}$ containing $D = |Z|$ independent complex variables. An $l$-combination with conjugation tuple $c_l$ with repetition of the set
$Z^o \triangleq \{ Z, Z^* \}$ constructed from the set $Z = \{ z_1, \ldots, z_D \}$ containing $D$ independent complex variables is an arbitrary unordered selection of $l$ elements from this set, where the elements may be selected repeatedly but $l - n_{ci}$ elements have to be chosen from $Z$ and $n_{ci}$ elements from $Z^*$. In other words, an $l$-combination with conjugation tuple $c_i$ with repetition of the set $Z^o$ is an arbitrary $l$-multiset of $Z^o$ containing $l - n_{ci}$ elements from $Z$ and $n_{ci}$ elements from $Z^*$.

With this definition in place, the problem of finding and counting the unique terms in the vector $z_{iD}^o$ and/or set $\{ z_i^o \}_{i \in I_{o,D}}$ for an arbitrary conjugation tuple $c_i$ can be formulated as that of constructing and counting all possible $l$-combinations with conjugation tuple $c_i$ with repetition of the set $Z^o \triangleq \{ Z, Z^* \}$, where the set $Z = \{ z_1, \ldots, z_D \}$ contains $D$ independent complex variables, $l - n_{ci}$ elements have to be chosen from $Z$, and $n_{ci}$ elements have to be chosen from $Z^*$. This can be done because each such $l$-combination with conjugation pair $c_i$ can be associated bijectively with a product term. For example, let $Z = \{ z_1, z_2 \}$ be a set containing $D = 2$ complex variables and let the conjugation tuple be given by $c_i \triangleq (o, o, o, *)$, i.e. $l = 3$. This scenario corresponds to the vector $z_{iD}^{o \circ \ast}$ defined in (6.2.35). All 3-combinations with conjugation tuple $c_3 = (o, o, o, *)$ with repetition of the set $Z^* \triangleq \{ Z, Z^* \}$ is given by the set of 3-multisets $M_3^{o \circ \ast}(Z) = \{(z_1, z_1, z_1)^\ast, (z_1, z_1, z_2)^\ast, (z_1, z_2, z_1)^\ast, (z_1, z_2, z_2)^\ast, (z_2, z_2, z_1)^\ast, (z_2, z_2, z_2)^\ast\}$ with cardinality given by (6.2.41) as 6 (we will derive this soon). Since order is irrelevant in multisets, this set is the same as the set $\{ (z_1, (z_1)^\ast, z_1), (z_1, (z_2)^\ast, z_1), (z_1, z_2, (z_1)^\ast), (z_1, z_2, (z_2)^\ast), (z_2, z_2, (z_1)^\ast), (z_2, z_2, (z_2)^\ast)\}$. For example, the unique product terms associated with the elements of $M_3^{o \circ \ast}(Z)$ are $z_1 z_1 (z_1)^\ast, z_1 z_1 (z_2)^\ast, z_1 z_2 (z_1)^\ast, z_1 z_2 (z_2)^\ast, z_2 z_2 (z_1)^\ast$ and $z_2 z_2 (z_2)^\ast$.

Let $M_{l,D}^{o \circ \ast}(Z)$ be the set containing all $l$-multisets of $Z^o$ containing $l - n_{ci}$ elements from $Z$ and $n_{ci}$ elements from $Z^*$, i.e. it is the set of all $l$-combinations with conjugation tuple $c_i$ with repetition of the set $Z^o \triangleq \{ Z, Z^* \}$, where $Z = \{ z_1, \ldots, z_D \}$ contains $D = |Z|$ independent complex variables; see Definition 6.2.3. An unambiguous representation $M_{l,D}^{c_i}(Z)$ of $M_{l,D}^{o \circ \ast}(Z)$ that contains the different $l$-multisets of $M_{l,D}^{o \circ \ast}(Z)$ exactly once can be defined for example by the set containing exactly one element from each multiset-equivalence class, which is represented by an ascending $l$-tuple. Although it is not necessary, for convenience the elements of $M_{l,D}^{o \circ \ast}(Z)$ may be arranged according to some fixed ordering scheme of the element indices, e.g. ascending $l$-tuples. For the example above with $D = 2$ and $l = 3$ this results in the following representation for $M_{l,D}^{o \circ \ast}(Z)$: $M_{l,D}^{o \circ \ast}(Z) = \{ z_1 z_1 (z_1)^\ast, z_1 z_1 (z_2)^\ast, z_1 z_2 (z_1)^\ast, z_1 z_2 (z_2)^\ast, z_2 z_2 (z_1)^\ast, z_2 z_2 (z_2)^\ast\}$. Calling the index $i$ for example, the index set associated with $M_{l,D}^{o \circ \ast}(Z)$ is given by $T_{\ast \ast}^{o \circ \ast} = \{ (1, 1, 1), (1, 1, 2), (1, 2, 1), (1, 2, 2), (2, 2, 1), (2, 2, 2) \}$, the cardinality of which will be derived soon and is given as 6 by (6.2.41). The product terms associated with the elements of $M_{l,D}^{o \circ \ast}(Z)$ are $z_1 z_1 (z_1)^\ast, z_1 z_1 (z_2)^\ast, z_1 z_2 (z_1)^\ast, z_1 z_2 (z_2)^\ast, z_2 z_2 (z_1)^\ast$ and $z_2 z_2 (z_2)^\ast$. Clearly, there is a one-to-one correspondence between $M_{l,D}^{o \circ \ast}(Z)$ and the unqualified version $z_{l,D}^{o \circ \ast}$ of $z_{l,D}^{o \circ \ast}$ given in (6.2.35). This also holds for the general situation with $D$ sensors, l-th order statistics, and conjugation tuple $c_i$, i.e.:

There is a one-to-one correspondence between the set $M_{l,D}^{c_i}(Z)$ containing all unique $l$-multisets of $M_{l,D}^{c_i}(Z)$ exactly once and the vector $z_{l,D}^{c_i}$ of unique products.

In general, with Definition 6.2.3 in place we can formulate the problem of constructing and counting all unique terms of $z_{l,D}^{c_i}$ for an arbitrary conjugation tuple $c_i$ as that of constructing...
and counting the set \( M^{e_i}_{n}(Z) \) containing all unique \( l \)-combinations with conjugation tuple \( e_i \) with repetition of the set \( Z^{**} \triangleq \{ Z, Z^* \} \), where the set \( Z = \{ z_1, \ldots, z_D \} \) contains \( D \) independent complex variables, \( l-n_{e_i} \) elements have to be chosen from \( Z \), and \( n_{e_i} \) elements have to be chosen from \( Z^* \).

We will now investigate the problem that we have just described in detail; see also Chapter 5 and Section A.3. Consider again the set \( Z \triangleq \{ z_1, \ldots, z_D \} \) containing \( D \triangleq |Z| \) complex variables, its ‘conjugate set’ \( Z^* \triangleq \{(z_1)^*, \ldots, (z_D)^*\} \), and the compound set \( Z^{**} \triangleq \{ z_1, \ldots, z_D, (z_1)^*, \ldots, (z_D)^* \} \). As we have explained above, our task is to construct and count the number of all unique \( l \)-multisets of \( Z^{**} \) containing \( l-n_{e_i} \) elements from \( Z \) and \( n_{e_i} \) elements from \( Z^* \). To start with, consider a specific \( l \)-multiset containing \( m_1 \) times element \( z_1 \), and so on, till \( m_D \) times element \( z_D \), \( m_1^* \) times element \( (z_1)^* \), and so on, till \( m_D^* \) times element \( (z_D)^* \), i.e. the multiplicities of the \( i \)-th element \( z_i \) of \( Z \) and the \( i \)-th element \( z_i^* \) of \( Z^* \) are denoted by \( m_i \) and \( m_i^* \) respectively. Since each multiset contains 
\( l-n_{e_i} \) elements from \( Z \), it follows that \( m_1 + \cdots + m_D = l-n_{e_i} \) with \( m_i \in \{ 0, \ldots, l-n_{e_i} \} \) for all \( 1 \leq i \leq D \). Likewise, since each multiset contains \( n_{e_i} \) elements from \( Z^* \), it follows that \( m_1^* + \cdots + m_D^* = n_{e_i} \) with \( m_i^* \in \{ 0, \ldots, n_{e_i} \} \) for all \( 1 \leq i \leq D \). Note that the sum of all multiplicities equals \( (m_1 + \cdots + m_D) + (m_1^* + \cdots + m_D^*) = l \). The \( l \)-multiset can be represented uniquely by the following set:

\[
\left\{ \{z_1, \ldots, z_1\}, \ldots, \{z_D, \ldots, z_D\}, \{(z_1)^*, \ldots, (z_1)^*\}, \ldots, \{(z_D)^*, \ldots, (z_D)^*\} \right\}
\]

\( (l-n_{e_i}) \) elements from \( Z \)

\( n_{e_i} \) elements from \( Z^* \)

\( l \) elements from \( Z^{**} = (Z, Z^*) \)

(6.2.37)

Our problem can be decomposed into two independent problems each of which is similar to the one discussed in the previous section for the situation without conjugation(s). In one of the problems all possible \( (l-n_{e_i}) \)-combinations with repetition of \( Z = \{ z_1, \ldots, z_D \} \) have to be constructed and counted, whereas in the other the same has to be done for all possible \( n_{e_i} \)-combinations with repetition of \( Z^* \triangleq \{(z_1)^*, \ldots, (z_D)^*\} \). Hence, constructing and counting all unique elements of the form (6.2.37) amounts to doing the same for each of the two sets:

\[
\left\{ \{z_1, \ldots, z_1\}, \ldots, \{z_D, \ldots, z_D\} \right\}, \left\{ \{(z_1)^*, \ldots, (z_1)^*\}, \ldots, \{(z_D)^*, \ldots, (z_D)^*\} \right\}
\]

\( (l-n_{e_i}) \) elements from \( Z \)

\( n_{e_i} \) elements from \( Z^* \)

separately, and then combining the results using the Cartesian product rule. Following the same reasoning as the one below (5.3.47) leading to results (5.3.48)-(5.3.52), and the one below (6.2.31) leading to result (6.2.33), these two sets are represented as:

\[
\begin{align*}
\text{(6.2.38)} & \quad \begin{array}{c}
\begin{array}{c}
\bullet \cdots \bullet \\
\bullet \cdots \bullet \\
\bullet \cdots \bullet \\
\end{array}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet \cdots \bullet \\
\bullet \cdots \bullet \\
\bullet \cdots \bullet \\
\end{array}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{\( (D-n_{e_i}) \) bars} & \quad \text{\( (D-n_{e_i}+1) \) symbols in total} \\
\text{\( m_1 + \cdots + m_D = (l-n_{e_i}) \) bullets} & \quad \text{\( m_1^* + \cdots + m_D^* = n_{e_i} \) bullets} \\
\text{\( D \)-bars} & \quad \text{\( D \)-bars} \\
\text{\( (D-n_{e_i}+1) \) symbols in total} & \quad \text{\( (D+n_{e_i}-1) \) symbols in total}
\end{align*}
\]
respectively (see also (6.2.32)). Since there are $D$ different elements in both $Z$ and $Z^*$, the number of separating bars equals $D - 1$ for each set. Hence, the total number of symbols including bullets and bars equals $(m_1 + \cdots + m_D) + (D - 1) = (l - n_{e_i}) + (D - 1)$ for the first set, and $(m_1^* + \cdots + m_D^*) + (D - 1) = n_{e_i} + (D - 1)$ for the second. Thus, the number of $(l - n_{e_i})$-multisets of $Z$ equals the number of ways to arrange $D - 1$ bars among $((l - n_{e_i}) + (D - 1))$ symbols, which equals the number of subsets of size $D - 1$ or $l - n_{e_i}$ in a set of size $((l - n_{e_i}) + (D - 1))$ and is given by the binomial coefficient as follows (see also (6.2.33) and (A.3.5)):

$$M_{u,D}^{l,n_{e_i}} \triangleq \binom{D}{l - n_{e_i}} = \binom{(l - n_{e_i}) + (D - 1)}{l - n_{e_i}} = \binom{(l - n_{e_i}) + (D - 1)}{D - 1}.$$  

Likewise, the number of $n_{e_i}$-multisets of $Z^*$ equals the number of ways to arrange $D - 1$ bars among $n_{e_i} + (D - 1)$ symbols, which equals the number of subsets of size $D - 1$ or $n_{e_i}$ in a set of size $n_{e_i} + (D - 1)$ and is also given by the binomial coefficient as follows:

$$M_{u,D}^{n_{e_i}} \triangleq \binom{n_{e_i}}{n_{e_i}} = \binom{n_{e_i} + (D - 1)}{n_{e_i}} = \binom{n_{e_i} + (D - 1)}{D - 1}.$$  

Combining (6.2.39) and (6.2.40) using the standard product rule from combinatorics gives the number of $(l - n_{e_i})$-multisets of a set $Z^{x_{e_i}} \triangleq \{Z, Z^*\}$ containing $l - n_{e_i}$ elements from $Z$ (having cardinality $D$) and $n_{e_i}$ from $Z^*$ (also having cardinality $D$) as the product of the number of $(l - n_{e_i})$-subsets of a set of size $((l - n_{e_i}) + (D - 1))$ on the one hand, and the number of $n_{e_i}$-subsets of a set of size $n_{e_i} + (D - 1)$ on the other hand:

$$M_{u,D}^{x_{e_i}} = M_{u,D}^{l,n_{e_i}} \cdot M_{u,D}^{n_{e_i}} = \binom{D}{l - n_{e_i}} \binom{D}{n_{e_i}} = \binom{(l - n_{e_i}) + (D - 1)}{l - n_{e_i}} \binom{n_{e_i} + (D - 1)}{n_{e_i}}.$$  

Hence, the number of unique elements in the vector $\mathbf{z}_D^{x_{e_i}} = \mathbf{w}_D^{x_{e_i}}(\mathbf{z})$ and/or set $\{\mathbf{z}_D^{x_{e_i}}\}_{u \in T_{u,D}^{x_{e_i}}}$ can be expressed as follows in various ways:

$$M_{u,D}^{x_{e_i}} = M_{u,D}^{l,n_{e_i}} \cdot M_{u,D}^{n_{e_i}} = \binom{D}{l - n_{e_i}} \binom{D}{n_{e_i}} = \binom{(l - n_{e_i}) + (D - 1)}{l - n_{e_i}} \binom{n_{e_i} + (D - 1)}{n_{e_i}}.$$  

or, more compactly:

$$M_{u,D}^{x_{e_i}} = \binom{D}{l - n_{e_i}} \binom{D}{n_{e_i}} = \binom{(l - n_{e_i}) + (D - 1)}{l - n_{e_i}} \binom{n_{e_i} + (D - 1)}{n_{e_i}}.$$  

Summarizing the results of this section, using the procedure for constructing $M_{u,D}^{x_{e_i}}(Z)$ explained above and the various one-to-one correspondences, for the general scenario with an arbitrary conjugation tuple $c_i$ we can construct the vector $\mathbf{z}_D^{x_{e_i}}$ of unique products and the set $K_{u,D}^{x_{e_i}}$ of unique sensor cumulant functions, both with the associated set $T_{u,D}^{x_{e_i}}$ of index tuples. The cardinality $M_{u,D}^{x_{e_i}} = M_{u,D}^{x_{e_i}} \triangleq |K_{u,D}^{x_{e_i}}|$ of these sets is given by (6.2.41)-(6.2.43), and its values are listed in Table 6.2 on the following page for several combinations of $c_i$ and $D$. Note that the values in one row of the table can obtained by multiplying two rows of
MIBI based on arbitrary order temporal structure: $D \times S$ mixing case

Table 6.2: Number $M^e_{u,D}$ of unique products and sensor cumulant functions.

<table>
<thead>
<tr>
<th>Conjugation tuple parameters</th>
<th>$M^e_{u,D}$</th>
<th>Number of sensors $D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$</td>
<td>$c_l$</td>
<td>$n_{c_l}$</td>
</tr>
<tr>
<td>1</td>
<td>(o), (o)</td>
<td>0, 1</td>
</tr>
<tr>
<td>2</td>
<td>(o, o), (o, o)</td>
<td>0, 2</td>
</tr>
<tr>
<td>3</td>
<td>(o, o, o), (o, o, o)</td>
<td>1, 1</td>
</tr>
<tr>
<td>4</td>
<td>(o, o, o, o), (o, o, o, o)</td>
<td>0, 4</td>
</tr>
<tr>
<td>(o, o, o, o)</td>
<td>1, 3</td>
<td>0, 1</td>
</tr>
<tr>
<td>(o, o, o, o)</td>
<td>2, 2</td>
<td>0, 1</td>
</tr>
</tbody>
</table>

Table 6.1, as indicated in the fourth column of Table 6.2. Note that for each $l$ the first row gives the corresponding row of Table 6.1.

Properties and table of values

Formula (6.2.43) shows that for a specific conjugation tuple $c_l$, in addition to the number of sensors $D$ the number $M^e_{u,D}$ of unique elements in $z^e_D$ is determined completely by the number $n_{c_l}$ of conjugations and by the tuple length $l$. Hence, the order of conjugations ‘$*$’ and no conjugations ‘$o$’ in the tuple is not important. Let the complement of a conjugation tuple $c_l$ be denoted by $\overline{c}_l$, i.e. $\overline{c}_l = (\bar{c}_1, \ldots, \bar{c}_l)$ with $\bar{s} = o$ and $\bar{o} = s$. Then, it is clear that the number of unconjugated elements in $c_l$ equals $n_{c_l} = l - n_{c_l}$, and also that $n_{c_l} = l - n_{c_l}$. Hence, (6.2.43) also shows that for a specific conjugation tuple $c_l$, in addition to $D$ the number $M^e_{u,D}$ is determined completely by the number $n_{c_l}$ of unconjugated elements and by the tuple length $l$. Formulated differently, $M^e_{u,D}$ is determined completely by $D$, $n_{c_l}$, and $n_{c_l}$ because $n_{c_l} + n_{c_l} = l$. Evidently, $z^e_D$ has the same number $M^e_{u,D} = M^e_{u,D}$ of unique product terms as $z^e_D$. Note that the terms of the latter vector are the conjugates of the corresponding ones in $z^e_D$. These observations inspire us to define the following notations equivalent to $M^e_{u,D}$ in (6.2.43), from which the properties that we have just discussed follow immediately:

$$M^e_{u,D} = M^e_{u,D} = M^{(n_{c_l}, l)}_{u,D} = M^{(l, n_{c_l})}_{u,D} = \left( D \right) \left( \begin{array}{c} D \\ n_{c_l} \end{array} \right) \left( D \right). \quad (6.2.44)$$

Together with the fact that both $n_{c_l}$ and $n_{c_l}$ are elements of the set $\{0, 1, \ldots, l\}$ with cardinality $l + 1$, equation (6.2.44) implies that $M^e_{u,D} = M^e_{u,D} = M^{(n_{c_l}, l)}_{u,D} = M^{(l, n_{c_l})}_{u,D}$ considered
as a function of $n_{c_{l}}$ or $n_{c_{c}}$, is symmetric around $\frac{l+1}{2}$ for fixed $D$ and $l$. Using the notations $M_{u,D}^{(n_{c_{l}}, l)}$ and $M_{u,D}^{(l, n_{c_{c}})}$ with explicit dependence on $n_{c_{l}}$, this follows directly from (6.2.44) by noting that:

$$
M_{u,D}^{(n_{c_{l}}, l)} = M_{u,D}^{(l-n_{c_{l}}, l)} \quad \text{and} \quad M_{u,D}^{(l, n_{c_{c}})} = M_{u,D}^{(l, l-n_{c_{c}})}.
$$

Hence, for each fixed $D$ and $l$ we only need to consider the first or last $\lceil \frac{l+1}{2} \rceil$ values of $n_{c_{l}}$, i.e. the values $0, \ldots, \lfloor \frac{l+1}{2} \rfloor - 1$ or $l - \lfloor \frac{l+1}{2} \rfloor + 1, \ldots, l$ respectively, because the other values are then determined completely. Furthermore, from (6.2.41)-(6.2.44), it can be proven that for each fixed combination of $D$ and $l$, the maximum possible value of the multiset coefficient in (6.2.44) is attained for $n_{c_{l}} = l/2$ if $l$ is even, and for $n_{c_{l}} = (l-1)/2$ or $n_{c_{l}} = (l+1)/2$ if $l$ is odd; this can also be seen from Table 6.2. Hence, using for example the notation $M_{u,D}^{(n_{c_{l}}, l)}$ with explicit dependence on $n_{c_{l}}$, for even $l$ we have:

$$
\max_{n_{c_{l}}} M_{u,D}^{(n_{c_{l}}, l)} = M_{u,D}^{(l/2)} = \left( \frac{D}{l/2} \right)^2 = \left( \frac{l/2 + (D-1)}{l/2} \right)^2, \quad (6.2.45)
$$

whereas for odd $l$:

$$
\max_{n_{c_{l}}} M_{u,D}^{(n_{c_{l}}, l)} = M_{u,D}^{((l-1)/2, l)} = M_{u,D}^{((l+1)/2, l)} = \left( \frac{D}{(l+1)/2} \right) \left( \frac{D}{(l-1)/2} \right) = \left( \frac{(l+1)/2 + (D-1)}{(l-1)/2 + (D-1)} \right), \quad (6.2.46)
$$

Evaluating these functions for $1 \leq D \leq 5$ for each fixed $l$ yields the last row for that value of $l$ given in Table 6.2. For example, the last row of the table can be computed by evaluating (6.2.45) with $l = 4$ and $1 \leq D \leq 5$. These maximum possible values of $M_{u,D}^{(n_{c_{l}}, l)}$ are important for constructing a subspace matrix in such a way that a maximum number of mixing matrix columns can be identified.

**Examples**

We will now provide some examples illustrating the use and correctness of (6.2.41)-(6.2.44). As a first example, we consider the $l$-th order Kronecker product vector $\mathbf{z}_{D}^{(c_{l})}$ containing products without conjugations, which is defined in (6.2.23) of the previous section. Substituting $n_{c_{l}} = n_{(c_{l})} = 0$ into one of the equations above yields:

$$
M_{u,D}^{(c_{l})} \equiv M_{u,D}^{l} = \binom{D}{l} \binom{D}{0} = M_{u,D}^{l-0} \cdot M_{u,D}^{0} = \binom{l+D-1}{l}, \quad (6.2.47)
$$

which agrees with the result given by (6.2.33). For example, the length of $\mathbf{z}_{2,3}^{(c_{3})}$ (5.3.33) with $D = 2$ and $l = 2$ equals 3, the length of $\mathbf{z}_{4,5}^{(c_{5})}$ (5.3.34) with $D = 3$ and $l = 2$ equals 6, and the length of $\mathbf{z}_{3,2}^{(c_{2})}$ (6.2.27) with $D = 2$ and $l = 3$ equals 4.

Now consider the example in (6.2.35), where $D = 2$, $l = 3$, and the conjugation tuple is given by $c_{3} \equiv (c, c, *)$ with $n_{o o} = 1$. From (6.2.44) or Table 6.2 we see that $M_{u,2}^{(o o)} = M_{u,2}^{(1,3)} = M_{u,2}^{(3,2)} = \binom{2}{1} \binom{2}{2} = 6$, which is precisely the number of unique product terms in $\mathbf{z}_{2}^{(o o)}$, i.e. the number of elements in $\mathbf{z}_{2,2}^{(o o)}$ in (6.2.35).
6.2.3.3 Other symmetries

In this section, we briefly note some symmetries that are not relevant for determining the number of unique sensor cumulant functions, but nevertheless are useful on other occasions. Firstly, in general the product terms in $\mathbf{Z}_D^{e_l}$ and $\mathbf{Z}_D^{e_l}$ satisfy the following symmetry:

$$((z_{i_1})^{c_i} \cdots (z_{i_t})^{c_t})^* = (z_{i_1})^{c_i} \cdots (z_{i_t})^{c_t} \quad \forall 1 \leq i_1, \ldots, i_t \leq D$$

which is a generalization of (6.2.30).

The next two symmetry properties pertain to the source auto-cumulant functions and follow directly from the definition of the cumulant function. The first one is given by:

$$\kappa_j^{s, \sigma} [\mathbf{n}_i] = \kappa_j^{s, \sigma([\sigma(\mathbf{n}_i)])} \quad \forall \mathbf{n}_i \in \Omega_{\mathbf{n}_i}^{\nu, c_i}, \quad \forall 1 \leq j \leq S, \quad \forall \sigma \in \Sigma_{e_i},$$

where $\Sigma_{e_i}$ is the set of all different conjugation tuple permutation functions defined on $\mathcal{C}_i$, and the second by:

$$(\kappa_j^{s, \sigma} [\mathbf{n}_i])^* = \kappa_j^{s, \sigma} [\mathbf{n}_i] \quad \forall \mathbf{n}_i \in \Omega_{\mathbf{n}_i}^{\nu, c_i}, \quad \forall 1 \leq j \leq S.$$ 

6.2.3.4 Maximum rank of $l$-th order Khatri-Rao product with conjugation tuple $c_l$

As we have made clear in the previous chapters, and will see in this chapter as well, the (maximum) rank of the involved Khatri-Rao product of the mixing matrix $\mathbf{A}$ is of paramount importance for determining the number of linearly independent equations in the system of homogeneous polyconjugal equations that will be derived in the coming sections, and thus also for determining the maximum number $S_{\text{max}}$ of columns and/or sources that can be identified; see also Section 6.6. The $l$-th order Khatri-Rao product $\mathbf{A}_{D, \sigma}^{c_l} = \mathbf{A}_{D, \sigma}^{c_1 \cdots c_l}$ of $\mathbf{A}$ with conjugation tuple $c_l = (c_1, \ldots, c_l)$ is defined as the matrix formed by stacking the column vectors $\mathbf{a}_{1}^{c_1}, \ldots, \mathbf{a}_{S}^{c_l}$ defined in (6.2.21) alongside each other as follows (see also Sections 5.3.3.4 and A.9, in particular Equations (A.9.3) and (A.9.4)):

$$\mathbf{A}_{D, \sigma}^{c_l} \triangleq (\mathbf{A})^{c_1} \cdots (\mathbf{A})^{c_l} = \left[ (a_1)^{c_1} \otimes \cdots \otimes (a_1)^{c_1} \cdots (a_S)^{c_1} \otimes \cdots \otimes (a_S)^{c_1} \right],$$

which can be written in expanded form as follows:

$$\mathbf{A}_{D, \sigma}^{c_l} = \begin{bmatrix}
\mathbf{a}_{1}^{c_1} & \cdots & \mathbf{a}_{S}^{c_1} \\
\vdots & \ddots & \vdots \\
\mathbf{a}_{1}^{c_l} & \cdots & \mathbf{a}_{S}^{c_l}
\end{bmatrix} = \begin{bmatrix}
(a_1)^{c_1} & \cdots & (a_1)^{c_1} & \cdots & (a_S)^{c_1} & \cdots & (a_S)^{c_1} \\
\vdots & \cdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
(a_1)^{c_l} & \cdots & (a_1)^{c_l} & \cdots & (a_S)^{c_l} & \cdots & (a_S)^{c_l}
\end{bmatrix}.$$

(6.2.49)

Following the same reasoning as in Section 5.3.3.4, it follows that the maximum possible rank of $\mathbf{A}_{D, \sigma}^{c_l}$ is bounded as follows:

$$\text{rank}(\mathbf{A}_{D, \sigma}^{c_l}) \leq \min \left(M_{\sigma_1 D}^{c_1}, S \right),$$

(6.2.51)
6.2 Formulating MIBI as system of homogeneous polyconjugal equations

where \( M_{ei}^{c_l} \) is given by (6.2.41)-(6.2.44). Hence, for a randomly generated matrix \( A \) and without limitations on the number of columns the maximum possible rank of (a matrix with the same structure as) \( A_{ei}^{c_l} \) for fixed \( D \), viz. the maximum row rank of \( A_{ei}^{c_l} \), equals:

\[
\max \left( \text{rank}_{\text{row}}(A_{ei}^{c_l}) \right) = M_{ei}^{c_l} = \begin{pmatrix} D \\ n_{ei} \end{pmatrix} \begin{pmatrix} D \\ n_{ei} \end{pmatrix} .
\] (6.2.52)

In general, if the matrix \( A \) from which the \( l \)-th order Khatri-Rao product is ‘sufficiently random’ this maximum possible rank is achieved. See Table 6.2 on page 314 for the maximum achievable row rank of \( A_{ei}^{c_l} \) for several combinations of \( D, l \) and \( e_i \).

6.2.4 Derivation of system of \( D \)-variate \( l \)-homogeneous polyconjugal equations; functional notation

Now, finally we are in a position to derive a system of \( D \)-variate homogeneous polyconjugal equations of degree \( l \) satisfied by the columns \( a^1, \ldots, a^S \) of the mixing matrix \( A \in \mathbb{C}^S \) for the most general scenario along the same lines as in Sections 4.3.4, 4.3.5 and 4.3.6 of Chapter 4, and Sections 5.3.4, 5.3.5 and 5.3.6 of Chapter 5. In this section, similarly to Sections 4.3.4 and 5.3.4 we start by developing the theory in functional notation.

6.2.4.1 Dimensions of signal and source subspaces

Again, we start our derivation by considering the dimension \( d_{ei}^{c_l} \) of the linear space spanned by the sensor cumulant functions:

\[
d_{ei}^{c_l} \triangleq \dim \left( L(K_s^{c_l}) \right) = \dim \left( L \left( \{ \kappa_{s_{c_l}}^1 [n_l] \}_{1 \leq j < s} \right) \right) .
\] (6.2.53)

As in Chapters 4 and 5, in analogy with subspace method jargon the linear space \( L(K_s^{c_l}) \) is called signal subspace. We also refer to this subspace as sensor subspace. Let \( d_S^{c_l} \) denote the dimension of the linear space spanned by the source auto-cumulant functions:

\[
d_S^{c_l} \triangleq \dim \left( L(K_s^{c_l}) \right) = \dim \left( L \left( \{ \kappa_{j_{c_l}}^1 [n_l] \}_{1 \leq j \leq S} \right) \right) .
\] (6.2.54)

We will refer to the linear space \( L(K_s^{c_l}) \) spanned by the source auto-cumulant functions as source subspace. From AS2 on page 299, i.e. from the fact that the source auto-cumulant functions are linearly independent, it follows directly that the dimension of the source subspace equals:

\[
d_S^{c_l} \triangleq \dim \left( L(K_s^{c_l}) \right) = S .
\] (6.2.55)

Equations (6.2.3) and (6.2.16) state that each sensor cumulant function \( \kappa_{s_{c_l}}^1 [n_l] \) is a linear combination of the \( S \) source auto-cumulant functions \( \kappa_{1_{c_l}}^1 [n_l], \ldots, \kappa_{S_{c_l}}^1 [n_l] \) with coefficients \( \tilde{d}_1^{1_{c_l}} \), \ldots, \( \tilde{d}_S^{1_{c_l}} \) respectively. Hence, using linear algebra [115, 150] the following ‘dimensional relation’ between \( d_{ei}^{c_l} \) and \( d_S^{c_l} \) can be deduced:

\[
d_{ei}^{c_l} = \dim \left( L(K_{ei}^{c_l}) \right) \leq \dim \left( L(K_s^{c_l}) \right) = \max \left( \text{rank}_{\text{row}}(A_{ei}^{c_l}) \right) = M_{ei}^{c_l} \triangleq d_{ei}^{c_l} .
\] (6.2.56)

This is a logical and intuitive consequence of the fact that all sensor cumulant functions are linear combinations of the same \( S \) source auto-cumulant functions. In principle, depending on the values of the mixing matrix elements, \( d_{ei}^{c_l} \) can be smaller than \( d_S^{c_l} \). However, in general \( d_{ei}^{c_l} \) will be equal to \( d_{ei}^{c_l} \) for a randomly generated mixing matrix \( A \). In the sequel, we will show how \( d_{ei}^{c_l} \) depends on \( A \) and \( d_S^{c_l} \).
6.2.4.2 Linear dependence of sensor cumulant functions

Now we will present an essential part of our derivation that is based on a trivial linear algebra result that we have already stated in Section 5.3.4.2, viz. that in an arbitrary linear vector space of a certain dimension \( d \) any set containing more than \( d \) vectors is linearly dependent. From this property and (6.2.56) it follows that:

\[
\dim \left( \mathcal{L}(K_{u,D}^{x,i}) \right) \leq \min \left( |K_{u,D}^{x,i}|, S \right) = \min \left( M_{u,D}^{x,i}, S \right).
\]

As we will see in the Section 6.2.6, this inequality also follows from (6.2.51) because \( \dim \left( \mathcal{L}(K_{u,D}^{x,i}) \right) \) is smaller than or equal to \( \text{rank}(K_{D,\phi}) \). Furthermore, if the number \( M_{u,D}^{x,i} = |K_{u,D}^{x,i}| \) of unique sensor cumulant functions given by (6.2.41)-(6.2.43) is larger than the dimension \( d_{x,i}^{D} \) of the signal subspace spanned by the functions in \( K_{u,D}^{x,i} \), i.e. if:

\[
|K_{u,D}^{x,i}| > \dim \left( \mathcal{L}(K_{u,D}^{x,i}) \right) \quad \text{or} \quad M_{u,D}^{x,i} > d_{x,i}^{D}, \tag{6.2.57}
\]

then the sensor cumulant functions in \( K_{u,D}^{x,i} \) are linearly dependent. The condition in (6.2.57) can be fulfilled by choosing the right number \( D \) of sensors in relation to the number \( S \) of sources, where in general ‘right’ depends on the employed order of the statistics and on the chosen conjugation pattern.

Equivalently to (5.3.65), if the sensor cumulant functions in \( K_{u,D}^{x,i} \) are linearly dependent, i.e. if (6.2.57) is satisfied, then by the definition of linear dependence there exist non-zero and non-unique sets of coefficients \( \{ \varphi_{1}^{i} \}_{i \in T_{u,D}^{x,i}}, \ldots, \{ \varphi_{q}^{i} \}_{i \in T_{u,D}^{x,i}} \), indexed by an arbitrarily integer-valued index \( q \), such that:

\[
\sum_{i \in T_{u,D}^{x,i}} \varphi_{q}^{i} \kappa_{u,D}^{x,i} [n_{i}] = 0 |n_{i}| \quad \forall \; n_{i} \in \Omega_{n}^{i} \cap T_{u,D}^{x,i}, \quad \forall \; q \in Q_{D,S}^{x,i}, \tag{6.2.58}
\]

where the set \( Q_{D,S}^{x,i} \) is defined similarly to (4.3.23) and (5.3.66) as follows:

\[
Q_{D,S}^{x,i} \triangleq \{ 1, \ldots, Q_{D,S}^{x,i} \} \tag{6.2.59}
\]

with \( Q_{D,S}^{x,i} \triangleq \left| Q_{D,S}^{x,i} \right| \) the maximum number of linearly independent equations. This number equals the dimension of the orthogonal complement of the signal subspace:

\[
Q_{D,S}^{x,i} = \dim \left( \left( \mathcal{L}(K_{u,D}^{x,i}) \right)^{\perp} \right) = |K_{u,D}^{x,i}| - \dim \left( \mathcal{L}(K_{u,D}^{x,i}) \right) = M_{u,D}^{x,i} - d_{x,i}^{D}. \tag{6.2.60}
\]

Hence, \( Q_{D,S}^{x,i} \) equals the difference between the left and right hand sides of each of the equations in (6.2.57). Note the similarity to (4.3.24), (4.3.54) and (4.3.92) of Chapter 4, and (5.3.67), (5.3.95) and (5.3.127) of Chapter 6. In Section 6.2.8.3 we will show that a valid set of coefficients of the equations in (6.2.58) can be deduced from the Singular Value Decomposition (SVD) of a function-valued vector associated with the set \( K_{u,D}^{x,i} \), or equivalently from the SVD of a properly defined subspace matrix \( C_{u,D}^{x,i} \). Thus, we can consider the coefficients of the equations as (approximately) known quantities. Similarly to (4.3.26) and (5.3.68), the set containing the different sets of coefficients \( \{ \varphi_{q}^{i} \}_{i \in T_{u,D}^{x,i}} \) for each value of \( q \in Q_{D,S}^{x,i} \) is denoted by \( \Phi_{D,S}^{x,i} \), i.e.:

\[
\Phi_{D,S}^{x,i} \triangleq \left\{ \left\{ \varphi_{q}^{i} \right\}_{i \in T_{u,D}^{x,i}} \right\}_{q \in Q_{D,S}^{x,i}}. \tag{6.2.61}
\]
6.2 Formulating MIBI as system of homogeneous polyconjugate equations

Note that all linear combinations of the sets in \( \Phi_{D,S}^{ei} \) also satisfy (6.2.58). As in Sections 4.3.4.2 and 5.3.4.2, it should be noted again that completely similar and equivalent equations and results are obtained if we replace \( K_{n,D}^{n,ei} \) by \( K_{D}^{D,ei} \) in the discussion above. Since it is trivial to work out this case along the lines of the remarks made in the paragraph containing (4.3.27), we will not discuss this approach here.

6.2.4.3 Deriving the system of equations by exploiting linear independence of source auto-cumulant functions

The next step of our derivation amounts to combining (6.2.16) and (6.2.58), and exploiting assumption AS2 on page 299 once again; this directly leads us to the desired system of equations. Firstly, (6.2.58) is expressed in the source auto-cumulant functions by substituting (6.2.16):

\[
7 \sum_{l \in \mathcal{I}_{c,D}^l} \psi^{l}_{q} \kappa^{c,ei}_{l}[n_i] = \sum_{l \in \mathcal{I}_{c,D}^l} \psi^{l}_{q} \left( \sum_{j=1}^{S} \hat{a}^{j,ei}_{l} \kappa_{j}^{c,ei}[n_i] \right) = \sum_{j=1}^{S} \left( \sum_{l \in \mathcal{I}_{c,D}^l} \varphi^{l}_{q} \hat{a}^{j,ei}_{l} \right) \kappa_{j}^{c,ei}[n_i] = 0[n_i], \quad \forall n_i \in \Omega_{ni}^{\lambda,\nu,ei}, \quad \forall q \in \mathcal{Q}_{D,S}^{c}. \quad (6.2.62)
\]

Now the essence of assumption AS2, viz. the linear independence of the source auto-cumulant functions, comes into play. Applying AS2 to (6.2.62) by identifying:

\[
\varepsilon^{j}_{q} = \sum_{l \in \mathcal{I}_{c,D}^l} \varphi^{l}_{q} \hat{a}^{j,ei}_{l} \quad \forall q \in \mathcal{Q}_{D,S}^{c}, \quad \forall 1 \leq j \leq S,
\]

it follows that:

\[
\sum_{l \in \mathcal{I}_{c,D}^l} \varphi^{l}_{q} \hat{a}^{j,ei}_{l} = 0 \quad \forall q \in \mathcal{Q}_{D,S}^{c}, \quad \forall 1 \leq j \leq S. \quad (6.2.63)
\]

This system of equations describes the relation between the unknown coefficients of the mixing matrix \( \mathbf{A} \) and the known set of coefficient sets \( \Phi_{D,S}^{ci} \) (6.2.61). Let \( \mathbf{z} \in \mathbb{C}_{D} \) be a vector of variables having the same size as a column of \( \mathbf{A} \), and define the functions \( \{ f_{D,q}^{c}(\mathbf{z}) \}_{q \in \mathcal{Q}_{D,S}^{c}} \) as follows:

\[
f_{D,q}^{c}(\mathbf{z}) \triangleq \sum_{l \in \mathcal{I}_{c,D}^l} \varphi^{l}_{q} \mathbf{z}^{c}_{l} \quad \forall \mathbf{z} \in \mathbb{C}_{D}, \quad \forall q \in \mathcal{Q}_{D,S}^{c}. \quad (6.2.64)
\]

Then, (6.2.63) states that all columns \( a^{1}, \ldots, a^{S} \) of \( \mathbf{A} \) satisfy:

\[
f_{D,q}^{c}(a^{j}) = 0 \quad \forall q \in \mathcal{Q}_{D,S}^{c}, \quad 1 \leq j \leq S. \quad (6.2.65)
\]

Hence, at this point the MIBI problem has been projected onto the problem of solving the following system of equations for the columns of the mixing matrix \( \mathbf{A} \):

\[
\{ f_{D,q}^{c}(\mathbf{z}) = 0 \}_{q \in \mathcal{Q}_{D,S}^{c}}. \quad (6.2.66)
\]

As in the previous two chapters, by ‘projected’ we mean that the system of equations follows from our MIBI problem definition and formulation, but not necessarily vice versa.
6.2.4.4 Properties and structure of functions and system

All functions in system (6.2.66) have the same specific form. Firstly, from the definition in (6.2.64) it is clear that each function $f_{D,q}^{c}(z) = f_{D,q}^{c}(z_1, \ldots, z_D)$ is a $D$-variate 'polynomial-like' function containing product terms of degree $l$. Strictly speaking, $f_{D,q}^{c}(z)$ is only a polynomial in $z_1, \ldots, z_D$ if $c_l = (\circ)$, and a polynomial in $(z_1)^{c_1}, \ldots, (z_D)^{c_D}$ if $c_l = (*)_l$. Similarly to Section 5.3.4.4, in order to clearly make a distinction between a polynomial in certain variables on the one hand, and a polynomial-like function in the same variables as well as their conjugates on the other, we call the latter type of function 'polyconjugal'. Hence, from (6.2.64) it follows that each function $f_{D,q}^{c}(z)$ in (6.2.66) is a $D$-variate polyconjugal of degree $l$, which is homogeneous of degree $l$ with conjugation tuple $c_l$, also called $l$-homogeneous with conjugation tuple $c_l$, meaning that (see also (A.2.8)):

$$f_{D,q}^{c}(\eta z) = \eta^{c} f_{D,q}^{c}(z) \quad \forall \eta \in \mathbb{C}, \quad \forall z \in \mathbb{C}_D.$$  \hspace{1cm} (6.67)

Using (6.64) this property can easily be proven as follows:

$$f_{D,q}^{c}(\eta z) = f_{D,q}^{c}(\eta z_1, \ldots, \eta z_D) = \sum_{\{i_1, \ldots, i_l\} \in I_{n}^{x_{1}, \ldots, x_{l}}} \varphi_{q}^{i_1, \ldots, i_l} (\eta z_{i_1})^{c_1} \cdots (\eta z_{i_l})^{c_l} = \sum_{\{i_1, \ldots, i_l\} \notin I_{n}^{x_{1}, \ldots, x_{l}}} \varphi_{q}^{i_1, \ldots, i_l} (z_{i_1})^{c_1} \cdots (z_{i_l})^{c_l} = \eta^{c_1} \cdots \eta^{c_l} f_{D,q}^{c}(z_1, \ldots, z_D).$$

Since each function $f_{D,q}^{c}(z)$ in system (6.2.66) possesses the type of homogeneity defined by (6.67), it has the following nice property:

$$f_{D,q}^{c}(\nu) = 0 \quad \Rightarrow \quad f_{D,q}^{c}(\eta \nu) = 0 \quad \forall \eta \in \mathbb{C}. \hspace{1cm} (6.68)$$

Hence, if $\nu$ is a solution of the system \{ $f_{D,q}^{c}(z) = 0$ $\}$ $\in Q_{D,S}^{\nu}$, then so is $\eta \nu$ for all $\eta \in \mathbb{C}$. This is a logical result of the scaling indeterminacy inherent to MIBI (see Section 2.4). Note that combining the homogeneity property of all functions in the system yields:

$$f_{D,q}^{c}(\nu) = 0 \quad \forall \nu \in Q_{D,S}^{\nu} \Rightarrow \sum_{\nu \in Q_{D,S}^{\nu}} a_p^{q} f_{D,q}^{c}(\nu) = 0 \quad \forall a_p^{q} \in \mathbb{C}, \quad \forall p \in \mathbb{N}.$$  

Hence, applying a full rank linear transformation to system (6.2.66) and solving the resulting system is equivalent to solving (6.2.66) itself. Moreover, a new valid equation is obtained by taking any linear combination of the equations in (6.2.66). This is reminiscent of the remark made just after (6.2.61), viz. that all linear combinations of the sets in $\Phi_{D,S}^{c}$ also give proper sets of coefficients. See the discussion after (4.3.37) on page 147 for more information and a mathematical formulation that can readily be adapted to the current scenario. More properties of the system, and the functions and equations it contains, will be investigated in Section 6.3, where we study several aspects of the algebraic and geometric structure of the problem induced by the system of equations.
6.2 Formulating MIBI as system of homogeneous polyconjugal equations

6.2.5 Derivation of system of \( D \)-variate \( l \)-homogeneous polyconjugal equations; row vector notation

Similarly to Sections 4.3.5 and 5.3.5, in this section we briefly repeat the derivation in the previous section in terms of row vectors as an intuitive intermediate step towards the derivation in terms of a subspace matrix, which is discussed in Section 6.2.6. Again, we will see that it suffices to set up a proper one-to-one mapping between the cumulant functions considered in the previous section on the one hand, and corresponding cumulant row vectors on the other; see also Sections 1.4, 4.3.5.1, and 5.3.5.1. For each tuple \( l \) representing the number of time tuples contained in the Noise-Free ROS. Following the same notation conventions, the row vector equivalent of expression (6.2.16) becomes:

\[
\tilde{\kappa}_l = \begin{bmatrix} \tilde{\kappa}_l^{\nu_1} \kappa_l^{\nu_1} & \cdots & \tilde{\kappa}_l^{\nu_q} \kappa_l^{\nu_q} \end{bmatrix}.
\]

6.2.5.1 Bijective mapping between cumulant functions and cumulant row vectors

Here, we first generalize the results of Section 5.3.5.1. Suppose that we have specified a Noise-Free ROS \( \Omega_{n}^{\nu_1,\nu_q} \) by a set of \( N \) time tuples as follows:

\[
\Omega_{n}^{\nu_1,\nu_q} = \{ n_1^1, \ldots, n_1^N \} = \{ (n_1^1, \ldots, n_1^1), \ldots, (n_1^N, \ldots, n_1^N) \},
\]

where \( n_i^q = (n_1^1, \ldots, n_1^q) = (n_i^1, \ldots, n_i^q) \) is the \( q \)-th time tuple of \( \Omega_{n}^{\nu_1,\nu_q} \), and \( n_i^1, \ldots, n_i^q \) are the first till the \( l \)-th elements of \( n_i^q \) respectively. Now we are in a position to define a bijection between a function belonging to \( \mathbb{C}[\Omega_{n}^{\nu_1,\nu_q}] \) on the one hand, and a row vector on the other; see also Sections 1.4, 4.3.5.1, and 5.3.5.1. For each tuple \( i \) in \( T^l_{\nu_1,\nu_q} \), a row vector \( \tilde{\kappa}_i^{\nu_1,\nu_q} \) is associated with the sensor cumulant function \( \kappa_l^{\nu_1,\nu_q}[n_i] \) defined on \( \Omega_{n}^{\nu_1,\nu_q} \) by defining:

\[
\tilde{\kappa}_i^{\nu_1,\nu_q} = \begin{bmatrix} \kappa_l^{\nu_1,\nu_q}[n_i] \end{bmatrix}.
\]

The length of \( \tilde{\kappa}_i^{\nu_1,\nu_q} \) equals the cardinality \( N \) of the set \( \Omega_{n}^{\nu_1,\nu_q} \) (see also (6.1.6)) and thus represents the number of time tuples contained in the Noise-Free ROS. Following the same procedure as described above, for each \( 1 \leq j \leq S \) a row vector \( \tilde{\kappa}_j^{\nu_1,\nu_q} \) is associated with the \( j \)-th source auto-cumulant function \( \kappa_l^{\nu_1,\nu_q}[n_i] \) defined on \( \Omega_{n}^{\nu_1,\nu_q} \) by defining:

\[
\tilde{\kappa}_j^{\nu_1,\nu_q} = \begin{bmatrix} \kappa_l^{\nu_1,\nu_q}[n_i] \end{bmatrix}.
\]

Using these notational conventions, the row vector equivalent of expression (6.2.16) becomes:

\[
\tilde{\kappa}_l = \sum_{j=1}^{S} \tilde{\alpha}_l^{\nu_1,\nu_q} \tilde{\kappa}_j^{\nu_1,\nu_q} \forall i \in T^l_{\nu_1,\nu_q}.
\]

The various sets of cumulant row vectors are denoted by symbols that are similar to those denoting the corresponding cumulant functions. The set containing all sensor cumulant row vectors associated with (6.2.11) is denoted by:

\[
\tilde{\kappa}_{s,\nu_1,\nu_q} = \{ \tilde{\kappa}_i^{\nu_1,\nu_q} \mid i \in T^l_{\nu_1,\nu_q} \} = \{ \tilde{\kappa}_i^{\nu_1,\nu_q} \}_{i \in T^l_{\nu_1,\nu_q}}.
\]

Likewise, the set containing all unique sensor cumulant row vectors associated with (6.2.13) is denoted by:

\[
\tilde{\kappa}_{u,\nu_1,\nu_q} = \{ \tilde{\kappa}_i^{\nu_1,\nu_q} \mid i \in T^l_{\nu_1,\nu_q} \} = \{ \tilde{\kappa}_i^{\nu_1,\nu_q} \}_{i \in T^l_{\nu_1,\nu_q}}.
\]
Finally, the set containing all source auto-cumulant row vectors associated with (6.2.15) is denoted by:
\[
\tilde{K}_{S}^{x,e_l} \triangleq \{ \tilde{K}_j^{x,e_l} \mid 1 \leq j \leq S \} = \{ \tilde{K}_j^{x,e_l} \}_{1 \leq j \leq S}.
\] (6.2.74)

Clearly, the cardinalities of \( \tilde{K}_{S}^{x,e_l} \), \( \tilde{K}_{u,D}^{x,e_l} \) and \( \tilde{K}_{S}^{x,e_l} \) are the same as those of \( K_{i,D}^{x,e_l} \), \( K_{u,D}^{x,e_l} \) and \( K_{S}^{x,e_l} \) respectively, which are given by \( M_{i,D}^{x,e_l} \) in (6.2.12), \( M_{u,D}^{x,e_l} \) in (6.2.41)-(6.2.44) and the number of sources \( S \) respectively.

**6.2.5.2 Dimensions of signal and source subspaces**

Now we are in a position to derive the same system of equations as in the previous section in terms of row vectors. Again, we start the derivation by considering the dimension of the signal subspace spanned by the sensor cumulant row vectors, which is expressed in (6.2.53) in functional notation. In row vector notation, this expression becomes:
\[
d_{S}^{x,e_l} \triangleq \dim \left( \mathcal{L} \left( \tilde{K}_{S}^{x,e_l} \right) \right) = \dim \left( \mathcal{L} \left( \{ \tilde{K}_j^{x,e_l} \}_{j \in I_{u,D}} \right) \right). \] (6.2.75)

Likewise, the dimension of the source subspace spanned by the source auto-cumulant functions, which is expressed in (6.2.54) in functional notation, can now be expressed in terms of the associated row vectors as follows:
\[
d_{S}^{x,e_l} \triangleq \dim \left( \mathcal{L} \left( \hat{K}_{S}^{x,e_l} \right) \right) = \dim \left( \mathcal{L} \left( \{ \hat{K}_j^{x,e_l} \}_{1 \leq j \leq S} \right) \right). \] (6.2.76)

The row vector equivalent of assumption AS2 on page 299, which states that the source auto-cumulant functions are linearly independent, is given by:
\[
\sum_{j=1}^{S} \xi^j \hat{K}_j^{x,e_l} = 0^N \implies \xi^j = 0 \quad \forall \ 1 \leq j \leq S.
\] (6.2.77)

From this property it follows again that \( d_{S}^{x,e_l} = S \); see (6.2.55). Equation (6.2.71) states that each sensor cumulant row vector \( \hat{K}_j^{x,e_l} \) is a linear combination of the \( S \) source auto-cumulant row vectors \( \hat{K}_1^{x,e_l}, \ldots, \hat{K}_S^{x,e_l} \) with coefficients \( \hat{a}_{i,l}^{e_l}, \ldots, \hat{a}_{i,S}^{e_l} \) respectively. This again implies ‘dimensional relation’ (6.2.56) between \( d_{D}^{x,e_l} \) and \( d_{S}^{x,e_l} \).

**6.2.5.3 Linear dependence of sensor cumulant row vectors**

Following the same reasoning as in Section 6.2.4.2 it follows that:
\[
\dim \left( \mathcal{L} \left( \hat{K}_{u,D}^{x,e_l} \right) \right) \leq \min \left( |\hat{K}_{u,D}^{x,e_l}|, S \right) = \min \left( M_{u,D}^{x,e_l}, S \right).
\] Now, if the number \( M_{u,D}^{x,e_l} = |\hat{K}_{u,D}^{x,e_l}| \) of unique sensor cumulant row vectors given by (6.2.41)-(6.2.43) is larger than the dimension \( d_{D}^{x,e_l} \) of the signal subspace spanned by the functions in \( \hat{K}_{u,D}^{x,e_l} \), i.e. if:
\[
|\hat{K}_{u,D}^{x,e_l}| > \dim \left( \mathcal{L} \left( \hat{K}_{u,D}^{x,e_l} \right) \right) \quad \text{or} \quad M_{u,D}^{x,e_l} > d_{D}^{x,e_l},
\] (6.2.78)
then the sensor cumulant row vectors in \( \hat{K}_{u,D}^{x,e_l} \) are linearly dependent. Hence, equivalently to (4.3.53) and (5.3.94), if (6.2.78) is satisfied then by the definition of linear dependence
there exist non-zero and non-unique sets of coefficients \( \{ \phi^i_{k l} \}_{k \in \mathbb{Z}_n^c l}, \ldots, \{ \phi^i_{Q_{D,S}^c l} \}_{k \in \mathbb{Z}_n^c l} \), indexed by an index \( q \), such that:

\[
\sum_{k \in \mathbb{Z}_n^c l} \phi^i_{q k} \tilde{K}_{i l}^{x, c l} = \tilde{0}^N \quad \forall \ q \in \mathbb{Q}_D^c l,
\]

where the set \( \mathbb{Q}_D^c l \) is defined in (6.2.59). Note that the number \( \mathbb{Q}_D^c l = |\mathbb{Q}_D^c l| \) of linearly independent equations is given by (6.2.60) and that it also equals the dimension of the orthogonal complement of the linear (signal sub)space spanned by the sensor cumulant row vectors in \( \tilde{K}_{u, D}^{x, c l} \):

\[
|\mathbb{Q}_D^c l| = \dim \left( (L(\tilde{K}_{u, D}^{x,c l})^\perp) \right) = |\tilde{K}_{u, D}^{x,c l}| - \dim \left( L(\tilde{K}_{u, D}^{x,c l}) \right) = M_{c l}^x - d_{c l}^x .
\]

(6.2.80)

Hence, in the same way as \( \mathbb{Q}_D^c l \) is given by the difference between the left and right hand sides of (6.2.57), it is also given by the difference between the left and right hand sides of (6.2.78).

### 6.2.5.4 Deriving the system of equations by exploiting linear independence of source auto-cumulant row vectors

The main part of our argument leading to the desired system of equations amounts to combining (6.2.71) and (6.2.79), and exploiting assumption AS2 in the form of (6.2.77). Hence, expressing (6.2.79) in terms of the source auto-cumulant row vectors by substituting (6.2.71) yields for all \( q \in \mathbb{Q}_D^c l \):

\[
\sum_{k \in \mathbb{Z}_n^c l} \phi^i_{q k} \tilde{K}_{i l}^{x, c l} = \tilde{0}^N
\]

Now exploiting the linear independence property of the source auto-cumulant row vectors, i.e. applying (6.2.77) to the last line in (6.2.81) in the same manner as we did in the previous section again gives system (6.2.63). Hence, from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as that in the previous section from (6.2.63) on.

### 6.2.6 Derivation of system of D-variate I-homogeneous polyconjugal equations; matrix-vector notation and subspace matrix

Similarly to Sections 4.3.6 and 5.3.6, in this section we finally present the derivation of the system of homogeneous polyconjugal equations in terms of matrix-vector notation and a ‘uniquiefied’ subspace matrix \( \mathbb{C}_{u, D}^{x,c l} \) along the same lines as Section 5.3.6. In the previous two sections we have shown that the derivation of this system is based on the properties of the signal and noise subspaces. In order to be able to naturally define a proper subspace matrix for our problem formulation and to derive the system of equations from this, in addition to the one-to-one mapping between cumulant functions and their corresponding cumulant row vectors that we used in the previous section, now we also need to set up a proper one-to-one mapping between function-valued vectors on the one hand and matrices on the other hand; see Fig. 1.11 on page 26.
6.2.6.1 Bijective mapping between function-valued vectors and matrices

Similarly to Sections 4.3.6.1 and 5.3.6.1, in this section we associate a matrix with each function-valued vector defined on the Noise-Free ROS \( \Omega_{n_1}^{s,v,c} \), or equivalently with the set containing the elements of the function-valued vector, by means of a bijective mapping. Firstly, with each set of functions defined on \( \Omega_{n_1}^{s,v,c} \) we associate a function-valued column vector that is also defined on \( \Omega_{n_1}^{s,v,c} \) by simply stacking the ‘function elements’ of the considered set in a column vector in a certain order. For example, the function-valued column vectors \( \kappa_{D}^{x,e_1}[n_1] \) and \( \kappa_{S}^{x,e_1}[n_1] \) associated with the sets \( \kappa_{D}^{x,e_1} \) (6.2.11) and \( \kappa_{S}^{x,e_1} \) (6.2.15) respectively are defined by:

\[
\kappa_{D}^{x,e_1}[n_1] \triangleq \begin{bmatrix} \kappa_{x,e_1}^{(1)}[n_1] \\ \vdots \\ \kappa_{x,e_1}^{(D)}[n_1] \end{bmatrix} \quad \text{and} \quad \kappa_{S}^{x,e_1}[n_1] \triangleq \begin{bmatrix} \kappa_{x,e_1}^{1}[n_1] \\ \vdots \\ \kappa_{x,e_1}^{S}[n_1] \end{bmatrix}, \quad (6.2.82)
\]

where we have arranged the elements of \( \kappa_{D}^{x,e_1}[n_1] \) in ‘Kronecker order’ and the elements of \( \kappa_{S}^{x,e_1}[n_1] \) in ascending index order. Let \( \mathbb{C}_P[\Omega_{n_1}^{s,v,c}] \) denote the space of all function-valued column vectors of length \( P \) the elements of which are members of \( \mathbb{C}[[\Omega_{n_1}^{s,v,c}]] \). Then, it is clear that:

\[
\kappa_{D}^{x,e_1}[n_1] \in \mathbb{C}_{M_{x,D}^{e_1}}[\Omega_{n_1}^{s,v,c}] \quad \text{and} \quad \kappa_{S}^{x,e_1}[n_1] \in \mathbb{C}_S[\Omega_{n_1}^{s,v,c}],
\]

where \( M_{x,D}^{e_1} \) is defined in (6.2.12). Secondly, following the same reasoning and procedure as in Sections 4.3.6.1 and 5.3.6.1 we associate a matrix with each function-valued column vector, and thus also with the associated set of functions and/or row vectors. For example, at the same time we can associate the three related quantities \( \kappa_{D}^{x,e_1}[n_1] \), \( \kappa_{S}^{x,e_1} \) and \( \kappa_{D}^{x,e_1} \) with the subspace matrix \( C_{D}^{x,e_1} \) defined as follows (see also Section 6.2.5.1 and Fig. 1.11):

\[
C_{D}^{x,e_1} \triangleq \begin{bmatrix} \kappa_{x,e_1}^{[1]}[n_1] & \ldots & \kappa_{x,e_1}^{[N]}[n_1] \end{bmatrix} = \begin{bmatrix} \kappa_{x,e_1}^{(1)}[n_1] \\ \vdots \\ \kappa_{x,e_1}^{(N)}[n_1] \end{bmatrix} \in \mathbb{C}_{M_{x,D}^{e_1}}^{N \times 1}. \quad (6.2.83)
\]

Using the approach explained in Section 6.2.3 we can construct the corresponding uniquified quantities \( \kappa_{D}^{x,e_1}[n_1] \), \( \kappa_{S}^{x,e_1} \), \( \kappa_{u,D}^{x,e_1} \), and \( \kappa_{u,D}^{x,e_1} \). As we have explained in the previous sections, the index set indexing the functions of \( \kappa_{u,D}^{x,e_1}[n_1] \) and \( \kappa_{u,D}^{x,e_1} \), as well as the rows of \( \kappa_{u,D}^{x,e_1} \) and \( \kappa_{u,D}^{x,e_1} \) (by definition) is \( \mathcal{I}_{u,D}^{e_1} \). Suppose that we number the \( M_{u,D}^{e_1} \) elements of \( \mathcal{I}_{u,D}^{e_1} \) from 1 to \( M_{u,D}^{e_1} \) in sequential order, i.e. \( \mathcal{I}_{u,D}^{e_1} \) is specified as follows (see Section 4.3.7):

\[
\mathcal{I}_{u,D}^{e_1} = \left\{ i_{1,1}, \ldots , i_{1,M_{u,D}^{e_1}} \right\} = \left\{ (i_1, \ldots , i_1_{1}, \ldots , (i_1, \ldots , i_1)_{M_{u,D}^{e_1}} \right\}. \quad (6.2.84)
\]
Then, the uniquified subspace matrix \( C_{u,D}^{*,\tilde{c}_l} \) (with which we will mainly work in the sequel) can be expressed as follows:

\[
C_{u,D}^{*,\tilde{c}_l} \triangleq \left[ \begin{array}{c} \kappa_{u,D}^{x,\tilde{c}_l}[n_1^1] \\ \vdots \\ \kappa_{u,D}^{x,\tilde{c}_l}[n_1^N] \\ \kappa_{u,D}^{x,\tilde{c}_l}[n^1_l, \ldots, n^N_l] \\ \vdots \\ \kappa_{u,D}^{x,\tilde{c}_l}[n^1_l, \ldots, n^N_l] \\ \kappa_{u,D}^{x,\tilde{c}_l}[n^1_l, \ldots, n^N_l] \end{array} \right] = \left[ \begin{array}{c} \tilde{\kappa}_{u,1}^{x,\tilde{c}_l} \\ \vdots \\ \tilde{\kappa}_{u,N}^{x,\tilde{c}_l} \end{array} \right] \in \mathbb{C}_N^{N \times \kappa_{u,D}^{*,\tilde{c}_l}}.
\]  

(6.2.85)

Finally, we associate the three related quantities \( \kappa_S^{*,\tilde{c}_l}[n_i] \), \( \tilde{\kappa}_S^{*,\tilde{c}_l} \) and \( \tilde{\kappa}_S^{*,\tilde{c}_l} \) with the source auto-cumulant matrix \( C_{s,D}^{*,\tilde{c}_l} \) defined as follows:

\[
C_{s,D}^{*,\tilde{c}_l} \triangleq \left[ \begin{array}{c} \kappa_S^{*,\tilde{c}_l}[n_1^1] \\ \vdots \\ \kappa_S^{*,\tilde{c}_l}[n_1^N] \\ \kappa_S^{*,\tilde{c}_l}[n^1_l, \ldots, n^N_l] \\ \vdots \\ \kappa_S^{*,\tilde{c}_l}[n^1_l, \ldots, n^N_l] \end{array} \right] = \left[ \begin{array}{c} \kappa_1^{*,\tilde{c}_l} \\ \vdots \\ \kappa_N^{*,\tilde{c}_l} \end{array} \right] \in \mathbb{C}_S^{N}.
\]  

(6.2.86)

Note that in definitions (6.2.83), (6.2.85), and (6.2.86) the time tuple index indexes the columns of the involved matrix. Therefore, it is in the superscript position.

The concepts associated with the various bijectively mapped quantities are related bijectively as well. Here, we generalize expressions (5.3.102)-(5.3.106) of Section 5.3.6.1. Suppose that the functions in some set \( \mathcal{F} \triangleq \{ f^i_1[n_i] \}_{i \in \mathcal{T}} \) are defined on some ROS \( \mathcal{T} \) with \( |\mathcal{T}| \triangleq N \). As before, with these functions we associate the row vectors in the set \( \tilde{\mathcal{F}} \triangleq \{ \tilde{f}^i_1[n_i] \}_{i \in \mathcal{T}} \). The function-valued column vector \( \mathbf{f}[n_i] \) is defined by stacking the functions on top of each other in a vector. Likewise, the matrix \( \mathbf{F} \) associated with \( \mathbf{f}[n_i] \) is defined by stacking the row vectors on top of each other in a matrix; see Fig. 1.11. Now we consider the relationships between the fundamental subspaces of \( \mathbf{f}[n_i] \) and \( \mathbf{F} \).

Firstly, the linear span \( L_r(\mathbf{f}[n_i]) \) of the conjugates of the functions in the function-valued column vector argument \( \mathbf{f}[n_i] \) of \( L_r(\cdot) \), i.e. the ‘linear span in the row direction’ of the argument, can be mapped bijectively to the row range of \( \mathbf{F} \):

\[
L_r(\mathbf{f}[n_i]) \triangleq L(\mathcal{F}^*) \div L(\tilde{\mathcal{F}}^*) = \mathcal{R}_r(\mathbf{F}) ,
\]  

(6.2.87)

where \( \mathcal{F}^* \) and \( \tilde{\mathcal{F}}^* \) denote the sets containing the conjugated elements of the sets \( \mathcal{F} \) and \( \tilde{\mathcal{F}} \) respectively.

Secondly, the linear span \( L_c(\mathbf{f}[n_i]) \) of the column vectors obtained by evaluating the argument \( \mathbf{f}[n_i] \) of \( L_c(\cdot) \) at the \( N \) time pairs in \( \mathcal{T} \), i.e. the ‘linear span in the column direction’ equals the column range of \( \mathbf{F} \):

\[
L_c(\mathbf{f}[n_i]) \triangleq L(\{ \mathbf{f}[n_i] \}_{n_i \in \mathcal{T}}) = \mathcal{R}_c(\mathbf{F}) .
\]  

(6.2.88)

Thirdly, the right null space of \( \mathbf{f}[n_i] \) can be mapped bijectively to that of \( \mathbf{F} \):

\[
N_r(\mathbf{f}[n_i]) \triangleq N_r(\mathbf{F}) .
\]  

(6.2.89)
Finally, the left null space of $f[n_t]$ equals that of $F$:

$$\mathcal{N}_l(f[n_t]) = \mathcal{N}_l(F).$$  \hfill (6.2.90)

Because of these relations the dimensions of the spaces in the various bijections are equal to each other, i.e.:

\[
\begin{align*}
\dim (\mathcal{L}_c(f[n_t])) &= \dim (\mathcal{L}(F^*)) = \dim (\mathcal{L}(F)) = \dim (\mathcal{R}_c(F)) = \dim (\mathcal{R}_c(f[n_t])) = \dim (\mathcal{R}_c(f[n_t]_{n_t \in T})) = \dim (\mathcal{R}_c(F)) = \rank(F) = \rank(f[n_t]), \\
\end{align*}
\]

and:

$$\dim (\mathcal{N}_l(f[n_t])) = \dim (\mathcal{N}_l(F)).$$  \hfill (6.2.92)

$$\dim (\mathcal{N}_l(f[n_t])) = \dim (\mathcal{N}_l(F)).$$  \hfill (6.2.93)

6.2.6.2 Expressing sensor cumulant function-valued vector and matrix in mixing matrix elements and source auto-cumulant function-valued vector and matrix

Similarly to Sections 4.3.6.2 and 5.3.6.2, in this section we will express the function-valued sensor cumulant vector in terms of the mixing matrix elements and the function-valued source auto-cumulant vector. Then, we do the same for the associated sensor cumulant matrix, i.e. the subspace matrix. Using (6.2.16) or a derivation that parallels that of (5.3.109) and starts from the basic assumptions we can express the function-valued sensor cumulant vector $\kappa^{x, \epsilon_i}_D[n_t]$ for all $n_t \in \Omega_n^{|\epsilon_i, \epsilon_i|}$ in terms of the elements of the mixing matrix $A$ and the function-valued source auto-cumulant vector $\kappa^{x, \epsilon_i}_S[n_t]$ in a very intuitive manner as follows:

$$\kappa^{x, \epsilon_i}_D[n_t] \triangleq \cum \left( \left( \sum_{j=1}^{S} a^{j} s_{j} [n_t] + \nu [n_t] \right)^{c_1} \right) \cdots \left( \sum_{j=1}^{S} a^{j} s_{j} [n_t] + \nu [n_t] \right)^{c_i}$$

$$= \sum_{j=1}^{S} \sum_{j=1}^{S} \left( a^{j} \right)^{c_1} \cdots \left( a^{j} \right)^{c_i} \cum \left( s_{j} [n_t]^{c_1} \cdots s_{j} [n_t]^{c_i} \right)$$

$$= \sum_{j=1}^{S} \tilde{a}^{j \epsilon_i}_D \kappa^{x, \epsilon_i}_j \kappa^{x, \epsilon_i}_S[n_t] = A^{x, \epsilon_i}_D \kappa^{x, \epsilon_i}_S[n_t] \quad \forall n_t \in \Omega_n^{|\epsilon_i, \epsilon_i|},$$  \hfill (6.2.94)

where the $l$-th order Kronecker product vector $\tilde{a}^{j \epsilon_i}_D$ is defined in (6.2.21) and the $l$-th order Khatri-Rao product matrix $A^{x, \epsilon_i}_D$ in (6.2.49) and (6.2.50). Note that $\tilde{a}^{1 \epsilon_i}_D, \ldots, \tilde{a}^{S \epsilon_i}_D$ serve as generalized array response vectors, whereas $A^{x, \epsilon_i}_D$ serves as the generalized array response matrix; see also the previous chapters. Summarizing, we have derived the following function-valued column vector equivalent of (6.2.16) and (6.2.71):

$$\kappa^{x, \epsilon_i}_D[n_t] \equiv \sum_{j=1}^{S} \tilde{a}^{j \epsilon_i}_D \kappa^{x, \epsilon_i}_j \kappa^{x, \epsilon_i}_S[n_t] = A^{x, \epsilon_i}_D \kappa^{x, \epsilon_i}_S[n_t],$$  \hfill (6.2.95)
which is defined on $\Omega^\nu_{\mathbf{n}_i}$. Now using the bijective mappings established in Section 6.2.6.1, this expression can be written in matrix notation as follows:

$$
\mathbf{C}^{x_{\mathbf{e}_i}}_{D} = \mathbf{A}^{e_i}_{D,\phi} \mathbf{C}^{x_{\mathbf{e}_i}}_{S}.
$$

(6.2.96)

Equations (6.2.95) and (6.2.96) are natural and compact ways of representing the structure of the set of sensor cumulant functions. For each time (index) tuple $\mathbf{n}_i$ the vector $\kappa^{x_{\mathbf{e}_i}}_{D}[\mathbf{n}_i]$ is a linear combination of the generalized array response vectors $\hat{a}^{1,e_i}, \ldots, \hat{a}^{5,e_i}$. The matrix $\mathbf{A}^{e_i}_{D,\phi}$ containing these vectors defines a linear transformation from $\mathcal{C}_S[\Omega^\nu_{\mathbf{n}_i}]$ to $\mathcal{C}_{M^e,e_i}[\Omega^\nu_{\mathbf{n}_i}]$, in particular from the function-valued source auto-cumulant vector for a certain time tuple to a function-valued sensor cumulant vector for the same time tuple. It also defines a linear transformation from $\mathcal{C}_S$ to $\mathcal{C}_{M^e,e_i}$.

Similarly to Section 6.2.6.1, expressions (6.2.95) and (6.2.96) can equally well be expressed in terms of their uniquiefied versions as:

$$
\kappa^{x_{\mathbf{e}_i}}_{u,D}[\mathbf{n}_i] = \sum_{j=1}^{S} \hat{a}^{j,e_i}_{u,D} \kappa^{x_{\mathbf{e}_i}}_{j}[\mathbf{n}_i] = \mathbf{A}^{e_i}_{u,D,\phi} \kappa^{x_{\mathbf{e}_i}}_{S}[\mathbf{n}_i]
$$

(6.2.97)

and:

$$
\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D} = \mathbf{A}^{e_i}_{u,D,\phi} \mathbf{C}^{x_{\mathbf{e}_i}}_{S}
$$

(6.2.98)

respectively. Note that $\hat{a}^{j,e_i}_{u,D}$ is a subvector of the Kronecker product $\hat{a}^{j,e_i} D_{u,D}$ that contains only the unique elements of the latter vector that are selected by the index tuples in $T^{e_i}_{u,D}$. Likewise, $\mathbf{A}^{e_i}_{u,D,\phi}$ is a submatrix of the Khatri-Rao product $\mathbf{A}^{e_i}_{D,\phi}$ that contains only the unique rows of the latter matrix that are selected by the index tuples in $T^{e_i}_{u,D}$.

With these concepts in place we can once again derive the system of homogeneous polyconjugal equations in a way that enhances our insight and clearly shows the connections with conventional subspace methods. In fact, we have already done an important part of the job by defining a matrix that can serve naturally as the subspace matrix containing all relevant information in the proper way, viz. the matrix $\mathbf{C}^{x_{\mathbf{e}_i}}_{D}$ or $\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D}$. In the sequel we will mainly work with $\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D}$ for reasons that we have explained earlier, but as before in virtually all equations and results $\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D}$ can be replaced by $\mathbf{C}^{x_{\mathbf{e}_i}}_{D}$. We leave it to the reader to make this kind of translation if desired.

### 6.2.6.3 Dimensions of signal and source subspaces

From (6.2.87) it follows that the row range of the subspace matrix, which equals the linear span of the conjugated corresponding sensor cumulant row vectors, is mapped bijectively to the ‘linear span in the row direction’ of the associated function-valued column vector:

$$
\mathcal{R}_r(\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D}) = \mathcal{L}((\tilde{\mathbf{K}}^{x_{\mathbf{e}_i}}_{u,D})^*) \cong \mathcal{L}((\tilde{\kappa}^{x_{\mathbf{e}_i}}_{u,D})^*) = \mathcal{L}_r(\tilde{\kappa}^{x_{\mathbf{e}_i}}_{u,D}[\mathbf{n}_i]).
$$

(6.2.99)

Likewise, from (6.2.88) it follows that the column range of the subspace matrix equals the linear span in the column direction of the associated function-valued column vector:

$$
\mathcal{R}_c(\mathbf{C}^{x_{\mathbf{e}_i}}_{u,D}) = \mathcal{L}((\kappa^{x_{\mathbf{e}_i}}_{u,D}[\mathbf{n}_i])_{\mathbf{n}_i \in \Omega^\nu_{\mathbf{n}_i}}) = \mathcal{L}_c(\kappa^{x_{\mathbf{e}_i}}_{u,D}[\mathbf{n}_i]).
$$

(6.2.100)
From (6.2.91) it follows that the dimensions of all these spaces are equal to each other:

$$d_{S}^{e_{i}} \triangleq \text{rank} \left( C_{u,D}^{S,e_{i}} \right) = \dim \left( \mathcal{R}_{c} \left( C_{u,D}^{S,e_{i}} \right) \right) = \dim \left( \mathcal{L} \left( \left( \tilde{\kappa}_{u,D}^{S,e_{i}} \right)^{*} \right) \right)$$

$$= \dim \left( \mathcal{L} \left( \left( \kappa_{u,D}^{S,e_{i}} \right)^{*} \right) \right) = \dim \left( \mathcal{L} \left( \kappa_{u,D}^{S,e_{i}} \left[ n \right] \right) \right) = \dim \left( \mathcal{R}_{c} \left( C_{u,D}^{S,e_{i}} \right) \right)$$

$$= \dim \left( \mathcal{L} \left( \kappa_{u,D}^{S,e_{i}} \left[ n \right] \right) \right) = \text{rank} \left( \kappa_{u,D}^{S,e_{i}} \left[ n \right] \right). \quad (6.2.101)$$

Hence, naturally the dimension of the signal subspace equals the rank of the subspace matrix.

Similarly to (6.2.99), the row range of the source auto-cumulant matrix $C_{S}^{S,e_{i}}$ defined in (6.2.86) is mapped bijectively to the linear span of the associated function-valued column vector $\kappa_{S}^{S,e_{i}} \left[ n \right]$ in the row direction:

$$\mathcal{R}_{c} \left( C_{S}^{S,e_{i}} \right) = \mathcal{L} \left( \left( \tilde{\kappa}_{S}^{S,e_{i}} \right)^{*} \right) = \mathcal{L} \left( \left( \kappa_{S}^{S,e_{i}} \right)^{*} \right) = \mathcal{L} \left( \kappa_{S}^{S,e_{i}} \left[ n \right] \right). \quad (6.2.102)$$

Likewise, similarly to (6.2.100) the column range of $C_{S}^{S,e_{i}}$ equals the linear span of $\kappa_{S}^{S,e_{i}} \left[ n \right]$ in the column direction:

$$\mathcal{R}_{c} \left( C_{S}^{S,e_{i}} \right) = \mathcal{L} \left( \left\{ \kappa_{S}^{S,e_{i}} \left[ n \right] \right\} _{n \in \Omega_{n}^{S,e_{i}}} \right) = \mathcal{L} \left( \kappa_{S}^{S,e_{i}} \left[ n \right] \right). \quad (6.2.103)$$

Similarly to (6.2.101) the dimension of the source subspace can be expressed as follows:

$$d_{S}^{e_{i}} \triangleq \text{rank} \left( C_{S}^{S,e_{i}} \right) = \dim \left( \mathcal{R}_{c} \left( C_{S}^{S,e_{i}} \right) \right) = \dim \left( \mathcal{L} \left( \left( \tilde{\kappa}_{S}^{S,e_{i}} \right)^{*} \right) \right)$$

$$= \dim \left( \mathcal{L} \left( \left( \kappa_{S}^{S,e_{i}} \right)^{*} \right) \right) = \dim \left( \mathcal{L} \left( \kappa_{S}^{S,e_{i}} \left[ n \right] \right) \right) = \dim \left( \mathcal{R}_{c} \left( C_{S}^{S,e_{i}} \right) \right)$$

$$= \dim \left( \mathcal{L} \left( \kappa_{S}^{S,e_{i}} \left[ n \right] \right) \right) = \text{rank} \left( \kappa_{S}^{S,e_{i}} \left[ n \right] \right). \quad (6.2.104)$$

see also (6.2.54) and (6.2.76). Hence, naturally the dimension of the source subspace equals the rank of the source auto-cumulant matrix. The matrix equivalent of assumption AS2 on page 299, which states that the source auto-cumulant functions and row vectors respectively are linearly independent (see also (6.2.77)), is given by:

$$\tilde{\xi} C_{S}^{S,e_{i}} = \tilde{0}^{N} \quad \implies \quad \tilde{\xi} = [\xi^{1} \cdots \xi^{S}] = [0 \cdots 0]. \quad (6.2.105)$$

Hence, from this property it follows once more that $d_{S}^{e_{i}} = \text{rank} \left( C_{S}^{S,e_{i}} \right) = S$, i.e. $C_{S}^{S,e_{i}} \in C_{S}^{\ast}$ has full rank.

Now we will show how the signal subspace dimension $d_{D}^{e_{i}}$ depends on the mixing matrix and the source signal properties. To start with, from (6.2.98) and linear algebra [115, 150] it follows that:

$$\text{rank} \left( C_{u,D}^{S,e_{i}} \right) \leq \min \left( \text{rank} \left( A_{u,D,o}^{e_{i}} \right), \text{rank} \left( C_{S}^{S,e_{i}} \right) \right), \quad (6.2.106)$$

which again implies relation (6.2.56) between $d_{D}^{e_{i}}$ and $d_{S}^{e_{i}}$:

$$d_{D}^{e_{i}} = \text{rank} \left( C_{u,D}^{S,e_{i}} \right) \leq \text{rank} \left( C_{S}^{S,e_{i}} \right) = d_{S}^{e_{i}} = S. \quad (6.2.107)$$

Similar results are obtained when using (6.2.96) instead of (6.2.98). Equations (6.2.98) and (6.2.106) show that the dimension $d_{D}^{e_{i}}$ of the signal subspace is determined by the Khatri-Rao product matrix $A_{u,D,o}^{S}$ on the one hand, and the source auto-cumulant matrix $C_{S}^{S,e_{i}}$ on the other. Now, using the fact that the rank of a matrix is unchanged upon either left or right multiplication by a nonsingular matrix [115] and that $C_{S}^{S,e_{i}}$ has full rank,
it follows immediately from (6.2.98) that (6.2.107) can be specialized further to:

\[ d^p_{D,ci} = \text{rank} \left( C_{u,D}^{x,ci} \right) = \text{rank} \left( A_{u,D,ci}^{S,e_l} \right) = \text{rank} \left( A_{u,D,ci}^{e_l} \right) \tag{6.2.108} \]

Summarizing, \( d^p_{D,ci} \) equals the rank of the linear transformation defined by \( A_{u,D,ci}^{e_l} \) in (6.2.50), which in turn equals the dimension of the linear space spanned by the vectors \( \tilde{a}_{D}^{1,ci}, \ldots, \tilde{a}_{D}^{S,ci} \) defined in (6.2.21):

\[ d^p_{D,ci} = \text{rank} \left( C_{u,D}^{x,ci} \right) = \text{rank} \left( A_{u,D,ci}^{e_l} \right) \tag{6.2.109} \]

Essentially our subspace approach to MIBI is based on the fact that we can compute or estimate the (properties of the) various subspaces of the unknown matrix \( A_{u,D,ci}^{e_l} \) from the known matrix \( C_{u,D}^{x,ci} \). Now we can understand the importance of studying the rank of the Khatri-Rao product \([61, 95, 141, 141, 151, 181] A_{u,D,ci}^{e_l} \) as we did in Section 6.2.3.4. As we have seen in the previous sections, the dimension \( d^p_{D,ci} \) of the signal subspace is of paramount importance for the derivations in this thesis. Because \( d^p_{D,ci} = \text{rank} \left( A_{u,D,ci}^{e_l} \right) \) as revealed by (6.2.109), the rank of the Khatri-Rao product \( A_{u,D,ci}^{e_l} \) is so important.

### 6.2.6.4 Linear dependence of subspace matrix rows

Following the same reasoning as in Section 6.2.4.2 it follows that:

\[ d^p_{D,ci} = \text{rank} \left( C_{u,D}^{x,ci} \right) = \text{rank} \left( A_{u,D,ci}^{S,e_l} \right) \leq \min \left( M_{u,D}^{x,ci}, S \right) \tag{6.2.110} \]

Now, if the number \( M_{u,D}^{x,ci} = \#\text{rows} \left\{ C_{u,D}^{x,ci} \right\} \) of rows of the subspace matrix \( C_{u,D}^{x,ci} \) is larger than the dimension \( d^p_{D,ci} \) of the signal subspace spanned by the row vectors of \( C_{u,D}^{x,ci} \) (this is the matrix equivalent of (6.2.57) and (6.2.78)), i.e. if:

\[ \#\text{rows} \left\{ C_{u,D}^{x,ci} \right\} > \text{rank} \left( C_{u,D}^{x,ci} \right) \quad \text{or} \quad M_{u,D}^{x,ci} > d^p_{D,ci} \tag{6.2.111} \]

then the subspace matrix rows are linearly dependent. Hence, equivalently to (4.3.91) and (5.3.126), if (6.2.111) is satisfied then by the definition of linear dependence there exists a non-zero and non-unique matrix \( \Phi \in \mathbb{C}^{M_{u,D}^{x,ci}, \nu} \), which represents the complex conjugate \( \left( N_{i} \left( C_{u,D}^{x,ci} \right) \right)^* \) of the left null space \( N_{i} \left( C_{u,D}^{x,ci} \right) \) of \( C_{u,D}^{x,ci} \) (see Definition C.2.4), such that:

\[ \Phi C_{u,D}^{x,ci} = 0_{Q_{D,S}^{ci}} \quad \text{implies} \quad \Phi s_{u,D}^{x,ci} \mathbf{n} = 0_{Q_{D,S}^{ci}} \quad \forall \mathbf{n} \in \Omega_{\nu}^{x,ci} \tag{6.2.112} \]

The maximum number of linearly independent rows of \( \Phi \) equals the dimension \( Q_{D,S}^{ci} \) of \( N_{i} \left( C_{u,D}^{x,ci} \right) \) and is given by the difference between the number of rows of \( C_{u,D}^{x,ci} \) and its rank \([115, 150]\), which equals the number \( Q_{D,S}^{ci} \) derived in (6.2.60) and (6.2.80):

\[ Q_{D,S}^{ci} = \dim \left\{ N_{i} \left( C_{u,D}^{x,ci} \right) \right\} = \#\text{rows} \left\{ C_{u,D}^{x,ci} \right\} - \text{rank} \left( C_{u,D}^{x,ci} \right) = M_{u,D}^{x,ci} - d^p_{D,ci} \tag{6.2.113} \]

Hence, in the same way as \( Q_{D,S}^{ci} \) is given by (6.2.60) and (6.2.80) as the differences between the left and right hand sides of (6.2.57) and (6.2.78) respectively, it is also given by the difference between the left and right hand sides of (6.2.111).
Equation (6.2.112) is the matrix-vector equivalent of the equations in (6.2.58) and (6.2.79). In fact, using (6.2.84) to define the row vectors:

\[ \tilde{\varphi}_q \triangleq \left[ \varphi_{q1}^{l_1}, \ldots, \varphi_{qN_s,D}^{l_M} \right] \in \mathbb{C}^{M_s \times D} \quad (6.2.114) \]

and stacking these vectors in the matrix \( \Phi \) as follows:

\[
\Phi \triangleq \left[ \begin{array}{c} \tilde{\varphi}_1 \\ \vdots \\ \tilde{\varphi}_{Q_{D,S}} \end{array} \right] = \left[ \begin{array}{c} \varphi_{11}^{l_1}, \ldots, \varphi_{1N_s,D}^{l_M} \\ \vdots \\ \varphi_{Q_{D,S}1}^{l_1}, \ldots, \varphi_{Q_{D,S}N_s,D}^{l_M} \end{array} \right] \in \mathbb{C}^{M_s \times Q_{D,S}} , \quad (6.2.115) \]

this equivalence is clear immediately. For example, the \( q \)-th row of \( \Phi C_{u,D}^{S,c_l} \) in (6.2.112) is given by \( \tilde{\varphi}_q C_{u,D}^{S,c_l} \), which equals the left hand side of (6.2.79). Clearly, all rows \( \{ \tilde{\varphi}_q \}_{q \in Q_{D,S}} \) belong to the conjugate of the left null space of \( C_{u,D}^{S,c_l} \), i.e.:

\[
\tilde{\varphi}_q \in \left( \mathcal{N}_l(C_{u,D}^{S,c_l})^* \right)^* = \left( \mathcal{N}_l(r_{u,D}^{S,c_l}[n]) \right)^* \quad \forall \ q \in Q_{D,S} . \quad (6.2.116) \]

In order to obtain a system of equations with as many linearly independent equations as possible, the vectors in the set \( \{ \tilde{\varphi}_q \}_{q \in Q_{D,S}} \) should be chosen such that they span \( \left( \mathcal{N}_l(C_{u,D}^{S,c_l})^* \right)^* \) completely. For a matrix \( \Phi \) that contains such as set of rows, we write symbolically:

\[
\Phi^* \simeq \mathcal{N}_l(C_{u,D}^{S,c_l}) = \mathcal{N}_l(r_{u,D}^{S,c_l}[n]) \div (\mathcal{R}_c(C_{u,D}^{S,c_l}))^\dagger . \quad (6.2.117) \]

The indicated isomorphism follows from property FSP1 on page 450, which states that the left null space of a matrix is isomorphic to the orthogonal complement of its column space.

### 6.2.6.5 Deriving the system of equations by exploiting nonsingularity of source auto-cumulant matrix

Similarly to the previous sections, the main part of our argument leading to the desired system of polyconjugal equations amounts to combining (6.2.98) and (6.2.112), and exploiting assumption AS2 on page 299, which implies that the source auto-cumulant matrix \( C_{S}^{S,c_l} \) has full rank. Expressing (6.2.112) in terms of \( C_{S}^{S,c_l} \) and the uniquiefied Khatri-Rao product matrix \( A_{u,D,c_l}^{S} \) by substituting (6.2.98) yields:

\[
\Phi C_{S}^{S,c_l} = \Phi A_{u,D,c_l}^{S} C_{S}^{S,c_l} = 0_{Q_{D,S}^{S,c_l}} . \quad (6.2.118) \]

Because \( C_{S}^{S,c_l} \) has full rank due to assumption AS2, its pseudo-inverse \( (C_{S}^{S,c_l})^\dagger \) exists. Hence, similarly to Sections 4.3.6.5 and 5.3.6.5 we can multiply both sides (5.3.132) from the right by \( (C_{S}^{S,c_l})^\dagger \) in order to obtain the following system of equations:

\[
\Phi A_{u,D,c_l}^{S} = 0_{Q_{D,S}^{S,c_l}} \quad \equiv \quad \Phi A_{u,D}^{c_l} = 0_{Q_{D,S}^{c_l}} \quad \forall \ 1 \leq j \leq S , \quad (6.2.119) \]

which equals the system in (6.2.63). Hence, again from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as in Section 6.2.4 from (6.2.63) on.
6.2 Formulating MIBI as system of homogeneous polyconjugal equations

6.2.6.6 Concise enlightening derivation of system from subspace matrix

In this section, we present an enlightening derivation in the same spirit as the one given in Sections 4.3.6.6 and 5.3.6.6 of the previous chapters. Firstly, we prove that $C_{u,D}^{c,\xi}$ and $A_{u,D,\phi}^{c,\xi}$ have the same column spaces and thus also the same left null spaces. Then we use these properties to obtain the system of homogeneous polyconjugal equations in a very concise manner. We start by showing that the column range of the subspace matrix $C_{u,D}^{c,\xi}$, i.e. the signal subspace, equals the column range of the (uniquiefied) $l$-th order Khatri-Rao product $A_{u,D,\phi}^{c,\xi}$, i.e. the linear span of the (uniquiefied) array response vectors, whenever the source auto-cumulant matrix $C_{S}^{c,\xi}$ has full rank (which is the case in our problem definition). For reference purposes, we summarize this important result explicitly in the following theorem.

**Theorem 6.2.4.** Column range of $C_{u,D}^{c,\xi}$ equals column range of $A_{u,D,\phi}^{c,\xi}$.

If the source cumulant matrix $C_{S}^{c,\xi}$ has full rank, then the column range of the subspace matrix $C_{u,D}^{c,\xi}$ equals the column range of the $l$-th order Khatri-Rao product $A_{u,D,\phi}^{c,\xi}$ with conjugation tuple $c,\xi$ of the mixing matrix $A$:

\[ \mathcal{R}_c(C_{u,D}^{c,\xi}) = \mathcal{L}_c(\kappa_{u,D}^{c,\xi}[n_i]) = \mathcal{R}_c(A_{u,D,\phi}^{c,\xi}) . \]  

(6.2.120)

**Proof.** We prove this assertion using (6.2.98). From this equation it follows directly that:

\[ \mathcal{R}_c(C_{u,D}^{c,\xi}) \subseteq \mathcal{R}_c(A_{u,D,\phi}^{c,\xi}) . \]

In addition, multiplying both sides of (6.2.98) from the right by $(C_{S}^{c,\xi})^\dagger$ yields the equality $A_{u,D,\phi}^{c,\xi} = C_{u,D}^{c,\xi}(C_{S}^{c,\xi})^\dagger$, which implies that:

\[ \mathcal{R}_c(A_{u,D,\phi}^{c,\xi}) \subseteq \mathcal{R}_c(C_{u,D}^{c,\xi}) . \]

These two equations immediately imply (6.2.120).

**Corollary 6.2.5.** Left null space of $C_{u,D}^{c,\xi}$ equals left null space of $A_{u,D,\phi}^{c,\xi}$.

Under the assumption(s) of Theorem 6.2.4 the left null space of $C_{u,D}^{c,\xi}$ equals the left null space of $A_{u,D,\phi}^{c,\xi}$:

\[ \mathcal{N}_l(C_{u,D}^{c,\xi}) = \mathcal{N}_l(\kappa_{u,D}^{c,\xi}[n_i]) = \mathcal{N}_l(A_{u,D,\phi}^{c,\xi}) . \]  

(6.2.121)

**Proof.** Applying property FSP1 on page 450 to both sides of (6.2.120) immediately proves the assertion.

For the scenario considered in Chapter 5 we have shown in Section 5.3.6.6 that the system of homogeneous polyconjugal equations can directly be derived from two facts, viz. on the one hand the property that the left null space of the unknown matrix containing the generalized array response vectors equals the left null space of the known subspace matrix, and on the other hand the trivial property that the left null space of any matrix is orthogonal to the column range of the same matrix. Here, we do the same for deriving the system of homogeneous polyconjugal equations for the most general MIBI scenario. The first fact is formulated in Eq. (6.2.121) of Corollary 6.2.5, whereas applying the second to the uniquiefied generalized array response matrix yields:

\[ \mathcal{N}_l(A_{u,D,\phi}^{c,\xi}) \perp \mathcal{R}_c(A_{u,D,\phi}^{c,\xi}) \quad \overset{(6.2.121)}{\Rightarrow} \quad \mathcal{N}_l(C_{u,D}^{c,\xi}) \perp \mathcal{R}_c(A_{u,D,\phi}^{c,\xi}) . \]  

(6.2.122)
Now realizing that the columns of $A_{u,D,\diamond}$, i.e. the generalized array response vectors, form a basis for $R_{c}(A_{c,l}^{S})$, and defining the matrix $\Phi$ such that its rows form a basis for $\left(M_{l}(C_{u,D}^{r,c})^{*}\right)^{r}$, it finally follows that:

$$\Phi A_{u,D,\diamond} = 0_{Q_{c}^{S}}^{r},$$

which equals the systems in (6.2.63) and (6.2.119). Hence, once more from this point on the derivation of the system of homogeneous polyconjugal equations is exactly the same as that in Section 6.2.4 from (6.2.63) on.

The few steps outlined in the previous paragraph clearly reflect and constitute the essence of our subspace approach to MIBI. Again, it is important to note that this concise derivation of the system of equations is possible by virtue of the fact that we have imposed a fixed order on the set of sensor cumulant row vectors by stacking them in the chosen order on top of each other in the subspace matrix, and that we could have given similar concise derivations for the functional and row vector formulations in Sections 6.2.4 and 6.2.5 by also imposing a fixed order on the set of sensor cumulant functions and sensor cumulant row vectors respectively, and defining and employing appropriate concepts of left null spaces. We leave these insightful derivations to the reader. See also the remarks at the end of Sections 4.3.4 and 4.3.6.6. Finally we remark that the order itself, i.e. the order in which the cumulant functions and row vectors are stacked on top of each other in the source and sensor function-valued vectors and matrices respectively, is not important because for a different order a completely equivalent system can be derived and completely equivalent conclusions can be drawn. Obviously, if we would choose a different order, the transformation matrix from $C_{S}^{x,c}[n]$ to $C_{u,D}^{x,c}[n]$, or equivalently from $\kappa_{S}^{x,c}[[n]]$ to $\kappa_{u,D}^{x,c}[[n]]$, would be different from the one in (6.2.49) in that its columns and/or rows would be ordered differently. Finally we note that everywhere in the whole derivation above, we could have used $\kappa_{u,D}^{x,c}[[n]]$ instead of $C_{u,D}^{x,c}[n]$ because of the bijective mapping defined between them.

### 6.2.7 Writing the system of equations in matrix-vector notation

We conclude this section by writing the system of equations $\{f_{D,q}^{ci}(z) = 0\}_{q \in Q_{D}^{c}}$ given by (6.2.66) in matrix-vector notation. First, using (6.2.114) and (6.2.22) each function $f_{D,q}^{ci}(z)$ defined in (6.2.64) can be written as follows:

$$f_{D,q}^{ci}(z) \triangleq \sum_{i_{l} \in I_{c,l}^{D}} \varphi_{q,i_{l}}^{D,i_{l}} z_{i_{l}}^{C_{l}} = \bar{\varphi}_{q}^{D} \tilde{z}_{D}^{C_{l}} = \bar{\varphi}_{q}^{D} w_{u,D}^{ci}(z) \quad \forall \, z \in C_{D}, \quad \forall \, q \in Q_{D}^{c}. \quad (6.2.123)$$

Defining the column vector $f_{D,S}^{c}(z)$ containing the functions $\{f_{D,q}^{ci}(z)\}_{q \in Q_{D}^{c}}$ by:

$$f_{D,S}^{c}(z) \triangleq \begin{bmatrix} f_{D,1}^{ci}(z) \\ \vdots \\ f_{D,Q_{c}^{S}}^{ci}(z) \end{bmatrix}, \quad (6.2.124)$$

system (6.2.66) can be written in matrix-vector notation in the following manner:

$$f_{D,S}^{c}(z) = \Phi \tilde{z}_{D}^{C_{l}} = \Phi w_{u,D}^{ci}(z) = 0_{Q_{D}^{c}}^{S}. \quad (6.2.125)$$
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Hence, the problem of solving the system \( f_{D,S}^c(z) = 0 \) is equivalent to finding all solutions for \( z \) such that the structured vector \( \hat{z}_{u,D}^c \), which is a function \( w_{u,D}^c(z) \) of \( z \) and has the same structure as the columns of \( A_{u,D,\phi}^c \), belongs to the orthogonal complement of the left null space \( N_l(A_{u,D,\phi}^c) \) of \( A_{u,D,\phi}^c \) that can be computed from the known matrix \( C_{u,D}^{c_1} \) because \( N_l(A_{u,D,\phi}^c) \) equals \( N_l(C_{u,D}^{c_1}) \). Equivalently, \( \hat{z}_{u,D}^c \) belongs to the column range \( R_c(A_{u,D,\phi}^c) \) of \( A_{u,D,\phi}^c \).

6.2.8 Using the SVD to find proper coefficients of the polyconjugal

In this section, we generalize the results of Section 4.3.8 of Chapter 4. In the previous sections and chapters we have projected the MIBI problem onto the problem of solving a system of \( D \)-variate \( l \)-homogeneous polyconjugal equations for the columns of the mixing matrix \( A \). We also have remarked that the coefficients of the equations in the system can be considered as known because they can be deduced from the sensor cumulant functions by means of the Singular Value Decomposition (SVD). In this section, the procedure for doing this is explained along the lines of Sections 4.3.8 and 5.3.8 and amounts to performing a subspace decomposition that is similar to that performed by conventional subspace methods. Again, we provide both a functional and a matrix formulation of the SVD. In the sequel of the section, both the functional SVD of \( \kappa_{u,D}^{c_1} \) \( [n_1] \) and the equivalent standard matrix SVD of \( C_{u,D}^{c_1} \) are used to obtain a proper set \( \Phi_{D,S}^c \) (6.2.61) containing a set of coefficients for each equation in the system, or equivalently the matrix \( \Phi \) (6.2.115) containing a row for each equation. In Section 6.2.6, in particular Sections 6.2.6.4 and 6.2.6.6, we have seen that the rows \( \{ \hat{\varphi}_g \}_g \in \Omega_{D,S}^c \) of \( \Phi_{D,S}^c \) belong to the conjugate left null space \( \left(N_l(\kappa_{u,D}^{c_1} [n_1]) \right)^* = \left(N_l(C_{u,D}^{c_1}) \right)^* \) of \( \kappa_{u,D}^{c_1} [n_1] \) and \( C_{u,D}^{c_1} \), which can be determined directly from the SVD of \( \kappa_{u,D}^{c_1} [n_1] \) or \( C_{u,D}^{c_1} \) by choosing and conjugate transposing the left singular vectors that correspond to zero singular values. Hence, in principle it is sufficient to determine this left null space. However, for the sake of insight and because we will also use another fundamental subspace of \( \kappa_{u,D}^{c_1} [n_1] \) and \( C_{u,D}^{c_1} \) later on in this chapter (in Section 6.5, where the MIBI problem is projected onto a multi-matrix generalized eigenvalue problem complementary to the current projection onto the system of homogeneous polyconjugal equations), we will discuss the fully fledged SVD here. We start by formulating the functional SVD and then present the standard matrix SVD.

6.2.8.1 Functional SVD of function-valued sensor cumulant vector \( \kappa_{u,D}^{x_{c_1}} [n_1] \)

The following theorem presents the functional singular value decomposition\(^1\) of the function-valued vector \( \kappa_{u,D}^{x_{c_1}} [n_1] \) understood to be defined on \( \Omega_{n}^{x_{c_1}} \):

**Theorem 6.2.6. SVD of function-valued sensor cumulant vector.**

Let \( \kappa_{u,D}^{x_{c_1}} [n_1] \in C_{M_{u,D}}^{x_{c_1}} [\Omega_{n}^{x_{c_1}}] \) be a (uniquified) function-valued sensor cumulant vector with rank \( d_{x_{c_1}} \triangleq \text{rank} \left( \kappa_{u,D}^{x_{c_1}} [n_1] \right) \)\(^1\), number of elements \( M_{u,D}^{x_{c_1}} \triangleq \left| \kappa_{u,D}^{x_{c_1}} \right| \) and ROS \( \Omega_{n}^{x_{c_1}} \) with cardinality \( N \triangleq \left| \Omega_{n}^{x_{c_1}} \right| \). Then, there exist real-valued positive constants \( \sigma_p \in \mathbb{R} \) for \( 1 \leq p \leq P \), column vectors \( u^p \in C_{M_{u,D}}^{x_{c_1}} \) for \( 1 \leq p \leq M_{u,D}^{x_{c_1}} \) and functions \( v_p [n_1] \in \mathbb{R} \)

\(^1\)See Section D.2 for the definitions of the functional singular value decomposition, the rank of a function-valued vector, the relevant inner product functions, etc.
\[
\kappa_{u,D}^{x,e_i} [\nu] = \sum_{p=1}^{P} \sigma_p \underline{u}^p (v_p [\nu])^* \quad \forall \, \nu \in \Omega_{\kappa, x,e_i}^{1, \nu, e_i},
\]

where:

- \( P = \min(M_{u,D}^{x,e_i}, N) \);
- \( \left< \underline{u}^m, \underline{u}^n \right>_v = \delta^{mn} \quad \forall \, 1 \leq m, n \leq M_{u,D}^{x,e_i} \);
- \( \left< v_m [\nu], v_n [\nu] \right>_f = \delta^{mn} \quad \forall \, 1 \leq m, n \leq N; \)
- \( \sigma_1 \geq \cdots \geq \sigma_{\sigma D^{x,e_i}} > 0, \quad \sigma_{\sigma D^{x,e_i}+1}, \ldots, \sigma_P = 0. \)

This theorem is the result of the application of Theorem D.2.1 in Section D.2 to the most general form of the MIBI problem studied in this thesis. As is explained there, the column vectors \( \underline{u}^1, \ldots, \underline{u}^{M_{u,D}^{x,e_i}} \), functions \( v_1 [\nu], \ldots, v_N [\nu] \), and constants \( \sigma_1, \ldots, \sigma_P \), are called the left singular vectors, right singular functions, and singular values respectively of \( \kappa_{u,D}^{x,e_i} [\nu] \). The definitions of the employed inner product functions \( \langle \cdot, \cdot \rangle_v \) and \( \langle \cdot, \cdot \rangle_f \) are given by (D.2.3) and (D.2.4) respectively. For the current scenario these definitions can be given as follows. The first inner product is a function from \( C^{M_{u,D}^{x,e_i}} \times C^{M_{u,D}^{x,e_i}} \) to \( C \) and is defined by:

\[
\left< \underline{u}^m, \underline{u}^n \right>_v \triangleq \sum_{i \in I_{N, M_{u,D}^{x,e_i}}} \sum_{p=1}^{M_{u,D}^{x,e_i}} u_{ip}^m (u_{ip}^n)^* = \sum_{i \in I_{N, M_{u,D}^{x,e_i}}} \sum_{p=1}^{M_{u,D}^{x,e_i}} u_{i}^m (u_{i}^n)^*,
\]

where the ‘\( v \)’ in the subscript position indicates that this inner product is of the ‘vector type’. The second inner product is a function from \( C[\Omega_{\kappa, x,e_i}^{1, \nu, e_i}] \times C[\Omega_{\kappa, x,e_i}^{1, \nu, e_i}] \) to \( C \) and is defined by:

\[
\left< v_m [\nu], v_n [\nu] \right>_f \triangleq \sum_{\nu \in \Omega_{\kappa, x,e_i}^{1, \nu, e_i}} v_m [\nu] (v_n [\nu])^*,
\]

where the ‘\( f \)’ in the subscript position indicates that this inner product is of the ‘functional type’. The theorem can be proven by using the standard SVD theorem [72, 115] described in Section D.1 and the various bijective mappings that we have discussed earlier, i.e. those between functions and row vectors, and function-valued vectors and matrices; see also Fig. 1.11 on page 26.

For convenience and insight the set of vectors and the set of functions in the SVD are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. Since this partitioning is particularly relevant for the subspace techniques used in this thesis, we explain the associated notation in detail. Firstly, we define the set \( \mathcal{U} \) containing the left singular vectors \( \underline{u}^1, \ldots, \underline{u}^{M_{u,D}^{x,e_i}} \) of the decomposition as follows:

\[
\mathcal{U} \triangleq \{ \underline{u}^1, \ldots, \underline{u}^{M_{u,D}^{x,e_i}} \}.
\]

This set is split into the sets \( \mathcal{U}^s \) and \( \mathcal{U}^f \), where:

\[
\mathcal{U}^s \triangleq \{ \underline{u}^1, \ldots, \underline{u}^{\sigma D^{x,e_i}} \}
\]

contains the left singular vectors corresponding to the non-zero singular values, and:

\[
\mathcal{U}^f \triangleq \{ \underline{u}^{\sigma D^{x,e_i}+1}, \ldots, \underline{u}^{M_{u,D}^{x,e_i}} \}
\]
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contains the left singular vectors corresponding to the zero singular values. In subspace decomposition terms the sets \( \mathcal{U}^s \) and \( \mathcal{U}^n \) represent the signal and noise subspaces respectively. Likewise, we define the set \( \mathcal{V} \) containing the right singular functions \( v_1[n_1], \ldots, v_N[n_N] \) of the decomposition as follows:

\[
\mathcal{V} \triangleq \{ v_1[n_1], \ldots, v_N[n_N] \}.
\]

This set is split into the sets \( \mathcal{V}_s \) and \( \mathcal{V}_n \), where:

\[
\mathcal{V}_s \triangleq \{ v_1[n_1], \ldots, v_{d^s_{ei}}[n_1] \}
\]

contains the right singular functions corresponding to the zero singular values, and:

\[
\mathcal{V}_n \triangleq \{ v_{d^s_{ei}+1}[n_1], \ldots, v_N[n_N] \}
\]

contains the right singular functions corresponding to the non-zero singular values. Now splitting the SVD expression in Theorem 6.2.6 accordingly yields:

\[
\kappa_{n,D}^{x,e_1}[n_1] = \sum_{p=1}^{d^s_{ei}} \sigma_p u_p^p (v_p[n_1])^* + \sum_{p=d^s_{ei}+1}^{P} \sigma_p u_p^p (v_p[n_1])^* \quad \forall n_1 \in \Omega_{n_1}^{x,ei}, \quad (6.2.128)
\]

where the first summation contains only vectors and functions from \( \mathcal{U}^s \) and \( \mathcal{V}_s \) respectively, and the second contains only vectors and functions from \( \mathcal{U}^n \) and \( \mathcal{V}_n \) respectively.

**Corollary 6.2.7. Reduced SVD of function-valued sensor cumulant vector.**

Under the assumptions formulated in Theorem 6.2.6, \( \kappa_{n,D}^{x,e_1}[n_1] \) can be written in the following reduced form:

\[
\kappa_{n,D}^{x,e_1}[n_1] = \sum_{p=1}^{d^s_{ei}} \sigma_p u_p^p (v_p[n_1])^* \quad \forall n_1 \in \Omega_{n_1}^{x,ei}. \quad (6.2.129)
\]

**Proof.** Substituting \( \sigma_{d^s_{ei}+1}, \ldots, \sigma_P = 0 \) into (6.2.128) directly yields the Corollary. \( \square \)

Using the notation introduced in Section 4.3.7 we can now write each sensor cumulant function \( \kappa_{i,D}^{x,e_1}[n_1] \) in the following natural ‘functional SVD-form’:

\[
\kappa_{i,D}^{x,e_1}[n_1] = \sum_{p=1}^{d^s_{ei}} \sigma_p u_p^p (v_p[n_1])^* \quad \forall n_1 \in \Omega_{n_1}^{x,ei}, \quad (6.2.130)
\]

Hence, the function \( \kappa_{i,D}^{x,e_1}[n_1] \) is a linear combination of the right singular functions \( (v_1[n_1])^*, \ldots, (v_{d^s_{ei}}[n_1])^* \) with coefficients \( \sigma_1 u_1^p, \ldots, \sigma_{d^s_{ei}} u_{d^s_{ei}}^p \). Compare this expression with (6.2.16), which is repeated here for convenience:

\[
\kappa_{i,D}^{x,e_1}[n_1] = \sum_{j=1}^{S} d_{i_j}^{x,e_1} \kappa_{i_j,D}^{x,e_1}[n_1] \quad \forall n_1 \in \Omega_{n_1}^{x,ei}, \quad (6.2.131)
\]

This equation says that each sensor cumulant function \( \kappa_{i,D}^{x,e_1}[n_1] \) is also a linear combination of the \( S \) source auto-cumulant functions \( \kappa_{1,e_1}^{x}[n_1], \ldots, \kappa_{S,e_1}^{x}[n_1] \) with coefficients \( a_{i_j}^{x,e_1}, \ldots, \).
The following theorem presents the SVD of the subspace matrix valued vector \( \kappa \) \( \sigma \) composed as follows:

Let the standard Singular Value Decomposition of the subspace matrix \( C \) 

In this section, we present the matrix equivalent of Theorem 6.2.6, which is given by the

\[ \sum_{p=1}^{P} \sigma_p u^p (v_p)^* \equiv U \Sigma (V)^* , \]

where:

- \( P = \min(M_{a,D}^{\pi,\xi}, N) ; \)
- \( U \triangleq \left[ u^1 \cdot \cdot \cdot \ u_{M_{a,D}^{\pi,\xi}} \right] \in \mathbb{C}^{M_{a,D}^{\pi,\xi}} ; \)
- \( \langle u^m, u^n \rangle_\gamma = \delta_{mn} \ \forall \ 1 \leq m, n \leq M_{a,D}^{\pi,\xi} \quad \equiv \ U^H U = UU^H = I ; \)
- \( V \triangleq \left[ v_1 \cdot \cdot \cdot \ v_N \right] \in \mathbb{C}^N ; \)
- \( \langle v_m, v_n \rangle_\gamma = \delta_{mn} \ \forall \ 1 \leq m, n \leq N \quad \equiv \ V^H V = VV^H = I ; \)
- \( \Sigma \triangleq \text{diag}\{\sigma_1, \ldots, \sigma_P\} \in \mathbb{R}^{N_{M_{a,D}^{\pi,\xi}}} ; \)
- \( \sigma_1 \geq \cdots \geq \sigma_{d_{a,D}^{\pi,\xi}} > 0, \sigma_{d_{a,D}^{\pi,\xi}+1}, \ldots, \sigma_P = 0 . \)
This theorem is the result of the application of Theorem D.1.1 in Section D.1 to the most general form of the MIBI problem studied in this thesis. As is explained there, the column vectors \(u_1, \ldots, u_D^{M_{u,D}}\), row vectors \(v_1, \ldots, v_N\), and constants \(\sigma_1, \ldots, \sigma_P\), are called the left singular vectors, right singular vectors, and singular values respectively of \(C_{u,D}^{e_i}\). Note that now only vector type inner product functions are used. For a proof we refer the reader to standard textbooks on this topic, e.g. see [72].

The block of singular vectors, \(\tilde{u}\), where \(u\) is multiplied by the non-zero singular values in the SVD-expression of \(C\). The matrix \(U\) is split into two parts as \(U = U^sU^p\). The first part \(U^s\) consists of columns that are multiplied by the non-zero singular values in the SVD-expression of \(C_{u,D}^{e_i}\), whereas the second part \(U^p\) consists of columns that are multiplied by the zero singular values. Hence:

\[
U^s \triangleq \begin{bmatrix} u_1 & \cdots & u^{M_{u,D}}_D \end{bmatrix} \in \mathbb{C}^{d_{e_i}^{M_{u,D}}} \quad \text{and} \quad U^p \triangleq \begin{bmatrix} u^{M_{u,D}}_{d_{e_i}^{M_{u,D}}} & \cdots & u^{M_{u,D}}_D \end{bmatrix} \in \mathbb{C}^{M_{u,D}^{d_{e_i}^{M_{u,D}}}}
\]

(6.2.138)

where \(u^p\) is the \(p\)-th column of \(U\). In subspace decomposition terms the matrices \(U^s\) and \(U^p\) represent the signal and noise subspaces respectively. Likewise, the matrix \(V\) is split as

\[
V \triangleq \begin{bmatrix} V_s \\ V_p \end{bmatrix}
\]

with:

\[
V_s \triangleq \begin{bmatrix} \tilde{v}_1 & \cdots & \tilde{v}_{d_{e_i}^{M_{u,D}}} \end{bmatrix} \in \mathbb{C}^{d_{e_i}^{M_{u,D}}} \quad \text{and} \quad V_p \triangleq \begin{bmatrix} \tilde{v}_{d_{e_i}^{M_{u,D}}+1} & \cdots & \tilde{v}_N \end{bmatrix} \in \mathbb{C}^{N - d_{e_i}^{M_{u,D}}}
\]

(6.2.139)

where \(\tilde{v}_p\) is the \(p\)-th row of \(V\). Now splitting the SVD expression in Theorem 6.2
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accordingly yields:

$$C_{u,D}^{x,c_l} = U^* \Sigma(V)^* = \begin{bmatrix} U^s & U^\nu \end{bmatrix} \begin{bmatrix} \Sigma_s^a & 0^{N-d_{x,c_l}^{S,i}} \\ 0^{d_{x,c_l}^{S,i}} & \Sigma^\nu \end{bmatrix} \begin{bmatrix} (V_s)^* \\ (V_\nu)^* \end{bmatrix}$$

$$= U^s \Sigma_s^a(V_s)^* + U^\nu \Sigma^\nu(V_\nu)^* = \sum_{p=1}^{d_{x,c_l}^{S,i}} \sigma_p u^p (\tilde{v}_p)^* + \sum_{p=d_{x,c_l}^{S,i}+1}^{P} \sigma_p u^p (\tilde{v})^* ,$$

(6.2.140)

where the first summation in each of the last two expressions contains only vectors from $U^s$ and $V_s$ respectively, and the second only from $U^\nu$ and $V_\nu$ respectively. Note the resemblance of the partitioning described above to (6.2.128), and the partitioning into signal and noise subspaces that is reminiscent of the subspace methods explained in Chapters 3, 4 and 5.

**Corollary 6.2.9. Reduced SVD of subspace matrix.**

*Under the assumptions formulated in Theorem 6.2.8, $C_{u,D}^{x,c_l}$ can be written in the following reduced form:*

$$C_{u,D}^{x,c_l} = U^s \Sigma_s^a(V_s)^* = \sum_{p=1}^{d_{x,c_l}^{S,i}} \sigma_p u^p (\tilde{v}_p)^* .$$

(6.2.141)

**Proof.** Substituting $\sigma_{d_{x,c_l}^{S,i}+1}, \ldots, \sigma_P = 0$ into (6.2.140) directly yields the Corollary, which is the equivalent of Corollary (6.2.7). \qed

Using the notation introduced in Section 4.3.7 we can now write each sensor cumulant row vector $\tilde{r}_{i_1 i_2}^x$ in the following natural SVD-form:

$$\tilde{\kappa}_{i_l}^{x,c_l} = \sum_{p=1}^{d_{x,c_l}^{S,i}} \sigma_p u^p (\tilde{v}_p)^* , \quad \forall i_l \in \mathcal{I}_{a,D}^i ,$$

(6.2.142)

which is the row vector equivalent of (6.2.130). Hence, the row vector $\tilde{\kappa}_{i_l}^{x,c_l}$ is a linear combination of the row vectors $(\tilde{v}_1)^*, \ldots, (\tilde{v}_{d_{x,c_l}^{S,i}})^*$ with coefficients $\sigma_1 u_1^p, \ldots, \sigma_{d_{x,c_l}^{S,i}} u_{d_{x,c_l}^{S,i}}^p$, which is consistent with the results obtained in the previous section. Compare (6.2.142) with (6.2.71), which is repeated here for convenience:

$$\tilde{\kappa}_{i_l}^{x,c_l} = \sum_{j=1}^{S} \hat{a}_{i_l}^{1,c_l} \tilde{\kappa}_{j}^{S,c_l} , \quad \forall i_l \in \mathcal{T}_{a,D}^l .$$

(6.2.143)

This equation states that each sensor cumulant row vector $\tilde{\kappa}_{i_l}^{x,c_l}$ is a linear combination of the $S$ source auto-cumulant row vectors $\tilde{\kappa}_{1}^{S,c_l}, \ldots, \tilde{\kappa}_{S}^{S,c_l}$ with coefficients $\hat{a}_{i_l}^{1,c_l}, \ldots, \hat{a}_{i_l}^{S,c_l}$ respectively. Analogously to (4.3.122)-(4.3.125), the precise relations between the various (fundamental) subspaces can be formulated as follows (see also (6.2.132)-(6.2.135) and (D.1.8)-
6.2.8.3 Coefficients of polyconjugal terms of SVD results

\[ \mathcal{R}_c(C_{u,D}^{x,e_i}) = L_c(\nu_{u,D}^{x,e_i}) = \mathcal{R}_c(A_{u,D}^{x,e_i}) = \mathcal{R}_c(U^\nu) ; \quad (6.2.144) \]

\[ \mathcal{R}_c(C_{u,D}^{x,e_i}) = \mathcal{R}_c((V_s)^*) \supset \mathcal{N}_r(\nu_{u,D}^{x,e_i}) \subset \mathcal{R}_c(C_{S}^{x,e_i}) \supset \mathcal{N}_r(\nu_{S}^{x,e_i}) ; \quad (6.2.145) \]

\[ \mathcal{N}_r(C_{u,D}^{x,e_i}) = \mathcal{N}_r((V_s)^T) \supset \mathcal{N}_r(\nu_{u,D}^{x,e_i}) \subset \mathcal{N}_r(C_{S}^{x,e_i}) \supset \mathcal{N}_r(\nu_{S}^{x,e_i}) ; \quad (6.2.146) \]

\[ \mathcal{N}_r(C_{u,D}^{x,e_i}) = \mathcal{N}_r(\nu_{u,D}^{x,e_i}) = \mathcal{N}_r(A_{u,D}^{x,e_i}) = (\mathcal{R}_c(U^\nu))^T . \quad (6.2.147) \]

This concludes our discussion on the matrix SVD of \( C_{u,D}^{x,e_i} \). See the next section for explicit expressions of a proper set \( \Phi_{D,S}^{e_i} \) (6.2.61) containing sets of coefficients for the polyconjugal equations in our system, or equivalently a proper set of rows \( \{ \nu_{q} \}_{q \in Q_{D,S}^{e_i}} \) (6.2.114), or a matrix \( \Phi \) (6.2.115) representing these coefficients, in terms of the left null space of \( C_{u,D}^{x,e_i} \) found by the SVD.

6.2.8.3 Coefficients of polyconjugal terms in terms of SVD results

Finally, in this section we show how the coefficients of the equations in the system of homogeneous polyconjugal equations derived earlier can be expressed in terms of the left null space \( \mathcal{N}_r(\nu_{u,D}^{x,e_i}) \) of \( \nu_{u,D}^{x,e_i} \) and \( C_{u,D}^{x,e_i} \). From (6.2.116), (6.2.117), (6.2.135) and (6.2.147) it follows directly how a proper set of columns of matrices \( \Phi_{D,S}^{e_i} \), or equivalently rows \( \{ \nu_{q} \}_{q \in Q_{D,S}^{e_i}} \) of the matrix \( \Phi \), can be expressed explicitly in terms of this left null space because these equations state that \( \mathcal{N}_r(\nu_{u,D}^{x,e_i}) = \mathcal{N}_r(C_{u,D}^{x,e_i}) \) is spanned by the transposed left singular vectors \( u_{D}^{x,e_i+1}, \ldots, u_{M,D}^{x,e_i} \) that are contained in the set \( U^\nu \) and the matrix \( U^\nu \).

Hence, proper nontrivial vectors \( \nu_q \) satisfying (6.2.116) are given by:

\[ \nu_q = (u_{D}^{x,e_i+q})^H \quad 1 \leq q \leq Q_{D,S}^{e_i} , \quad (6.2.148) \]

or by arbitrary linear combinations of these vectors:

\[ \nu_q = \sum_{j=D}^{M_{x,e_i}} \alpha_{q}^j (u^\nu)_j^H \quad \forall \alpha_{q}^j \in \mathbb{C} . \quad (6.2.149) \]

Equivalently, a nontrivial matrix \( \Phi \) satisfying (6.2.117) is given by:

\[ \Phi = \begin{bmatrix} \nu_1^H \\ \vdots \\ \nu_{Q_{D,S}^{e_i}}^H \end{bmatrix} = (U^\nu)^H = \begin{bmatrix} (u_{D}^{x,e_i+1})^H \\ \vdots \\ (u_{M,D}^{x,e_i})^H \end{bmatrix} , \quad (6.2.150) \]

or any other matrix containing arbitrary linear combinations of the rows of \( \Phi \). Note that it can easily be shown that \( \Phi \) given by (6.2.150) satisfies (6.2.112):

\[ \Phi C_{u,D}^{x,e_i} = (U^\nu)^H C_{u,D}^{x,e_i} = (U^\nu)^H U^\nu S_q^s(V_s)^* = 0_{Q_{D,S}^{e_i}} . \]

Examples of the computation of \( \Phi \) from the sensor cumulant values will be given in Section 6.3.
By realizing that we can set up a one-to-one mapping between the set \( \{ \varphi_q \} \}_{q \in \mathbb{Z}_{-D}^n} \) of coefficients corresponding to the \( q \)-th equation in the system and the row \( \tilde{\varphi}_q \), we can write the equivalent of (6.2.150) in terms of the set \( \Phi_{D,S}^q \) defined in (6.2.61) by means of two equivalent formulations. Firstly, from (6.2.148) it follows that for \( 1 \leq p \leq M_{a,D} \) :

\[
[\tilde{\varphi}_q]^p = \varphi_{k,p} = \left[ (u^{D,-q+1})^H \right]^p = \left( u_p^{D,+q} \right)^*,
\]

which yields:

\[
\Phi_{D,S}^q \triangleq \left\{ \{ \varphi_q \} \}_{q \in \mathbb{Z}_{-D}^n} = \left\{ \left\{ \left( u_p^{D,+q} \right)^* \right\}_{1 \leq p \leq M_{a,D}} \right\}_{q \in \mathbb{Q}_{D,S}^q}
\]

\[
= \left\{ \left( \begin{array}{c}
u_1^{D,+q} + 1 \\vdots \nu_{M_{a,D}}^{D,+q} + 1 \end{array} \right)^*, \ldots, \left( \begin{array}{c}
u_1^{D,+q} + Q_{D,S}^q \\vdots \nu_{M_{a,D}}^{D,+q} + Q_{D,S}^q \end{array} \right)^* \right\}.
\]

Secondly, using the mapping between the integer \( p \) and index tuple \( i_{k,p} \) for all \( 1 \leq p \leq M_{a,D} \) (see (6.2.84)) it also follows for \( 1 \leq p \leq M_{a,D} \) that:

\[
[\tilde{\varphi}_q]^p = \varphi_{k,p} = \left[ (u^{D,-q+1})^H \right]^p = \left( u_p^{D,+q} \right)^*,
\]

which yields:

\[
\Phi_{D,S}^q \triangleq \left\{ \{ \varphi_q \} \}_{q \in \mathbb{Z}_{-D}^n} = \left\{ \left\{ \left( u_p^{D,+q} \right)^* \right\}_{1 \leq p \leq M_{a,D}} \right\}_{q \in \mathbb{Q}_{D,S}^q}
\]

\[
= \left\{ \left( \begin{array}{c}
u_1^{D,+1} \\vdots \nu_{M_{a,D}}^{D,+1} \end{array} \right)^*, \ldots, \left( \begin{array}{c}
u_1^{D,+Q_{D,S}} \\vdots \nu_{M_{a,D}}^{D,+Q_{D,S}} \end{array} \right)^* \right\}.
\]

This concludes our derivation of the coefficients of the polyconjugals in the system.

Note that the Singular Value Decomposition confirms once more that the number of linearly independent equations in the system is given by (6.2.60), (6.2.80), and (6.2.113). This follows directly by considering the dimension of the left null space \( \mathcal{N}_l(C_{a,D}^q) \) of \( C_{a,D}^q \). See also (6.2.149) for example. Since the singular vectors \( u^{D,+1}, \ldots, u^{M_{a,D}+1} \) correspond to the zero singular values, in subspace terminology we call them noise subspace vectors or 'zero subspace vectors'. Also note from the results above the notational consistency that the transpose operation effectively turns a superscript index into a subscript index, and vice versa. Finally, note that in practice only an approximate estimated version \( C_{a,D}^q \) of \( C_{a,D}^q \) is available. In this case, the singular values are divided into two sets, one with the \( a_{D}^{Q_{D,S}} \) largest ones, and the other with the remaining \( M_{a,D} - a_{D}^{Q_{D,S}} \) smallest ones. This implies that in the statements made above \( \sigma_1 \geq \cdots \geq \sigma_{a_{D}^{Q_{D,S}}} > 0, \sigma_{a_{D}^{Q_{D,S}}+1}, \ldots, \sigma_{a_{D}^{Q_{D,S}}+1} \approx 0 \) has to be replaced with \( \sigma_1 \geq \cdots \geq \sigma_{a_{D}^{Q_{D,S}}} > 0, \sigma_{a_{D}^{Q_{D,S}}+1}, \ldots, \sigma_{a_{D}^{Q_{D,S}}+1} \approx 0 \). This stage completes the derivation of the system of equations. The algorithmic part of the method is summarized in Alg. 6.2 on the next page, which is a generalization of Algorithms 4.3 on page 171 and 5.2 on page 268. The last step of the algorithm will be discussed in later sections.
Algorithm 6.2 High-level algorithm for $D \times S$ MIBI exploiting $l$-th order temporal structure with arbitrary conjugation tuple $c_l$.

1: Compute/estimate sensor cumulant functions in set $\mathcal{K}_{u,D}^{e_l} = \{ \kappa_{u,D}^{e_l}[n_l] \}_{i_l \in I_{u,D}^{e_l}}$ for time index tuples $n_l$ in Noise-Free ROS $\Omega_{n_l}^{e_l,c_l}$;

2: Arrange these values in uniquified sensor cumulant subspace matrix $\mathbf{C}_{u,D}^{e_l,c_l}$;

3: Compute Singular Value Decomposition (SVD) of $\mathbf{C}_{u,D}^{e_l,c_l}$ and split result into signal and null/noise subspace parts as follows:

$$
\mathbf{C}_{u,D}^{e_l,c_l} = \mathbf{U} \mathbf{\Sigma} (\mathbf{V})^* = \mathbf{U}^* \mathbf{\Sigma}_s^*(\mathbf{V}_s)^* + \mathbf{U}^* \mathbf{\Sigma}_n^*(\mathbf{V}_n)^*;
$$

4: Compute matrix $\Phi$ whose rows span complex conjugate left null space of $\mathbf{C}_{u,D}^{e_l,c_l}$:

$$
\Phi \triangleq (\mathbf{U}^\nu)^H;
$$

5: With each row $\hat{\varphi}_q$ of $\Phi$ with $q \in \mathcal{Q}_{D,S}^{e_l}$ associate a $D$-variate polyconjugal that is homogeneous of degree $l$ with conjugation tuple $c_l$:

$$
\int_{D,q}^{e_l}(z) \triangleq \sum_{i_l \in I_{u,D}^{e_l}} \varphi_{i_l}^{e_l}(z) = \hat{\varphi}_q \hat{\mathbf{z}}_{u,D}^{e_l} = \hat{\varphi}_q \mathbf{w}_{u,D}^{e_l}(z);
$$

6: The following system remains to be solved for the columns of the mixing matrix:

$$
\{ \int_{D,q}^{e_l}(z) = 0 \}_{q \in \mathcal{Q}_{D,S}^{e_l}} \equiv \int_{D,S}^{(e_l)}(z) = \Phi \hat{\mathbf{z}}_{u,D}^{e_l} = \Phi \mathbf{w}_{u,D}^{e_l}(z) = 0_{Q_{D,S}^{e_l}}.
$$

6.3 Algebraic and geometric structure

The purpose of this section is to provide insight into the algebraic and geometric structure of the problem induced by the system $\{ \int_{D,q}^{e_l}(z) = 0 \}_{q \in \mathcal{Q}_{D,S}^{e_l}}$ in (6.2.66). As we have shown in Sections 6.2.4.3 and 6.2.7, the type of function we are considering is defined by (6.2.64) and (6.2.123). For convenience, we write the function in elaborate form as follows:

$$
\int_{D,q}^{e_1\ldots e_l}(z_1, \ldots, z_D) \triangleq \sum_{(i_1, \ldots, i_l) \in I_{u,D}^{e_1\ldots e_l}} \varphi_{q_{e_1\ldots e_l}}(z_{i_1})^{e_1} \cdots (z_{i_l})^{e_l}
$$

$$
\forall z_1, \ldots, z_D \in \mathbb{C}, \quad \forall q \in \mathcal{Q}_{D,S}^{e_l}.
$$

(6.3.1)

By definition, the set of values of the tuple $(z_1, \ldots, z_D)$ for which $\int_{D,q}^{e_1\ldots e_l}(z_1, \ldots, z_D) = 0$ is the zero contour level of $\int_{D,q}^{e_1\ldots e_l}(z_1, \ldots, z_D)$. Hence, geometrically, finding the different solutions of the system $\{ \int_{D,q}^{e_l}(z) = 0 \}_{q \in \mathcal{Q}_{D,S}^{e_l}}$ is equivalent to finding the intersections between the zero contour levels of the functions $\{ \int_{D,q}^{e_l}(z) \}_{q \in \mathcal{Q}_{D,S}^{e_l}}$. In Section 6.2.4.4 we have seen that the function $\int_{D,q}^{e_l}(z)$ defined in (6.3.1) is a $D$-variate homogeneous polyconjugal.
of degree $l$ with conjugation tuple $c_l$, which possesses the important homogeneity property formulated in (6.2.67). This latter property implies that if $\mathbf{v} \in \mathbb{C}_D$ is a solution of the system \[
abla f_{D,q}^{\kappa}(\mathbf{z}) = 0 \forall q \in \mathbb{Q}^{\kappa}_{D,S}, \] then so is $\eta \mathbf{v}$ for all $\eta \in \mathbb{C}$; see (6.2.68). Therefore, only solution vectors can be distinguished that are different according to the equivalence relation defined in (5.4.2) on page 269. According to this relation, vectors that have the same or opposite directions and different lengths are considered to be equivalent, and all other vectors are different. This is a logical result of the scaling indeterminacy discussed in Section 2.4. Now, from Definition 4.4.1 it is clear that the zero contour level of each function $f_{D,q}^{\kappa_i \cdots c_2}(z_1, \ldots, z_D)$ defines a cone in the $D$-dimensional Euclidian space $\mathbb{C}_D$. Thus:

```
Geometrically, solving the system \{f_{D,q}^{\kappa}(\mathbf{z}) = 0\}_{q \in \mathbb{Q}^{\kappa}_{D,S}} is equivalent to finding the one-dimensional intersections between $\mathbb{Q}^{\kappa}_{D,S}$ cones in a $D$-dimensional Euclidian space that represent the zero contour levels of the functions \{f_{D,q}^{\kappa}(\mathbf{z})\}_{q \in \mathbb{Q}^{\kappa}_{D,S}}.
```

Ideally, each intersection between the cones is a one-dimensional subspace that corresponds to a column of the mixing matrix. Our purpose in solving (6.2.66) is to find all non-zero solutions $\mathbf{z}^1, \ldots, \mathbf{z}^S$ that are different according to relation (5.4.2).

Now we are in a position to discuss several examples that will elucidate the theory that has been presented so far in this chapter. The examples focus on highlighting algebraic and geometric structure. The actual estimation of the mixing matrix columns and, if applicable, the separated signals will be presented in Section 6.4. For ease of visualization, here we will only consider real-valued systems and signals. Therefore, the conjugation tuple $c_l$, which now is given by $(c_l)_i$, is irrelevant and will be omitted from the notation or replaced by the number $l$ representing the employed statistical order. See Chapter 7 for examples with complex-valued scenarios with different conjugation tuples. In the following sections, we will give examples with higher order odd, viz. third, and even, viz. fourth, order statistics. Only the results obtained from estimated subspace matrices are presented.

### 6.3.1 Real-valued scenarios with two sensors, stationary Gamma AR(1) source signals, additive white noise, and third order statistics

In this section we examine and perform the various steps of Alg. 6.2 on the previous page for two real-valued MIBI examples with signal scenarios and Regions Of Support that comply with the assumptions described in Section 6.1, and using third order statistics. The first example deals with the $2 \times 2$ and the second with the $2 \times 3$ mixing case. Both examples involve stationary Gamma AR(1) source signals and independently and uniformly distributed additive sensor noise signals (see Section 6.3.1.1). Note that for third order statistics the employed sensor cumulant function definition in (6.2.1) becomes:

$$
\kappa_{111}^{\kappa_1,\infty}[n_1, n_2, n_3] \triangleq \text{cum}\left(x_{i_1}[n_1], x_{i_2}[n_2], x_{i_3}[n_3]\right) = E\{x_{i_1}[n_1] x_{i_2}[n_2] x_{i_3}[n_3]\}.
$$

Because all signals are assumed to be stationary the involved third order cumulant functions depend two lags, say $k_1$ and $k_2$ only. Hence, with abuse of notation we may define and use:

$$
\kappa_{i_1,i_2,i_3}^{x,\kappa_1}[k_1, k_2] \triangleq \kappa_{i_1,i_2,i_3}^{x,\infty}[k_1, k_2] = E\{x_{i_1}[n] x_{i_2}[n - k_1] x_{i_3}[n - k_2]\} \quad \forall k_1, k_2 \in \mathbb{Z}.
$$

(6.3.2)
Accordingly, the various regions of support can also be chosen in the domain of lag pairs $(k_1, k_2)$ instead of in the domain of time index triples $(n_1, n_2, n_3)$, and we will write $\Omega^\nu_{k_1 k_2}$ instead of $\Omega^\nu_{n_1 n_2 n_3}$ for the Noise-Free ROS. Computing the values in (6.3.2) on a properly defined Noise-Free ROS (see Section 6.3.1.1) yields the subspace matrix.

Substituting $D = 2, l = 3$, and $c_1 = c_2 = c_3 = 0$ into (6.2.66) and (6.3.1) respectively it follows that the system of equations resulting from Alg. 6.2 is given by:

$$\{f^3_{2,q}(z_1, z_2) = 0\}_{q \in Q_{2,S}^3}$$

and that its functions take the following cubic form:

$$f^3_{2,q}(z_1, z_2) = \sum_{(i_1, i_2, i_3) \in T_{a,3}^S} \phi(q)_{i_1, i_2, i_3} = \phi_{q,111} z_1 z_2 z_3 + \phi_{q,112} z_1 z_2 + \phi_{q,222} z_1 z_2 z_2$$

$$+ \phi_{q,222} z_2 z_2 z_2 \forall z_1, z_2 \in C, \forall q \in Q_{2,S}^3. \quad (6.3.4)$$

The set $Q_{2,S}^3 \triangleq Q_{2,S}^{oo}$ is defined by (6.2.59) and contains the integers $1, \ldots, Q_{2,S}^3$, where the number $Q_{2,S}^3 \triangleq Q_{2,S}^{oo}$ of linearly independent equations in (6.3.3) is given by (6.2.60), (6.2.80), and/or (6.2.113). For scenarios with $D$ sensors and order $l$ without conjugations the number $M^{(o)}_{u,D} \triangleq M^{(o)}_{a,D} \equiv M^{(o)}_{a,D}$ of unique rows of the subspace matrix $C_{D}^{(o)} \triangleq C_{D}^{(o)}$, which equals the number $M_{u,D}^{(o)} \triangleq M_{a,D}^{(o)}$ of unique rows of the $l$-th order Khatri-Rao product $A_{D,\nu}^{(o)} \triangleq A_{D,\nu}^{(o)}$, is given by (6.2.26) and (6.2.33) as $\binom{D}{l}$. The corresponding index set $T_{a,D}^l \equiv T_{a,D}^l$ is given in (6.2.25). See (6.2.29) for the case with $D = 2$ and $l = 3$. In the MIBI examples that will be presented shortly the employed mixing matrices have full rank $D$, i.e. $\text{rank}(A) = D = 2$, while their corresponding Khatri-Rao products have full rank $S$, i.e. $\text{rank}(A_{a,D}^{(o)}) = S$. Hence, according to (6.2.109) the signal subspace dimension $d_{2,3}^{(o)} \triangleq d_{2,3}^{(o)} = \text{rank}(C_{u,2}^{(o)}) = \text{rank}(A_{a,2,3}^{(o)})$ also equals $S$. Substituting those results into (6.2.60), (6.2.80), or (6.2.113), it follows that the number of linearly independent equations in (6.3.3) equals:

$$Q_{2,S}^3 = (2+3-1) - \text{rank}(A_{a,2,3}^{(o)}) = 4 - S, \quad (6.3.5)$$

i.e. $Q_{2,S}^3 = \{1, \ldots, 4 - S\}$. Using (6.2.125) the system in (6.3.3) can be written as follows:

$$f^3_{2,S}(z) = \Phi z_{a,2} = \Phi (w_{u,2}(z)) = 0_{Q_{2,S}^3}. \quad (6.3.6)$$

where $\Phi_{u,2} = \Phi_{u,2}^{oo}$ and $w_{u,2}(z) = \Phi_{u,2}^{oo}(z)$ are defined in (6.2.27), and $\Phi$ is a $Q_{2,S}^3 \times 4$ matrix. In the following sections we will demonstrate that (6.3.3) as derived according to Alg. 6.2 can determine up to $l = 3$ mixing matrix columns. In Section 6.3.1.1 we first describe the signal scenario is some detail. Then, in Sections 6.3.1.2 and 6.3.1.3 we analyze examples with two and three sources respectively.

### 6.3.1.1 Signal scenario

The source signals are generated in such a way that they possess the same temporal structure as in Section 5.4.1, i.e. they are generated according to the AR(1) model in (5.2.13) (also the same regression coefficients are used). Because now we want to exploit third order statistics the distribution of the source signal samples should be odd. In order to achieve this, the random variables of the sequences $w_1[n], \ldots, w_S[n]$ are drawn from a pdf with odd symmetry, viz. the Gamma probability density function. The Gamma pdf of a zero-mean real-valued
random variable $w$ with shape parameter $\alpha$ and scale parameter $\lambda$, both of which are real-valued positive numbers, is given by:

$$
p_w(w) \triangleq \frac{1}{(\lambda)^{\alpha} \Gamma(\alpha)} \epsilon(w + \alpha \lambda) (w + \alpha \lambda)^{\alpha-1} e^{-\frac{w + \alpha \lambda}{\lambda}},
$$

(6.3.7)

where $\epsilon(\cdot)$ denotes the step and $\Gamma(\cdot)$ the Gamma function. The variance, normalized skewness\(^\dagger\), and normalized kurtosis\(^\dagger\) of this distribution equal $\alpha(\lambda)^2$, $2/\sqrt{\alpha}$, and $6/\alpha$ respectively.

In this example we use the same value of $\alpha$ for generating all excitation sequences $w_j[n]$ in (5.2.13) with $1 \leq j \leq S$, in particular, we choose $\alpha = 2$. Note that the essential shape of the Gamma pdf is determined only by $\alpha$. Here, we choose $\lambda = 1$ and normalize the source signals to unit variance afterwards. For $\alpha = 2$ the normalized skewness and kurtosis equal $\sqrt{2}$ and 3 respectively. As is explained in Section B.1.3.3, the skewness characterizes the degree of asymmetry of the pdf about its mean. Since the skewness is not zero, the Gamma pdf is an asymmetric function. Similarly, the kurtosis of a random variable characterizes the degree of flatness or peakedness of the pdf about its mean. Since the normalized kurtosis is positive, the Gamma distribution is leptokurtic or Super-Gaussian (see Section B.1.3.3). Fig. 6.2 depicts the probability density function for $\alpha = 2$ and $\lambda = 1$.

The noise signals $\nu_1[n]$ and $\nu_2[n]$ are statistically independent identically and uniformly distributed sequences with standard deviation 0.5. Because the third order cumulants of uniformly distributed random variables equal zero the Noise-Free ROS $\Omega_{k_1 k_2}^{\nu}$ may contain all possible lag pairs $(k_1, k_2)$. Furthermore, in order to have a full rank source auto-cumulant matrix, the cardinality of the Noise-Free ROS should at least be equal to the number of sources $S$. In the following examples we will use $\Omega_{k_1 k_2}^{\nu} = \{(0, 0), (0, 1), (1, 1)\}$ and compute and plot the zero contour levels for subspace matrices estimated from computer generated sensor signals.

\(^\dagger\)See Section B.1.3.3.
From the sensor signals, we estimate the unique third order time-averaged sensor cumulant functions defined in (6.3.2) for all lag pairs \((k_1, k_2) \in \Omega_{s_{\nu}}\) by averaging products of the form \(x_{i_1}[n] x_{i_2}[n - k_1] x_{i_3}[n - k_2]\) over the available time samples:

\[
\hat{\kappa}^{x,3}_{i_1,i_2,i_3}[k_1, k_2] = \frac{1}{N_s} \sum_{n=1}^{N_s} x_{i_1}[n] x_{i_2}[n - k_1] x_{i_3}[n - k_2].
\]  

(6.3.8)

6.3.1.2 Two sensors, two sources and third order cumulants

Let the mixing matrix be given by:

\[
A = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} \\ 1 & 1 \end{bmatrix} \approx \begin{bmatrix} 0 & 0.7071 \\ 1 & 0.7071 \end{bmatrix}.
\]  

(6.3.9)

The source signals \(s_1[n]\) and \(s_2[n]\) are unit variance signals consisting of \(N_s = 15000\) time samples and are generated as described in Section 6.3.1.1 with \(\rho_1 = 0.9, \rho_2 = -0.8\), and the shape parameter \(\alpha\) of the Gamma distribution (6.3.7) set to 2. The sensor signals \(x_1[n]\) and \(x_2[n]\) are computed according to (5.1.1)/(5.1.2), where \(A\) is given by (6.3.9) and the noise signals \(\nu_1[n]\) and \(\nu_2[n]\) are mutually statistically independent white uniformly distributed noise sequences with variance 0.25, as is also described in the previous section. This results in SNR’s equal to 3.0 and 7.8 dB at the first and second sensors respectively. For a specific realization, Fig. 6.3 shows 200 samples of the source signals at the left side and their noisy mixtures at the right side. Computing the rank of \(A_{3,2,\nu}^3\) for the values in (6.3.9) shows that \(\text{rank}(A_{3,2,\nu}^3) = S = 2\). Substituting this into (6.3.5) it follows that the number of linearly independent equations equals 2, i.e. \(Q_{3,2}^3 = \{1, 2\}\). Thus, the ideal system contains the two equations \(f_{1,1}(z_1, z_2) = 0\) and \(f_{2,2}(z_1, z_2) = 0\), where the form of the functions is

![Figure 6.3: Stationary Gamma AR(1) source signals (left) and their noise-contaminated mixtures (right) for 2 × 2 example.](image)
MIBI based on arbitrary order temporal structure: $D \times S$ mixing case

Figure 6.4: Contour plots of $\hat{f}_{3,1}^3(z_1, z_2)$ (left) and $\hat{f}_{3,2}^3(z_1, z_2)$ (right) for $D = 2$, $S = 2$, and $l = 3$.

specified by (6.3.4). Using formula (6.3.8) with $(k_1, k_2) \in \Omega_{k_1 k_2}^{\nu} = \{(0, 0), (0, 1), (1, 1)\}$ for estimating the subspace matrix from the sensor signals gives an estimate $\hat{C}_{x,3}^{\nu}$ of $C_{x,3}^{\nu}$ that can be used in Alg. 6.2 on page 341 from the second step on. Steps 3 and 4 of this algorithm yield an estimate of the matrix $\Phi$ and thus also estimates of the functions $f_{3,1}^3(z_1, z_2)$ and $f_{3,2}^3(z_1, z_2)$. The corresponding estimated zero contour plots are shown in Fig. 6.4. The black and grey arrows denote the ideal columns of $A$ and their opposites respectively. The three crossing straight lines through the middle of each of the figures correspond to the zero contour level of the corresponding function. It is clear from the two figures that the columns of the mixing matrix are defined uniquely and approximately by the intersections of the zero contour levels of the two functions. Two of the three lines defining the zero contour level of each function are approximately in the directions of the columns of the ideal mixing matrix and one line is ‘superfluous’, which is an indication of the fact that one degree of freedom is left unused. This degree of freedom can be exploited for estimating one extra column, as demonstrated in the next example.

6.3.1.3 Two sensors, three sources and third order cumulants

Now let the mixing matrix be given by:

$$A = \begin{bmatrix} 0 & \sqrt{2} & 1 \\ 1 & 1 & \sqrt{3} \end{bmatrix} \approx \begin{bmatrix} 0 & 0.7071 & -0.5547 \\ 1 & 0.7071 & 0.8321 \end{bmatrix},$$

(6.3.10)

i.e. one column is appended to the matrix in the previous example. The source signals $s_1[n], s_2[n]$ and $s_3[n]$ are unit variance signals consisting of $N_s = 25000$ time samples and are also generated as described in Section 6.3.1.1 with $\rho_1 = 0.9$, $\rho_2 = -0.8$, $\rho_3 = 0.6$, and $\alpha = 2$. Again, the sensor signals $x_1[n]$ and $x_2[n]$ are computed according to (5.1.1)/(5.1.2), where $A$ is now given by (6.3.10) and the noise signals $\nu_1[n]$ and $\nu_2[n]$ are the same as in the previous section. The SNR’s at the first and second sensors now equal 5.1 and 9.5 dB respectively. For a specific realization, Fig. 6.5 shows 200 samples of the source signals at the left side and their noisy mixtures at the right side. Computing the rank of $A_{3u,2,\circ}$ for the values in (6.3.10) shows that $\text{rank}(A_{3u,2,\circ}) = S = 3$. Substituting this into (6.3.5) it follows
that now the number of linearly independent equations equals one. This indicates that no more than three columns of the mixing matrix can be identified with two sensors and third order cumulants. The ideal system consists of the single equation \( f_{2,1}^3(z_1, z_2) = 0 \), whose form again is specified by (6.3.4). Using the subspace matrix \( \hat{C}_{x}^{3,2} \) with exactly the same structure as in the previous example in Alg. 6.2 yields an estimate \( \hat{f}_{2,1}^3(z_1, z_2) \) of \( f_{2,1}^3(z_1, z_2) \). The corresponding contour plot is shown in Fig. 6.6. The black and grey arrows denote the ideal columns of \( A \) and their opposites respectively. It is clear from the contour plot that the columns of the mixing matrix are defined uniquely and approximately by the zero contour level consisting of the three crossing straight lines through the middle of the figure. Note that because there is only one equation no intersections between cones need to be computed in order to estimate the columns.

Note that compared to the example with two sources in the previous section, now more samples have been used for estimating the subspace matrix. This is due to the fact that the sensor signals are (co)related much stronger now because three instead of two source signals are mixed into two observed signals. In general, the more sources are present for a fixed number of sensors, the more samples are required for the reliable estimation of the statistics.
6.3.2 Real-valued scenarios with two sensors, stationary Gamma AR(1) source signals, additive white noise, and fourth order statistics

In this section we examine and perform the various steps of Alg. 6.2 on page 341 for three real-valued MIBI examples with signal scenarios similar to those in Section 6.3.1, but now using fourth order statistics. The first, second and third examples deal with the $2 \times 2$, $2 \times 3$ and $2 \times 4$ mixing cases respectively. All examples use the same signal types as in Section 6.3.1, viz. stationary Gamma AR(1) source signals and independently and uniformly distributed additive sensor noise signals. As in Section 5.4.1 and the previous examples the employed AR(1) regression coefficients are given by $\rho_1 = 0.9$, $\rho_2 = -0.8$, $\rho_3 = 0.6$, and $\rho_4 = -0.4$. As in the previous section, only the results obtained from estimated subspace matrices are presented. Furthermore, only contour levels and no signals are plotted. From (B.2.44d) it follows that for zero-mean random variables and fourth order statistics the employed sensor cumulant function definition in (6.2.1) becomes:

$$\kappa^{x_{0000}}_{11234} [n_1, n_2, n_3, n_4] \triangleq \text{cum} \left( x_{i_1} [n_1], x_{i_2} [n_2], x_{i_3} [n_3], x_{i_4} [n_4] \right)$$

$$= E \left( x_{i_1} [n_1] x_{i_2} [n_2] x_{i_3} [n_3] x_{i_4} [n_4] \right) - E \left( x_{i_1} [n_1] x_{i_2} [n_2] \right) E \left( x_{i_3} [n_3] x_{i_4} [n_4] \right)$$

$$- E \left( x_{i_1} [n_1] x_{i_3} [n_3] \right) E \left( x_{i_2} [n_2] x_{i_4} [n_4] \right) - E \left( x_{i_1} [n_1] x_{i_4} [n_4] \right) E \left( x_{i_2} [n_2] x_{i_3} [n_3] \right).$$

Because all signals are assumed to be stationary the involved fourth order cumulant functions depend three lags, say $k_1, k_2$ and $k_3$. Hence, with abuse of notation we may define and use:

$$\kappa^{x,4}_{11234} [k_1, k_2, k_3] \triangleq \kappa^{x,4}_{11234} [k_1, k_2, k_3]$$

$$\triangleq \text{cum} \left( x_{i_1} [n], x_{i_2} [n-k_1], x_{i_3} [n-k_2], x_{i_4} [n-k_3] \right) \quad \forall k_1, k_2, k_3 \in \mathbb{Z}. \quad (6.3.11)$$

Accordingly, the various regions of support can also be chosen in the $(k_1, k_2, k_3)$-domain instead of in the domain of time index quadruples $n_4 = (n_1, n_2, n_3, n_4)$, and we will write $\Omega^{x,4}_{k_1,k_2,k_3}$ instead of $\Omega^{x,4}_{n_1,n_2,n_3,n_4}$ for the Noise-Free ROS. Computing/estimating the values in (6.3.11) on a properly defined Noise-Free ROS (see further) yields the subspace matrix. The cumulant values can be estimated from the sensor signals by first estimating the individual

Figure 6.6: Contour plot of $\hat{f}^3_{2,1}(z_1, z_2)$ for $D = 2$, $S = 3$, and $l = 3$. 
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joint moments similarly to (4.4.18) and (6.3.8), and then using (6.3.11). Because the noise
signals $\nu_1[n]$ and $\nu_2[n]$ are uniformly distributed sequences, their fourth order cumulants are
non-zero. Therefore, contrary to the examples in Section 6.3.1, the Noise-Free ROS $\Omega_{k_1k_2k_3}$
may not contain all possible lag-triples $(k_1, k_2, k_3)$, but now $(0, 0, 0)$ is excluded. Again,
in order to have a full rank source auto-cumulant matrix, the cardinality of the Noise-Free
ROS should at least be equal to the number of sources $S$. In the following examples we will
use $\Omega_{k_1k_2k_3} = \{(0, 0, 1), (0, 0, 2), (0, 1, 2), (1, 1, 2)\}$ and compute and plot the zero contour
levels for subspace matrices estimated from computer generated sensor signals.

Substituting $D = 2$, $l = 4$, and $c_1 = c_2 = c_3 = c_4 = 0$ into (6.2.66) and (6.3.1)
respectively it follows that the system of equations resulting from Alg. 6.2 is given by:
\[
\begin{cases}
  f^4_{2,q}(z_1, z_2) = 0 \\
  \{ q \in Q^4_{2,S} \}
\end{cases}
\]  

(6.3.12)

and that its functions take the following tetradic form:
\[
\begin{align*}
  f^4_{2,q}(z_1, z_2) &= \varphi_q^{1111} z_1 z_1 z_1 + \varphi_q^{1112} z_1 z_1 z_1 z_2 + \varphi_q^{1122} z_1 z_1 z_2 z_2 \\
  &+ \varphi_q^{2222} z_1 z_2 z_2 z_2 + \varphi_q^{2222} z_2 z_2 z_2 z_2 \\
  &\forall z_1, z_2 \in \mathbb{C}, \quad \forall q \in Q^4_{2,S}.
\end{align*}
\]  

(6.13.3)

The set $Q^4_{2,S} \triangleq Q_{2,S}^{(o)}$ is defined by (6.2.59) and contains the integers $1, \ldots, Q^4_{2,S}$, where
the number $Q^4_{2,S} \triangleq Q_{2,S}^{(o)}$ of linearly independent equations in (6.3.12) is given by (6.2.60),
(6.2.80), and/or (6.2.113). In the MIBI examples that will be presented shortly the employed
mixing matrices have full rank $D$, i.e. $\text{rank}(A) = D = 2$, while their corresponding Khatri-
Rao products have full rank $S$, i.e. $\text{rank}(A_{a,2,0}) = S$. Hence, according to (6.2.109) the
signal subspace dimension $d^x_{2,4} \triangleq d^x_{2,4}^{(o)} = \text{rank}(C^{x,4}_{n,2}) = \text{rank}(A^{4}_{a,2,0})$ also equals $S$.
Substituting those results into (6.2.60), (6.2.80), or (6.2.113), it follows that the number of
linearly independent equations in (6.3.12) equals:
\[
Q^4_{2,S} = \frac{2^4}{4} - d^x_{2,4} = \frac{2^4 - 1}{4} - \text{rank}(A^{4}_{a,2,0}) = 5 - S,
\]  

(6.3.14)
i.e. $Q^4_{2,S} = \{1, \ldots, 5 - S\}$. In the following sections we will demonstrate that (6.3.12) as
derived according to Alg. 6.2 can determine up to $l = 4$ mixing matrix columns.

6.3.2.1 Two sensors, two sources and fourth order cumulants

Let the mixing matrix be given by (6.3.9). See Fig. 6.3 for a specific realization of the
source and sensor signals. According to (6.3.14) the number of linearly independent equations
equals 3, i.e. $Q^3_{2,2} = \{1, 2, 3\}$. Thus, the system of equations consists of three equa-
tions with functions of the form specified by (6.3.13). Using $N_s = 20000$ time samples
the sensor cumulant functions defined in (6.3.11) are estimated on the Noise-Free ROS
$\Omega_{k_1k_2k_3}^{x,\nu} = \{(0, 0, 1), (0, 0, 2), (0, 1, 2), (1, 1, 2)\}$. This gives an estimate $C_{n,2}^{x,4}$ of the sub-
space matrix $C_{n,2}^{x,4}$ that can be used in Alg. 6.2 on page 341 from the second step on. Steps 3
and 4 of this algorithm yield an estimate of the matrix $\Phi$ and thus also estimates of the func-
tions $f^3_{2,1}(z_1, z_2)$, $f^3_{2,2}(z_1, z_2)$ and $f^3_{2,3}(z_1, z_2)$. The corresponding estimated zero contour
plots are shown in Fig. 6.7. As before, the black and grey arrows denote the ideal columns of
$A$ and their opposites respectively. Now there are four crossing straight lines through the
middle of each figure defining the zero contour level of the corresponding function. For the
third function, two of the four lines defining the zero contour level are in 'complex directions'
and therefore invisible in the real $z_1 - z_2$ plane. It is clear from the contour plots that the two
columns of the mixing matrix are defined uniquely and approximately by the intersections of the zero contour levels of the three functions. Two of the four lines defining the zero contour level of each function are approximately in the directions of the columns of the ideal mixing matrix and two lines are ‘superfluous’, which is an indication of the fact that two degrees of freedom are left unused. These can be exploited for estimating two additional columns, as is demonstrated in the next two examples.

6.3.2.2 Two sensors, three sources and fourth order cumulants

Now let the mixing matrix be given by (6.3.10). According to (6.3.14) the number of linearly independent equations now equals 2. Using the same subspace matrix definition as in the previous example, but now using $N_s = 40000$ time samples for its estimation, we obtain estimates $\hat{f}_{2,1}^4(z_1, z_2)$ and $\hat{f}_{2,2}^4(z_1, z_2)$ of the functions in the system of equations. The contour plots of these functions are depicted in Fig. 6.8. Again, it is clear from the contour plots
that the three columns of the mixing matrix are defined uniquely and approximately by the intersections of the zero contour levels of the two functions. Three of the four lines defining the zero contour level of each function are approximately in the directions of the columns of the ideal mixing matrix and one line is ‘superfluous’, which is an indication of the fact that one degree of freedom is left unused. This can be exploited for estimating one more column, as is demonstrated in the next example.

6.3.2.3 Two sensors, four sources and fourth order cumulants

Appending another column to the mixing matrix in the previous example (see (6.3.10)) gives:

\[
A = \begin{bmatrix}
0 & \frac{1}{\sqrt{2}} & 1 & \frac{\sqrt{2}}{3} & \frac{4}{5} \\
1 & 1 & \frac{1}{\sqrt{2}} & \frac{3}{5} & -3
\end{bmatrix} \approx \begin{bmatrix}
0 & 0.7071 & -0.5547 & 0.8000 \\
1 & 0.7071 & 0.8321 & -0.6000
\end{bmatrix}.
\] (6.3.15)

According to (6.3.14) the number of linearly independent equations now equals 1. Employing the same subspace matrix definition as in the previous two examples, but now using \(N_s = 100000\) time samples for its estimation, we obtain an estimate \(\hat{f}^4_{2,1}(z_1, z_2)\) of the single function in the system. The contour plot of this function is depicted in Fig. 6.9. Now the columns of the mixing matrix are defined uniquely and approximately by the zero contour level consisting of the four crossing straight lines through the middle of the figure. Note that because there is only one equation no intersections between cones need to be computed in order to estimate the columns.

From the examples presented above, we observe that the more sources are present, the samples have to be used for obtaining a reliable estimate of the subspace matrix, and thus of the sensor cumulants. This is due to the fact that the sensor signals are related much stronger if more source signals are mixed into the same number of observed signals. In general, the more sources are present for a fixed number of sensors, the more samples are required for the reliable estimation of the statistics, and thus also for the reliable estimation of the mixing matrix columns.
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6.3.3 Generalizations and implications for identifiability

It is now straightforward to generalize the results of the examples in Sections 6.3.1 and 6.3.2. We first consider a MIBI scenario with two sensors and arbitrary \( l \)-th order cumulants without conjugations. Then, we generalize the results further to a MIBI scenario with \( D \) sensors and finally we give some intuitive examples.

6.3.3.1 Two sensors and arbitrary \( l \)-th order cumulants without conjugations

Substituting \( D = 2 \) and \( c_l = (\circ)_l \) into (6.2.66) and (6.3.1) respectively it follows that the system of equations resulting from Alg. 6.2 is given by:

\[
\left\{ f_{2,q}^l(z_1, z_2) = 0 \right\}_{q \in Q_{2,S}^l}
\]  

(6.3.16)

and that its functions take the following form:

\[
f_{2,q}^l(z_1, z_2) \triangleq \sum_{(i_1, \ldots, i_l) \in I_{2,D}^l} \varphi_q^{i_1 \ldots i_l} z_{i_1} \cdots z_{i_l} \quad \forall z_1, z_2 \in \mathbb{C}, \, \forall q \in Q_{2,S}^l.
\]

(6.3.17)

The set \( Q_{2,S}^l \triangleq Q_{2,S}^{(\circ)_l} \) is defined by (6.2.59) and contains the integers 1, \ldots, \( Q_{2,S}^l \), where the number \( Q_{2,S}^l \triangleq Q_{2,S}^{(\circ)_l} \) of linearly independent equations in (6.3.16) again is given by (6.2.60), (6.2.80), and/or (6.2.113). In general, a randomly generated mixing matrix of size \( 2 \times S \) has rank \( \min(2, S) \) with probability one, while its corresponding \( l \)-th order Khatri-Rao product has full rank \( S \), i.e. \( \text{rank}(A_{u,2}^l) = S \), if \( S \leq l + 1 \). In this case, according to (6.2.109) the signal subspace dimension \( d_{2,S}^l \triangleq d_{2,S}^{(\circ)_l} = \text{rank}(C_{u,2}^{(\circ)_l}) = \text{rank}(A_{u,2}^l) \) also equals \( S \). Substituting those results into (6.2.60), (6.2.80), or (6.2.113), it follows that the number of linearly independent equations in (6.3.16) equals:

\[
Q_{2,S}^l = \left\langle \begin{array}{c} 2 \\ l \end{array} \right\rangle - d_{2,S}^l = \left\langle \begin{array}{c} 2 \times l+1 \\ l \end{array} \right\rangle - \text{rank}(A_{u,2}^l) = (l + 1) - S,
\]

(6.3.18)

i.e. \( Q_{2,S}^l = \{1, \ldots, l+1-S\} \). It has been shown in [17] that the number of different solutions of an \( l \)-homogeneous bivariate polynomial equals \( l \):
**Theorem 6.3.1. Fundamental theorem of Algebra - Version 2.**

Let \( p(z_1, z_2) \) be a non-zero complex homogeneous bivariate polynomial of degree \( l \). Then \( p(z_1, z_2) \) has \( l \) complex solutions if the solutions are counted with their multiplicity.

For \( S = l \) there is still one equation in (6.3.16), which can determine \( l \) different solutions. Hence, with two sensors and \( l \)-th order statistics it is possible to determine up to \( l \) mixing matrix columns. In Section 4.5.3 we have presented a method for finding all different solutions of a bivariate homogeneous polynomial equation of arbitrary degree. This implies that those columns can be estimated by means of a closed-form method. Note that the zero contour level of each bivariate homogeneous function in (6.3.17) consists of \( l \) lines passing through the origin. Also note that Theorem 6.3.1 in fact is just another version of the fundamental theorem of algebra, which states that every non-zero univariate polynomial with complex coefficients has exactly as many complex roots as its degree if repeated roots are counted with their multiplicity.

### 6.3.3.2 \( D \) sensors and arbitrary \( l \)-th order cumulants without conjugations

Now we consider a general MIBI scenario with \( D \) sensors and \( l \)-th order statistics without conjugations. Substituting \( c_i = \langle \phi \rangle_i \) into (6.2.66) and (6.3.1) respectively it follows that the system of equations resulting from Alg. 6.2 is given by:

\[
\left\{ f_{D,q}^l(z_1, \ldots, z_D) = 0 \right\}_{q \in Q_{D,S}^l} \tag{6.3.19}
\]

and that its functions take the following form:

\[
f_{D,q}^l(z_1, \ldots, z_D) \triangleq \sum_{(i_1, \ldots, i_l) \in \mathbb{I}_l^{D,S}} \phi_q^{i_1 \cdots i_l} z_{i_1} \cdots z_{i_l} \quad \forall \ z_1, \ldots, z_D \in \mathbb{C}, \ \forall \ q \in Q_{D,S}^l.
\]

The set \( Q_{D,S}^l \triangleq Q_{D,S}^{(1)} \) now contains the integers \( 1, \ldots, Q_{D,S}^l \), where the number \( Q_{D,S}^l \triangleq Q_{D,S}^{(1)} \) of linearly independent equations in (6.3.3) is given by (6.2.60), (6.2.80), and/or (6.2.113). As we have remarked at the beginning of Section 6.3.1, for scenarios with \( D \) sensors and \( l \)-th order statistics without conjugations the number of unique rows of the subspace matrix \( C_{D,S}^l \) and \( l \)-th order Khatri-Rao product matrix \( A_{D,S}^l \) equals \( M_{a,D}^l = \binom{D}{l} \).

In general, a randomly generated mixing matrix of size \( D \times S \) has rank \( \min(D, S) \) with probability one, while its corresponding \( l \)-th order Khatri-Rao product has full rank \( S \), i.e. \( \text{rank}(A_{a,D,S}^l) = S \), if \( S \leq \binom{D}{l} \). In such a case, according to (6.2.109) the signal subspace dimension \( d_{S,D}^l \) also equals \( S \). Substituting those results into (6.2.60), (6.2.80), or (6.2.113), it follows that the number of linearly independent equations in (6.3.19) equals:

\[
Q_{D,S}^l = \binom{D}{l} - d_{S,D}^l = \binom{D+l-1}{l} - \text{rank}(A_{a,D,S}^l) = \frac{(l + D - 1)!}{l!(D - 1)!} - S, \tag{6.3.21}
\]

i.e. \( Q_{D,S}^l = \{1, \ldots, \binom{D}{l} - S\} \). Solving the system \( \left\{ f_{D,q}^l(z) = 0 \right\}_{q \in Q_{D,S}^l} \) consisting of \( Q_{D,S}^l \) \( D \)-variate \( l \)-homogeneous polynomial equations is equivalent to finding the one-dimensional intersections between \( Q_{D,S}^l \) ‘cones of degree \( l \)’ in a \( D \)-dimensional Euclidian space that represent the zero contour levels of the functions \( \left\{ f_{D,q}^l(z) \right\}_{q \in Q_{D,S}^l} \) defined in (6.2.20). In general, i.e. in the non-degenerate case, the zero contour level of a \( D \)-variate homogenous function is a \( (D - 1) \)-dimensional surface embedded in a \( D \)-dimensional Euclidian space.
Intuitively, the higher the 'homogeneity order' \( l \) of a homogeneous function, the more degrees of freedom the surface has, e.g. the more turns the surface can make. Generally, the intersection of two \((D-1)\)-dimensional surfaces embedded in a \( D \)-dimensional Euclidian space has dimension \( D - 2 \), i.e. the dimension drops by one (compared to the dimensions of the intersecting surfaces). Intersecting the resulting \((D-2)\)-dimensional surface with a third \((D-1)\)-dimensional surface drops the dimension by one again in general. This procedure can be repeated until the dimension of the resulting intersection(s) is one, which is the dimension of the desired solution set because each line through the origin that describes all scalar multiples of a column of the mixing matrix has dimension one. From this reasoning, it is clear that in a \( D \)-dimensional Euclidian space at least \( D - 1 \) surfaces of degree \( D - 1 \) are required in order to define unique one-dimensional intersections. If less surfaces are used, the dimension of the resulting intersections is larger than one in general. Algebraically, this means that in general the dimension of the solution set of a system of \( D - 1 \) homogeneous polynomials in \( D \) variables has dimension one. Hence, since at least \( D - 1 \) equations are required to uniquely define the one-dimensional solution sets corresponding to the linear subspaces defined by the columns of the mixing matrix, for the general MIBI case without conjugations we find the constraint 

\[
S^l_{\text{max}}(D) \geq D - 1
\]

(6.3.22)

See Section 6.6 for a structural approach for determining the maximum number of columns of the mixing matrix \( A \) that can be identified for a given number of sensors \( D \) and conjugation tuple \( c \) under assumptions \( AS1-AS4 \) on page 299.

### 6.3.3.3 Examples of identifiability

Finally, we briefly consider some specific examples in order to develop an intuitive feeling for the results above. Firstly, for \( D = 1 \) a cone is defined by any line through the origin, i.e. by any non-zero scalar. Since any two non-zero scalars define the same 'column' of \( A \) at most one source can be identified uniquely, no matter how large the order \( l \) is. This also follows from (6.3.22) because \( S^1_{\text{max}}(1) = \binom{1}{1} = 1 \). Secondly, for \( D = 2 \) a cone is defined by a line through the origin in the two-dimensional Euclidian plane. As we have derived already, with \( D \) sensors and \( l \)-th order statistics it is possible to determine up to \( l \) mixing matrix columns. Again, this also follows directly from (6.3.22) because \( S^2_{\text{max}}(2) = \binom{2}{1} = 1 \).

Generally, because increasing the cumulant order \( l \) increases the degrees of freedom of the corresponding zero contour level of an \( l \)-homogeneous polynomial, the higher the order, the more columns can be identified for the same number of sensors. Contrary to fixing \( D \) and varying \( l \), now consider some examples in which \( l \) is fixed and \( D \) is varied. To start with, let \( l = 1 \). Then, from (6.3.22) it follows that \( S^1_{\text{max}}(D) = 1 \) for all values of \( D \). Hence, for any number of sensors at most one column can be identified for 'first order statistics', i.e. by using the data directly. This result can also be explained intuitively. For example, consider the case with \( D = 3 \). For \( l = 1 \) the cones in the three-dimensional Euclidian space are planes, and the lines through the origin that correspond to the columns of \( A \) are defined by the one-dimensional intersections between these planes. It can easily be seen that the maximum number of one-dimensional intersections between planes going through the origin, i.e. one-dimensional solution sets that lie in all planes, equals one. Note that if the mixing matrix
were parameterized, as in the case of Direction Of Arrival Estimation (see the next chapter), then it is possible to identify more than one column with ‘first order statistics’. Finally, we consider the case with \( l = 2 \). From (6.3.22) it now follows that 
\[
S^2_{\text{max}}(D) = \frac{1}{2} D(D - 1) + 1
\]
for all values of \( D \). As an example, again consider the case with \( D = 3 \). It can easily be seen that the maximum number of one-dimensional intersections between ‘conventional’ quadric cones defined by quadratic equations in three-dimensional space equals four, which also follows by computing \( \frac{1}{2} 3(3 - 1) + 1 \). This confirms and explains the result obtained in Sections 5.4.1 and 5.4.2.

## 6.4 Solving the system of equations

In this section, we will outline the generalization of the homotopy method that was presented in Sections 4.5.6 and 5.5, and summarized in Alg. 4.4 on page 202, to the general MIBI problem considered in this chapter. Moreover, we will show that for the scenario with two sensors and the maximum number of identifiable mixing matrix columns/sources, a simple closed-form solution exists.

We consider system (6.3.19), which is obtained for a general MIBI scenario with \( D \) sensors and \( l \)-th order statistics without conjugations. Again, we start by formulating the appropriate start system \( g(z) = 0 \) and target system \( p(z) = 0 \) for the system of equations under consideration. Similarly to (4.5.32) and (5.5.3), the target system comprises the system defined in (6.3.19) and a unit-norm constraint equation, i.e.:

\[
\begin{align*}
\begin{cases}
\{ f_{D,q}(z) = 0 \} & q \in \mathcal{Q}_{D,s}^l \\
c(z) = 0,
\end{cases}
\end{align*}
\]

where the unit-norm constraint function \( c(z) \) is now defined as \( c(z) \triangleq \sum_{i=1}^{D} (z_i)^2 - 1 \). Similarly to (5.5.3), we write this system in matrix-vector notation as follows:

\[
p(z) = \begin{bmatrix} \Phi_{f,h} w_{u,D}(z) \\ c(z) \end{bmatrix} = 0,
\]

(6.4.2)

where \( \Phi_{f,h} \) is given by the matrix \( \Phi \) defined in (6.2.117). The start system is constructed in such a way that it has exactly the same structure as the target system. Similarly to (6.4.2) it can be expressed as:

\[
g(z) \triangleq \begin{bmatrix} \Phi_{g,h} w_{u,D}(z) \\ c(z) \end{bmatrix} = 0.
\]

(6.4.3)

The coefficients of the homogeneous part of the start system can be obtained by computing the left null space of the uniquiefied second order Khatri-Rao product \( B_{l,u,D,o}^l \) of a known matrix \( B \) (which might be generated at random), i.e. \( \Phi^* \simeq \mathcal{N}_l(\Phi_{u,D,o}^l) \) in the formulation of (6.2.117). The coefficient matrix \( \Phi_{h,h} \) of the homogeneous part \( h_i(z, \lambda) \) of the homotopy \( h(z, \lambda) \) defined in (4.5.25) is given by (5.5.5). Similarly to (5.5.6), because the non-homogeneous part of the start and target systems is not deformed by (4.5.25) it suffices to work with the following homotopy:

\[
h(z, \lambda) \triangleq \begin{bmatrix} \Phi_{h,h}(\lambda) w_{u,D}(z) \\ c(z) \end{bmatrix},
\]

(6.4.4)
The Jacobian of $h(z, \lambda)$ is now given by:

$$\nabla_z h(z, \lambda) \triangleq \begin{bmatrix} \Phi_h, h(\lambda) \nabla_w \{w_{D}(z)\} \\ \nabla_w r(z) \end{bmatrix}.$$  \hfill (6.4.5)

The derivative of $h(z, \lambda)$ w.r.t. $\lambda$ is given by (4.5.31) with $g(z)$ and $p(z)$ defined in (6.4.3) and (6.4.2) respectively. We now have all ingredients required by Alg. 4.4. Again, the inverse $[\nabla_z h]^{-1}$ in the sixth step of the algorithm has to be replaced by the pseudo-inverse $[\nabla_z h]^{+}$. We have performed this algorithm for the examples in Sections 6.3.1.3 and 6.3.2.3, in which the number of sources equals the maximum number of identifiable columns, and found that all columns were identified correctly (i.e. they were in the directions of the lines defining the zero contour levels). For the examples containing more than one equation the solutions can be found by finding the zeros of the gradient of a cost function defined in terms of the functions in the system; see also Sections 4.5.1-4.5.4. Although it is considerably more difficult, the results above can also be generalized to systems of polyconjugal equations. This is evident already from the fact that we can split any polyconjugal equation into a real and an imaginary part. A homotopy method can then be designed that finds the real and imaginary parts of the different solutions.

As we have seen, for scenarios with two sensors in which the number of sources equals the maximum number of identifiable columns there is only one homogeneous polyconjugal equation in the system. Hence, for scenarios without conjugations such a MIBI problem comes down to finding the solutions of a single bivariate homogeneous equation. In Section 4.5.3 we have shown that a single bivariate homogeneous polynomial equation of arbitrary degree can easily be rewritten as a univariate non-homogeneous polynomial of the same degree. Thus, its solutions can be found by using a standard algorithm for finding the roots of a univariate polynomial equation. This yields a closed-form method for solving the MIBI problem with two sensors, $l$-th order statistics without conjugations, and $S = l$ sources. Using this method for the examples in Sections 6.3.1.3 and 6.3.2.3 yielded the same solutions as the homotopy method described above.

### 6.5 Writing MIBI as a Multi-Matrix Generalized Eigenvalue Decomposition problem

In this section, we generalize the results from Sections 4.6 and 5.6 and project the MIBI problem onto a *Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD)*. Again, this formulation is dual to the problem description in terms of a system of homogeneous polyconjugal equations because the derivation of system (6.2.66) was primarily based on (6.2.121), whereas the derivation we are about to present is primarily based on the complementary relation (6.2.120). More precisely, under the assumption that the source auto-cumulant matrix has full rank, system (6.2.66) was derived directly from the fact that the left null space of the (uniqified) subspace matrix equals the left null space of the (uniqified) Khatri-Rao product with conjugation tuple $c_l$ of the mixing matrix, which was proven in Section 6.2.6.6. Likewise, in the sequel of this section we will derive the dual MMGEVD problem from the fact that the column range of the (uniqified) subspace matrix equals the column range of the (uniqified) Khatri-Rao product, which was also proven in Section 6.2.6.6. For convenience, and without any loss of generality, the results in this section are derived from the ‘full subspace matrix’ $C^{C_{l,D}}$ instead of the uniqified matrix $C^{C_{a,D}}$. 


6.5 Writing MIBI as a Multi-Matrix GEVD problem

6.5.1 MGEVD structure

To start with, from the ‘full versions’ of Theorems 6.2.4, 6.2.6, and 6.2.8 it follows that:
\[ \hat{A}_D^{\xi_i} = \hat{w}_D^{\xi_i}(a^i) \in \mathcal{R}_c(C_D^{\xi_i}) = \mathcal{L}_c(\kappa_D^{\xi_i}(\mathbf{n}_i)) = \mathcal{R}_c(U^s), \]  
(6.5.1)
where \( \hat{A}_D^{\xi_i} \) and \( \hat{w}_D^{\xi_i}(\cdot) \) are defined in (6.2.21) and (6.2.22) respectively. Note that now the matrix \( U^s \) contains the left singular vectors of the ‘full subspace matrix’ \( C_D^{\xi_i} \) and that the ‘full versions’ of (6.2.132) and (6.2.144) have been used:
\[ \mathcal{R}_c(C_D^{\xi_i}) = \mathcal{L}_c(\kappa_D^{\xi_i}(\mathbf{n}_i)) = \mathcal{R}_c(A_D^{\xi_i}) = \mathcal{R}_c(U^s) = \mathcal{L}(U^s). \]

Eq. (6.5.1) implies that \( \hat{A}_D^{\xi_i} \) can be written as a linear combination of the columns of \( U^s \):
\[ \hat{A}_D^{\xi_i} = \hat{w}_D^{\xi_i}(a^i) = \sum_{p=1}^{d_D^{\xi_i}} \mu_p^i \mathbf{u}^p = U^s \mathbf{\mu}^i \quad \forall \ 1 \leq j \leq S, \]  
(6.5.2)
where \( \mathbf{\mu}^i \triangleq [\mu_1^i \cdots \mu_{d_D^{\xi_i}}^i]^T \) with \( \mu_p^i \in \mathbb{R} \) for \( 1 \leq p \leq d_D^{\xi_i} \) and \( 1 \leq j \leq S \). Thus, the MIBI problem can be projected onto the problem of finding the solutions for the unknown vector \( \mathbf{z} \) that satisfy the following equation:
\[ \hat{z}_D^{\xi_i} = \hat{w}_D^{\xi_i}(\mathbf{z}) = (\mathbf{z})^{\xi_i} \odot \cdots \odot (\mathbf{z})^{\xi_i} = \sum_{p=1}^{d_D^{\xi_i}} \mu_p \mathbf{u}^p = U^s \mathbf{\mu}, \]  
(6.5.3)
where to each solution \( \mathbf{z} \) there corresponds a different vector \( \mathbf{\mu} \) of coefficients with \( \mathbf{\mu} \) defined in (5.6.9). The latter two equations say that the problem of finding the array response vectors is equivalent to finding vectors \( \mathbf{z} \) such that the structured vectors \( \hat{w}_D^{\xi_i}(\mathbf{z}) = \hat{z}_D^{\xi_i} \) belong to the column range \( \mathcal{R}_c(A_D^{\xi_i}) \) of \( A_D^{\xi_i} \), which can be computed from the known matrix \( C_D^{\xi_i} \) because \( \mathcal{R}_c(A_D^{\xi_i}) = \mathcal{R}_c(C_D^{\xi_i}) = \mathcal{R}_c(U^s) \). In order to find the solutions for \( \mathbf{z} \), or equivalently the solutions for \( \mathbf{\mu} \), we exploit the specific structure of \( \hat{z}_D^{\xi_i} = \hat{w}_D^{\xi_i}(\mathbf{z}) \) given by (6.2.22). Firstly, from (6.2.22) and (6.5.3) it follows directly that each product of the form \( \hat{z}_D^{\xi_i} \triangleq (z_1)^{\xi_i} \cdots (z_{i-1})^{\xi_i} \) can be expressed as follows:
\[ \hat{z}_D^{\xi_i} = \sum_{p=1}^{d_D^{\xi_i}} \mu_p \mathbf{u}^p = \left[ \begin{array}{c} u_{11}^p \\ \vdots \\ u_{1i_{i-1}}^p \\ \vdots \\ u_{1i_{i-1}D}^p \end{array} \right] \mathbf{\mu} \triangleq \mathbf{\tilde{g}}_{i-1} \mathbf{\mu} \quad \forall \ i_{i-1} \in \mathcal{I}_{D,D}^{i-1}. \]  
(6.5.4)
Based on this equation, we can derive several systems of equations that are similar to (6.5.6).

To start with, similarly to (5.6.6) we derive the following systems of equations from (6.5.4) by varying the last index \( i_{i-1} \) of the tuple \( i_{i-1} \) from 1 till \( D \):
\[ (z_1)^{\xi_i} \cdots (z_{i-1})^{\xi_i}(\mathbf{z})^{\xi_i} = \sum_{p=1}^{d_D^{\xi_i}} \mu_p \left[ \begin{array}{c} u_{i_{i-1}1}^{p} \\ \vdots \\ u_{i_{i-1}i_{i-1}}^{p} \end{array} \right] = \mathbf{G}_{i_{i-1}} \mathbf{\mu} \quad \forall \ i_{i-1} \in \mathcal{I}_{D,D}^{i-1}. \]  
(6.5.5)
where:
\[ \mathbf{G}_{i_{i-1}} \triangleq \left[ \begin{array}{cccc} u_{11}^{i_{i-1}} & \cdots & u_{1i_{i-1}}^{i_{i-1}} \\ \vdots & \ddots & \vdots \\ u_{11}^{i_{i-1}D} & \cdots & u_{1i_{i-1}D}^{i_{i-1}} \end{array} \right] = \left[ \begin{array}{c} u_{i_{i-1}1}^{i_{i-1}} \\ \vdots \\ u_{i_{i-1}D}^{i_{i-1}} \end{array} \right] \in C_D^{\xi_i} \quad \forall \ i_{i-1} \in \mathcal{I}_{D,D}^{i-1}, \]  
(6.5.6)
\[ u_{i_{1} \ldots i_{l-1}}^p \triangleq \begin{bmatrix} u_{i_1 \ldots i_{l-1}}^p \vline & \ldots & \vline & u_{i_1 \ldots i_{l-1}D}^p \end{bmatrix} \in \mathbb{C}_D \quad \forall 1 \leq p \leq d^{\text{gevd}}_{D}. \] (6.5.7)

Note that there are \((D)^{l-1}\) matrices \(G_{i_{1} \ldots i_{l-1}}\) because all indices \(i_1, \ldots, i_{l-1}\) ranges from 1 till \(D\). In addition notice that \(G_{i_{1} \ldots i_{l-1}}\) is the \(i_{l-1}\)-th submatrix of size \(D \times d^{\text{gevd}}_{D}\) of \(U^s\):

\[ U^s = \begin{bmatrix} G_{(1)}_{i_{l-1}} \\ \vdots \\ G_{(D)}_{i_{l-1}} \end{bmatrix}. \]

For an example with \(l = 2\) see (6.5.10) on page 291. With the definitions made above, we can write (6.5.5) concisely as follows:

\[ z^{c_i-1}_{i_{l-1}} \cdot (z)^{c_i} \triangleq \sum_{p=1}^{d^{\text{gevd}}_{D}} \mu_p u_{i_{l-1}}^p = G_{i_{l-1}} \mu \quad \forall i_{l-1} \in T^l_{i_{l-1}}. \] (6.5.8)

Instead of \(i_1\) we could also have varied another index, but this does not make an essential difference. However, we can obtain different systems with different sizes by varying more than one index. As can directly be derived from (6.5.3) and/or (6.5.4), in general we have for each \(0 \leq m \leq l\):

\[ z^{c_i-m}_{i_{l-m}} \cdot (z)^{c_i-m+1} = \sum_{p=1}^{d^{\text{gevd}}_{D}} \mu_p u_{i_{l-m}}^p = G_{i_{l-m}} \mu \quad \forall i_{l-m} \in T^l_{i_{l-m}}. \] (6.5.9)

where:

\[ G_{i_{l-m}} \triangleq u_{i_{l-m}} \cdots u_{i_{l-m}^D} \in \mathbb{C}^{d^{\text{gevd}}_{D}}_{(D)^m} \quad \forall i_{l-m} \in T^l_{i_{l-m}} \] (6.5.10)

and:

\[ u_{i_{l-m}}^p \triangleq \begin{bmatrix} u_{i_1 \ldots i_{l-m}^1(D)}^p \\ \vdots \\ u_{i_1 \ldots i_{l-m}^D(D)}^p \end{bmatrix} \in \mathbb{C}^{d^{\text{gevd}}_{D}}_{(D)^m} \quad \forall 1 \leq p \leq d^{\text{gevd}}_{D}. \] (6.5.11)

See (6.5.8) for an example with \(m = 1\), and (6.5.15) through (6.5.20) for an example with \(l = 3\) and \(0 \leq m \leq 3\). There are \((D)^{l-m}\) matrices \(G_{i_{l-m}}\) of size \((D)^m \times d^{\text{gevd}}_{D}\) in system (6.5.9). Stacking these matrices on top of each other in the right order yields \(U^s\):

\[ U^s = \begin{bmatrix} \hat{g}_{(1)} \\ \vdots \\ \hat{g}_{(D)} \end{bmatrix} = \begin{bmatrix} G_{(1)}_{i_{l-1}} \\ \vdots \\ G_{(D)}_{i_{l-1}} \end{bmatrix} = \ldots = \begin{bmatrix} G_{11} \\ \vdots \\ G_{DD} \end{bmatrix} = \begin{bmatrix} G_{m=l} \\ \vdots \\ G_{m=l} \end{bmatrix}. \] (6.5.12)

Although (6.5.9) defines a different (MM)GEVD problem for each \(0 \leq m \leq l\), these problems are equivalent. Thus, if we can solve one of them, we can solve them all. Therefore, symbolically we write:

\[ \text{gevd} (\hat{g}_{(1)}, \ldots, \hat{g}_{(D)}) \equiv \text{gevd} (G_{(1)}_{i_{l-1}}, \ldots, G_{(D)}_{i_{l-1}}) \equiv \ldots \equiv \text{gevd} (G_{11}, \ldots, G_{DD}) \equiv \text{gevd} (G). \] (6.5.13)
Note that for each value of $m$ system (6.5.9) contains $(D)^l$ (non-unique) equations. Also note that a whole range of equivalent descriptions follow from (6.5.9) by varying $m$ from 0 till $l$. At one end of the spectrum, for $m = 0$ we obtain expression (6.5.4), whereas at the other end of the spectrum for $m = l$ we obtain expression (6.5.3). For $0 < m < l$ we obtain expressions that are in between these two.

6.5.2 Example with $D = 2, S = 3, l = 3$, and $c_3 = (\circ, \circ, \circ)$

Before we examine the structure of the systems in (6.5.9) in more detail, we consider an example with $D = 2, S = 3, l = 3$, and $c_3 = (\circ, \circ, \circ)$, i.e. there are no conjugations. Furthermore, let $A$ be a mixing matrix whose third order Khatri-Rao product has rank 3. Then, the dimension of the signal subspace equals $d^u_2 \equiv d^{u,3}_2 = \operatorname{rank} (A^{(\circ),3}_{u,2}) = \operatorname{rank} (A^{(\circ),3}_{2,\circ}) = 3$ and the signal subspace matrix $U^*$ can be written as:

$$U^* = \begin{bmatrix} u^1_{11} & u^2_{11} & u^3_{11} \\ u^1_{12} & u^2_{12} & u^3_{12} \\ u^1_{21} & u^2_{21} & u^3_{21} \\ u^1_{22} & u^2_{22} & u^3_{22} \\ u^1_{31} & u^2_{31} & u^3_{31} \\ u^1_{32} & u^2_{32} & u^3_{32} \\ u^1_{21} & u^2_{21} & u^3_{21} \\ u^1_{22} & u^2_{22} & u^3_{22} \\ u^1_{32} & u^2_{32} & u^3_{32} \end{bmatrix}.$$  

(6.5.14)

Now we will write (6.5.9) explicitly for $0 \leq m \leq 3$. To start with, writing out (6.5.9) for $l = 3$ and $m = 0$ yields:

$$z_{i_1}z_{i_2}z_{i_3} = \sum_{p=1}^{3} \mu_p u^p_{i_1i_2i_3} = \tilde{g}_{i_1i_2i_3} \mu$$

$$= \mu_1 u^1_{i_1i_2i_3} + \mu_2 u^2_{i_1i_2i_3} + \mu_3 u^3_{i_1i_2i_3} = \begin{bmatrix} u^1_{i_1i_2i_3} & u^2_{i_1i_2i_3} & u^3_{i_1i_2i_3} \end{bmatrix} \begin{bmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{bmatrix}$$

$$\forall 1 \leq i_1, i_2, i_3 \leq 2 \quad (6.5.15)$$

which equals (6.5.4) with $l = 3$. Note that the matrices $G_{i_1}$ have degenerated to row vectors (signifying the fact that the type of expression specified in (6.5.15) is at one end of the spectrum) and are given by:

$$\tilde{g}_{i_1i_2i_3} = \begin{bmatrix} u^1_{i_1i_2i_3} & u^2_{i_1i_2i_3} & u^3_{i_1i_2i_3} \end{bmatrix} \quad \forall 1 \leq i_1, i_2, i_3 \leq 2 \quad (6.5.16)$$

Because $1 \leq i_1, i_2, i_3 \leq 2$, there are $(D)^{l-m} = (2)^3 = 8$ expressions of the form (6.5.15), of which $M^3_{i_1i_2}$ are different (6.2.33); see also (6.2.27). Next, writing out (6.5.9) for $l = 3$ and $m = 1$ yields:

$$z_{i_1}z_{i_2}z_{i_3} = \sum_{p=1}^{3} \mu_p u^p_{i_1i_2i_3} = G_{i_1i_2} \mu$$

$$= \mu_1 \begin{bmatrix} u^1_{i_1i_2} \\ u^2_{i_1i_2} \\ u^3_{i_1i_2} \end{bmatrix} + \mu_2 \begin{bmatrix} u^1_{i_2i_1} \\ u^2_{i_2i_1} \\ u^3_{i_2i_1} \end{bmatrix} + \mu_3 \begin{bmatrix} u^1_{i_3i_1} \\ u^2_{i_3i_1} \\ u^3_{i_3i_1} \end{bmatrix} = \begin{bmatrix} u^1_{i_1i_2i_3} & u^2_{i_1i_2i_3} & u^3_{i_1i_2i_3} \end{bmatrix} \begin{bmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{bmatrix}$$

$$\forall 1 \leq i_1, i_2 \leq 2 \quad (6.5.17)$$
MIBI based on arbitrary order temporal structure: $D \times S$ mixing case

which equals (6.5.8) with $l = 3$. Because $1 \leq i_1, i_2 \leq 2$, there are $(2)^2 = 4$ expressions of the form (6.5.17), of which $M^2_{u_12} = \frac{(2+2-1)!}{2!(2-1)!} = 3$ are different (6.2.33). Writing out (6.5.9) for $l = 3$ and $m = 2$ yields:

$$z_i \odot z = \sum_{p=1}^{3} \mu_p u^p_i = G_i \mu$$

Because $1 \leq i \leq 2$, there are $(2)^1 = 2$ different expressions of the form (6.5.18). Finally, writing out (6.5.9) for $l = 3$ and $m = 3$ (or (6.5.3) for $l = 3$) yields:

$$z \odot z \odot z = \sum_{p=1}^{3} \mu_p u^p_{i_1i_2i_3} = G \mu = U^S \mu$$

$$= \mu_1 \begin{bmatrix} u^1_{11} \\ u^1_{12} \\ u^1_{21} \\ u^1_{22} \\ u^2_{11} \\ u^2_{12} \\ u^2_{21} \\ u^2_{22} \\ u^3_{11} \\ u^3_{12} \\ u^3_{21} \\ u^3_{22} \end{bmatrix} + \mu_2 \begin{bmatrix} u^2_{11} \\ u^2_{12} \\ u^2_{21} \\ u^2_{22} \\ u^3_{11} \\ u^3_{12} \\ u^3_{21} \\ u^3_{22} \end{bmatrix} + \mu_3 \begin{bmatrix} u^3_{11} \\ u^3_{12} \\ u^3_{21} \\ u^3_{22} \end{bmatrix} = \begin{bmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{bmatrix}.$$  

Hence, for this example decomposition (6.5.12) of $U^s$ becomes:

$$U^s = \begin{bmatrix} G^1_{11} \\ G^1_{12} \\ G^1_{21} \\ G^1_{22} \\ G^2_{11} \\ G^2_{12} \\ G^2_{21} \\ G^2_{22} \end{bmatrix} = \begin{bmatrix} G_1 \\ G_2 \end{bmatrix} = G.$$  

Although (6.5.15) through (6.5.18) define different (MM)GEVD problems, clearly they are equivalent. Thus, if we can solve one of them, we can solve them all. Hence, symbolically
we can write (see (6.5.13)):

\[
\text{gevd} \left( \tilde{\mathbf{g}}_{111}, \tilde{\mathbf{g}}_{112}, \tilde{\mathbf{g}}_{121}, \tilde{\mathbf{g}}_{122}, \tilde{\mathbf{g}}_{211}, \tilde{\mathbf{g}}_{212}, \tilde{\mathbf{g}}_{221}, \tilde{\mathbf{g}}_{222} \right) \equiv \text{gevd} \left( \mathbf{G}_{11}, \mathbf{G}_{12}, \mathbf{G}_{21}, \mathbf{G}_{22} \right)
\]

\[
\equiv \text{gevd} \left( \mathbf{G}_1, \mathbf{G}_2 \right) \equiv \text{gevd} \left( \mathbf{G} \right).
\]  

(6.5.21)

For this example we can find the solutions for \( \mathbf{\mu} \) by means of a standard GEVD algorithm for computing \( \text{gevd} (\mathbf{G}_1, \mathbf{G}_2) \) defined by (6.5.18). The matrices \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \) have size \( 4 \times 3 \), but can be reduced to the square matrices \( \mathbf{G}_{r,1} \) and \( \mathbf{G}_{r,2} \) of size \( 3 \times 3 \) because one of the rows of \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \) is redundant and can be eliminated, viz. the second or the third. Eliminating the third row for example, the correct solutions of \( \mathbf{\mu} \) can be found by computing the GEVD of \( \mathbf{G}_{r,1} \) and \( \mathbf{G}_{r,2} \) defined as follows:

\[
\mathbf{G}_{r,1} \triangleq \begin{bmatrix}
u_{111}^1 & u_{112}^1 & u_{112}^3 \\
u_{112}^1 & u_{112}^1 & u_{112}^2 \\
u_{122}^1 & u_{122}^2 & u_{122}^3
\end{bmatrix}
\quad \text{and} \quad
\mathbf{G}_{r,2} \triangleq \begin{bmatrix}
u_{211}^1 & u_{211}^2 & u_{211}^3 \\
u_{212}^1 & u_{212}^2 & u_{212}^3 \\
u_{222}^1 & u_{222}^2 & u_{222}^3
\end{bmatrix}.
\]  

(6.5.22)

### 6.5.3 Generalized matrix pencil

In the previous sections we have shown that the MIBI problem can be projected onto the problem of solving different equivalent MMGEVD problems. In this section, we examine the MMGEVD section in more detail and define a generalized matrix pencil. In practice, the only known quantities are the matrices \( \mathbf{G}_{i_{l-m}} \) with \( i_{l-m} \in \mathcal{I}_{l,D}^{l-m} \) occurring in (6.5.9), which can be computed from the SVD of the subspace matrix. Our goal in solving the MMGEVD problem is to find \( S \) different vectors \( \mathbf{\mu} \) that satisfy (6.5.9), say \( \mathbf{\mu}^1, \ldots, \mathbf{\mu}^S \). Each solution vector \( \mathbf{\mu}^j \) corresponds to an array response vector, say \( \mathbf{z}^j \). We will show later in this section how the array response vectors \( \mathbf{z}^1, \ldots, \mathbf{z}^S \) corresponding to \( \mathbf{\mu}^1, \ldots, \mathbf{\mu}^S \) respectively can also be determined from (6.5.9) once the latter vectors are known.

From (6.5.9) the MMGEVD structure follows immediately from the fact that all matrix-vector products \( \mathbf{G}_{i_{l-m}} \mathbf{\mu} \), with \( i_{l-m} \in \mathcal{I}_{l,D}^{l-m} \) yield a vector in the same direction, viz. \( \mathbf{z}^{i_{l-m}+1} \otimes \cdots \otimes \mathbf{z}^{i_m} \). Similarly to (5.6.12) in Section 5.6, the MMGEVD structure also follows directly by assuming that \( z_{i_{l-m}}^{i_{l-m}} \neq 0 \) and writing (6.5.9) as follows:

\[
(\mathbf{z})^{i_{l-m}+1} \otimes \cdots \otimes (\mathbf{z})^{i_m} = \frac{1}{z_{i_{l-m}}^{i_{l-m}}} \mathbf{G}_{i_{l-m}} \mathbf{\mu} \quad \forall \ i_{l-m} \in \mathcal{I}_{l,D}^{l-m}.
\]  

(6.5.23)

Hence, the vector \( \mathbf{\mu} \) is a generalized eigenvector of the matrices \( \mathbf{G}_{i_{l-m}} \) with \( i_{l-m} \in \mathcal{I}_{l,D}^{l-m} \). For each pair of length-\( (l-m) \) index tuples \( (i_{l-m}, j_{l-m}) \) a standard GEVD problem exists:

\[
\frac{1}{z_{i_{l-m}}^{i_{l-m}}} \mathbf{G}_{i_{l-m}} \mathbf{\mu} = \frac{1}{z_{j_{l-m}}^{j_{l-m}}} \mathbf{G}_{j_{l-m}} \mathbf{\mu} \quad \forall \ i_{l-m} \in \mathcal{I}_{l,D}^{l-m}, \quad \forall \ j_{l-m} \in \mathcal{J}_{l,D}^{l-m}.
\]  

(6.5.24)

That is, for each pair \( (i_{l-m}, j_{l-m}) \) the vector \( \mathbf{\mu} \) is a generalized eigenvector of the matrix pencil \( \mathbf{G}_{i_{l-m}} - \lambda \mathbf{G}_{j_{l-m}} \) with generalized eigenvalue \( \lambda = z_{j_{l-m}}^{i_{l-m}}/z_{i_{l-m}}^{i_{l-m}} \). The intersections of the generalized eigenspaces of the GEVD’s of all possible matrix pencils defined by (6.5.24) give \( S \) possible solutions for the vector \( \mathbf{\mu} \), each of which corresponds to a column of the mixing matrix. Hence, \( \mathbf{\mu} \) is a generalized eigenvector for all pairs \( (i_{l-m}, j_{l-m}) \). Similarly to (6.5.24), we can consider MMGEVD problems consisting of an arbitrary number of matrices. As in Section 5.6, we do not need to make assumptions like \( z_{i_{l-m}}^{i_{l-m}} \neq 0 \), and a much more natural description of the problem is obtained by multiplying (6.5.23) by the product of the
terms occurring in the denominators pre-multiplying the matrix-vector products at the right hand side of the equation:

\[
\left( \prod_{J_{l-m} \in J_{l,D}^{l-m}} \zeta_{j_{l-m}}^{e_{l-m}} \right) \cdot \left( (z)^{e_{l-m}+1} \otimes \cdots \otimes (z)^{e_l} \right) = \left( \prod_{J_{l-m} \in J_{l,D}^{l-m}} \zeta_{j_{l-m}}^{e_{l-m}} \right) \cdot G_{i_{l-m}} \mu \quad \forall i_{l-m} \in T_{x,D}^{l-m}, \quad \forall 0 \leq m \leq l.
\] (6.5.25)

Equivalently, we can multiply (6.5.9) by the term between parentheses at the right hand side of (6.5.25). Using formulation (6.5.25) the problem comes down to finding all generalized eigenvectors and eigenvalue tuples of the generalized matrix pencil that is defined similarly to (5.6.16) as follows:

\[
G_m^l (\lambda_{m}^l) \triangleq \sum_{i_{l-m} \in T_{x,D}^{l-m}} \lambda_{i_{l-m}} G_{i_{l-m}} \quad 0 \leq m \leq l,
\] (6.5.26)

where the generalized eigenvalue tuple \( \lambda_{m}^l \) is defined by:

\[
\lambda_{m}^l \triangleq (\lambda_{i_{l-m},1}, \ldots, \lambda_{i_{l-m},(D)^{l-m}}),
\] (6.5.27)

Note that the summation runs over \((D)^{l-m}\) matrices and that an ideal solution for \( \lambda_{m}^l \) is given by (6.5.27) with the individual generalized eigenvalues defined as follows:

\[
\lambda_{i_{l-m}} = \prod_{J_{l-m} \in J_{l,D}^{l-m}} \zeta_{j_{l-m}}^{e_{l-m}} \quad \forall i_{l-m} \in T_{x,D}^{l-m}.
\] (6.5.28)

Summarizing, we have shown that finding all generalized eigenvectors and eigenvalue tuples of the generalized matrix pencil defined in (6.5.26) means solving a Multi-Matrix Generalized Eigenvalue Decomposition (MMGEVD) problem. This is a well-structured mathematical problem that to our knowledge has not yet been formulated in this general form. We formulate it explicitly as follows. Assume that the generalized eigenvectors and eigenvalues resulting from the MMGEVD are stored in the matrix \( M_{G_m^l} \) and set \( \Lambda_{G_m^l} \) of generalized eigenvalue tuples respectively, then we write:

\[
[M_{G_m^l}, \Lambda_{G_m^l}] = \text{gevd} \left( \{ G_{i_{l-m}} \} \right) \quad 0 \leq m \leq l.
\] (6.5.29)

This system has \( e_{m}^{x_{eq}} \) generalized eigenvectors \( \mu \) and eigenvalue tuples \( \lambda_{m}^l \), i.e. the generalized eigenvector matrix \( M_{G_m^l} \) and generalized eigenvalue tuple set \( \Lambda_{G_m^l} \) can be written as follows:

\[
M_{G_m^l} = \left[ \mu^{1} \cdots \mu^{e_{m}^{x_{eq}}} \right] \quad \text{and} \quad \Lambda_{G_m^l} = \{ \lambda_{m,1}, \ldots, \lambda_{m,e_{m}^{x_{eq}}} \}
\] (6.5.30)

respectively. After having computed this decomposition, which may be a difficult mathematical problem in itself, the columns of \( A \) can be recovered straightforwardly from the generalized eigenvectors, see (6.5.33).
Observe that $\mu$ also is a generalized eigenvector of all linear combinations of the matrices \( \{ G_{i,m} \}_{i,m \in T_{i,D}^l} \). This can easily be proven as follows. Assume that $\mu$ is a solution of (6.5.9) and for some index $p \in \mathbb{N}^+$ define the arbitrary scalar coefficients \( \{ s_p^{i,m} \}_{i,m \in T_{i,D}^l} \) as the coefficients of the linear combination $\Gamma_p$ of the matrices \( \{ G_{i,m} \}_{i,m \in T_{i,D}^l} \), i.e.:

\[
\Gamma_p \triangleq \sum_{i,m \in T_{i,D}^l} s_p^{i,m} G_{i,m} \quad 0 \leq m \leq l.
\]

Using (6.5.9) it then follows that:

\[
\Gamma_p \mu = \left( \sum_{i,m \in T_{i,D}^l} s_p^{i,m} z_{i,m}^{c_i} \right) \cdot (z)^{c_i-m} \otimes \cdots \otimes (z)^{c_i},
\]

which shows that $\Gamma_p \mu$ is a vector in the direction of $(z)^{c_i-m+1} \otimes \cdots \otimes (z)^{c_i}$. Hence, $\mu$ is also a generalized eigenvector of all matrices $\Gamma_p$ consisting of linear combinations of the matrices \( \{ G_{i,m} \}_{i,m \in T_{i,D}^l} \). In general, the matrices of size $(D)^m \times (D)^{m+1} \otimes \cdots \otimes (D)^{m}$ (6.5.10) that are involved in the MMGEVD decompositions are rectangular. In some cases, depending on the number of sources, number of sensors, and the conjugation tuple, one of the equivalent MMGEVD problems can be reduced to the standard GEVD of two square matrices; for example, see (6.5.22) and Section 5.6. As we have also remarked in Section 5.6, if the matrices in a MMGEVD problem have less rows than columns, it cannot be solved immediately by traditional techniques. This leads us to the conclusion that general MMGEVD algorithms that can also handle rectangular matrices need to be developed.

After having computed one of the (MM)GEVD decompositions, the columns of the mixing matrix $A$ can be recovered from the generalized eigenvectors $\mu^1, \ldots, \mu^S$. To start with, suppose that a decomposition of the form (6.5.29) is available for some $0 \leq m \leq l$. For convenience, it is also assumed that the array response vectors are no scaled versions of each other. Then, $S$ different vectors $\mu^1, \ldots, \mu^S$ that satisfy (6.5.9) are available and the matrix $M_{G_{i,m}}$ in (6.5.30) is of size $S \times S$. In order to compute the corresponding array response vectors $z^1, \ldots, z^S$ we employ (6.5.9) with $m = 1$, i.e. (6.5.8). This latter equation shows that for a generalized solution eigenvector $\mu^j$ the vectors $\{ G_{i,-1} \mu^j \}_{i,-1 \in T_{i,D}^l}$ lie in the direction of $(z)^{c_i}$, where $z^j$ is an array response vector. Hence, given $\mu^j$ the corresponding solution for $z^j$ can be computed as an arbitrary linear combination of $\{ G_{i,-1} \mu^j \}_{i,-1 \in T_{i,D}^l}$ (see (6.5.31)) that is conjugated according to $c_i$, i.e.:

\[
z^j = \frac{\sum_{i,-1 \in T_{i,D}^l} \xi_{i,-1} G_{i,-1} \mu^j}{\sum_{i,-1 \in T_{i,D}^l} \xi_{i,-1} G_{i,-1} \mu^j} \quad 1 \leq j \leq S, \tag{6.5.33}
\]

where $\{ \xi_{i,-1} \}_{i,-1 \in T_{i,D}^l}$ is a set of arbitrary non-zero real- or complex-valued scalars.
6.6 Maximum number of columns or minimum number of sensors for given conjugation tuple

Let \( S_{\text{max}}^e(D) \) be the maximum number of source array response vectors, i.e. columns of the mixing matrix \( A \), that can be identified for a given number of sensors \( D \) and conjugation tuple \( e_i \) under assumptions AS1-AS4 on page 299. Conversely, let \( D_{\text{min}}^e(S) \) be the minimum number of sensors that is required for uniquely identifying \( S \) source array response vectors for a given conjugation tuple \( e_i \) under assumptions AS1-AS4. In this section, we provide insight for determining (bounds on) \( S_{\text{max}}^e(D) \) and \( D_{\text{min}}^e(S) \) by using properties of the system of equations (6.2.66), as well as other results obtained in the previous sections. In particular, the number of variables \( D \), the conjugation tuple \( e_i \), and the number \( Q^{e_i}_{c,D,S} \) of linearly independent equations in the system are of paramount importance.

6.6.1 Number of linearly independent equations

To start with, we consider the number of linearly independent equations \( Q^{e_i}_{c,D,S} \) as given by (6.2.60), (6.2.80) and (6.2.113). The latter equations show that \( Q^{e_i}_{c,D,S} \) equals the difference between the number \( M^{e_i}_{u,D} \) of unique sensor cumulant functions and the dimension \( d^{e_i}_{D,S} \) of the signal subspace:

\[
Q^{e_i}_{c,D,S} = M^{e_i}_{u,D} - d^{e_i}_{D,S}.
\]  

(6.6.1)

As we have shown in Section 6.2.3, on the one hand \( M^{e_i}_{u,D} \) equals the number \( M^{e_i}_{u,D} \) of unique elements of the generalized array response vector that is given by (6.2.41)-(6.2.44), whereas on the other hand \( M^{e_i}_{u,D} \) equals the maximum possible row rank of the generalized array response matrix \( A^{e_i}_{D,o} \) that is given by (6.2.52). Hence:

\[
M^{e_i}_{u,D} = M^{e_i}_{u,D} = \max \left( \text{rank}_{\text{row}} \left( A^{e_i}_{D,o} \right) \right).
\]  

(6.6.2)

In addition, we have proven in Section 6.2.6.3 that \( d^{e_i}_{D,S} \) equals the rank of \( A^{e_i}_{D,o} \), see (6.2.109). Substituting (6.6.2) and (6.2.109) into (6.6.1) yields the following expression for \( Q^{e_i}_{c,D,S} \):

\[
Q^{e_i}_{c,D,S} = \max \left( \text{rank}_{\text{row}} \left( A^{e_i}_{D,o} \right) \right) - \text{rank} \left( A^{e_i}_{D,o} \right).
\]  

(6.6.3)

As is clear from algebraic and geometric observations, as well as from intuition, this expression is always true, also if \( \max \left( \text{rank}_{\text{row}} \left( A^{e_i}_{D,o} \right) \right) \) does not equal the specific expression for \( M^{e_i}_{u,D} \) given by (6.2.41)-(6.2.44).

6.6.2 Derivation of condition for identifiability

Let \( Q^{e_i}_{\text{min},D} \) be the minimum number of equations that is required for uniquely determining the solution vectors of a system of equations in \( D \) complex variables such as the one obtained in the previous sections for a general MIBI scenario with \( D \) sensors and conjugation tuple \( e_i \). Then, for a MIBI scenario with \( S \) sources the following condition should be satisfied for identifiability:

\[
Q^{e_i}_{\text{min},D} \leq Q^{e_i}_{c,D,S}.
\]  

(6.6.4)

From (6.2.51) it follows that for a given number of sensors \( D \) and conjugation tuple \( e_i \) the maximum possible rank of \( A^{e_i}_{D,o} \) is bounded by \( M^{e_i}_{c,D} \) and the number of sources \( S \), where
6.6 Maximum number of columns or minimum number of sensors for given conjugation tuple

$M^{e_i}_{u,D}$ bounds the row rank and $S$ bounds the column rank. In order to determine as many source array response vectors as possible, the generalized array response matrix should have as many linearly independent columns as possible. In other words, its column rank should be maximum in case there are no limitations on its row rank due to the Kronecker structure. Following the same reasoning as in Section 6.2.3.4 it follows directly that the maximum column rank of $A^e_i$ equals:

$$\max (\text{rank}_{\text{col}} (A^e_i_{D,o})) = S.$$  
(6.6.5)

Hence, if:

$$\text{rank} (A^e_i_{D,o}) = \max (\text{rank}_{\text{col}} (A^e_i_{D,o})) = S,$$  
(6.6.6)

which in general is the case if $A$ is randomly generated and $S \leq M^{e_i}_{u,D}$, then $Q^e_i$ can be expressed in the following way:

$$Q^e_i_{D,S} = \max (\text{rank}_{\text{row}} (A^e_i_{D,o})) - \max (\text{rank}_{\text{col}} (A^e_i_{D,o})).$$  
(6.6.7)

See Sections 6.3.1-6.3.3 for examples and discussion.

Combining the results above it follows that for given $Q^e_{\min,D}$ and $c_i$ (bounds on) the values of $S^e_{\max}(D)$ and $D^e_{\min}(S)$ can be obtained from the following inequality:

$$Q^e_{\min,D} \leq \max (\text{rank}_{\text{row}} (A^e_i_{D,o})) - S.$$  
(6.6.8)

In the next two sections we will determine $S^e_{\max}(D)$ and $D^e_{\min}(S)$ respectively for the general MIBI scenario considered in this chapter, i.e. with $\max (\text{rank}_{\text{row}} (A^e_i_{D,o}))$ equal to $M^{e_i}_{u,D}$ given by (6.2.41)-(6.2.44). Thus, we will employ the following inequality:

$$Q^e_{\min,D} \leq M^{e_i}_{u,D} - S = \left( \begin{array}{c} D \\ n_{e_i} \end{array} \right) \left( \begin{array}{c} D \\ n_{e_i} \end{array} \right) - S,$$  
(6.6.9)

where we have substituted (6.2.44). As an example of (heuristically) determining $Q^e_{\min,D}$, from the reasoning in Section 6.3.3.2 it follows that for $c_i = (\langle \rangle)$ at least $D - 1$ equations are required for uniquely defining the one-dimensional solution sets corresponding to the mixing matrix columns, which implies that $Q^e_{\min,D} \equiv Q^e_{\min,D} = D - 1$.

6.6.3 Determining the maximum number of columns $S^e_{\max}(D)$

From (6.6.9) it follows that for given values of $D$, $c_i$, and $Q^e_{\min,D}$ the value of $S^e_{\max}(D)$ is:

$$S^e_{\max}(D) = M^{e_i}_{u,D} - Q^e_{\min,D} = \left( \begin{array}{c} D \\ n_{e_i} \end{array} \right) \left( \begin{array}{c} D \\ n_{e_i} \end{array} \right) - Q^e_{\min,D}.$$  
(6.6.10)

As an example, consider a real-valued MIBI scenario with $c_i = (\langle \rangle)$ and $Q^e_{\min,D} = D - 1$. Substituting (6.2.33) into (6.6.10), it follows that for a given value of $D$:

$$S^e_{\max}(D) \triangleq S^e_{\max}(D) = \left( \begin{array}{c} l + D - 1 \\ l \end{array} \right) - (D - 1) = \frac{(l + D - 1)!}{l!(D - 1)!} - (D - 1),$$  
(6.6.11)

which agrees with (6.3.22). Table 6.3 on the next page lists the values of $S^e_{\max}(D)$ for $1 \leq l \leq 4$ and $1 \leq D \leq 5$.
366 MIBI based on arbitrary order temporal structure: $D \times S$ mixing case

Table 6.3: Values of $S_{\text{max}}^{(l)}(D)$ for $Q_{\text{min},D}^{(l)} = D - 1$, $1 \leq l \leq 4$, and $1 \leq D \leq 5$.

<table>
<thead>
<tr>
<th>$l \setminus D$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>17</td>
<td>31</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>13</td>
<td>32</td>
<td>66</td>
</tr>
</tbody>
</table>

6.6.4 Determining the minimum number of sensors $D_{\text{min}}^{c_l}(S)$

From (6.6.9) it follows that for given values of $S$ and $c_l$, and a given function $Q_{\text{min},D}^{(l)}$ of $D$, the value of $D_{\text{min}}^{c_l}(S)$ can be obtained by solving the following inequality:

$$Q_{\text{min},D}^{c_l}(S) \leq M_{u,D}^{c_l}(S) - S = \left\langle \frac{D_{\text{min}}^{c_l}(S)}{n_{c_l}} \right\rangle \left\langle \frac{D_{\text{min}}^{c_l}(S)}{n_{c_l}} \right\rangle - S.$$  \hspace{1cm} (6.6.12)

Depending on the cumulant order and conjugation tuple this inequality may be complicated to solve. However, it can easily be solved for the relevant range of values by simply using tabulated values as in Table 6.2, for example.

For the real-valued MIBI scenario with $c_l = (\circ)_l$ and $Q_{\text{min},D}^{(l)} = D - 1$ it follows by substituting (6.2.33) into (6.6.12) that for a given value of $S$, the value of $D_{\text{min}}^{(l)}(S)$ can be obtained by solving the following inequality:

$$D_{\text{min}}^{(l)}(S) - 1 \leq \left( l + D_{\text{min}}^{(l)}(S) - 1 \right) - S.$$  \hspace{1cm} (6.6.13)

We now show how this inequality can be solved for the first few values of $l$, viz. $l = 1, 2, 3$. For convenience we temporarily write $D$ instead of $D_{\text{min}}^{(l)}(S)$.

To start with, substituting $l = 1$ into (6.6.13) yields:

$$D - 1 \leq D - S \implies S \leq 1.$$  \hspace{1cm} (6.6.14)

This result states that for $l = 1$ at most one source array response vector can be identified, no matter how many sensors are used. Hence, there is no unique value for $D_{\text{min}}^{(1)}(S)$. This agrees with the results in the first row of Table 6.3, as well as with intuition.

Substituting $l = 2$ into (6.6.13) gives:

$$D - 1 \leq \frac{1}{2}(D + 1)D - S.$$  \hspace{1cm} (6.6.15)

Solving this inequality gives the following formula for $D_{\text{min}}^{(2)}(S)$ as a function of $S$:

$$D_{\text{min}}^{(2)}(S) = \left\lceil \frac{1}{2} \left( 1 + \sqrt{8S - 7} \right) \right\rceil,$$  \hspace{1cm} (6.6.16)

which agrees with the results in the second row of Table 6.3.

Finally, substituting $l = 3$ into (6.6.13) yields:

$$D - 1 \leq \frac{1}{5}(D + 2)(D + 1)D - S.$$  \hspace{1cm} (6.6.17)
Solving this inequality on the appropriate domain gives the following formula for $D^{(o)}_{\min}(S)$ as a function of $S$:

$$D^{(o)}_{\min}(S) = \left\lceil \sqrt[3]{3} r(S) + \frac{7}{\sqrt[3]{3} r(S)} - 1 \right\rceil,$$

(6.6.18)

where the function $r(S)$ is defined by:

$$r(S) \triangleq \sqrt[3]{27(S - 2) + \sqrt[3]{243(S - 4)S + 629}}.$$

This result agrees with the third row of Table 6.3.

Using the values in tables like Table 6.3, the solution of inequality (6.6.13) for any value of $l$ can easily be obtained. For example, for cumulant order $l = 4$, at least $D^{(o)}_{\min}(S) = 3$ sensors are required if $5 \leq S \leq 13$. In Figures 6.10, 6.11 and 6.12, $D^{(o)}_{\min}(S)$ is plotted as a function of $S$ for $l = 2, 3$ and $l = 4$ respectively.
Conclusions and discussion

The theory that we have developed in this chapter is unifying in several senses. Firstly, it is general with respect to the order of the exploited temporal structure in the sense that the mathematical problem formulation has the same structure for any order. This is reflected in the uniformity of our notation. Secondly, all types of statistical variability in the data, such as arbitrary order non-stationarity and non-whiteness, are exploited in a unified manner. Finally, for complex-valued signals, the conjugation pattern of the arguments of the involved cumulant functions can be chosen arbitrarily. In practice, this should be done in accordance with the characteristics of the involved signals. Depending on the number of sensors, the order of the exploited temporal structure, and the chosen conjugation pattern, a large number of mixing matrix columns can be determined that exceeds the number of sensors for orders larger than one. We have provided insight into the computation of the maximum number of identifiable columns and the minimum number of sensors. Our method allows to annihilate the influence of noise signals that have a simpler temporal structure than the source signals, provides insight into the geometric and algebraic structure of the problem, allows to make trade-offs between various quantities such as the number of sources or columns of the mixing matrix that can be identified, number of sensors, exploited order of temporal structure, exploited type of temporal structure, and so on.
In this chapter, we apply the theory that we have developed in the previous chapters to the problem of Instantaneous Semi-Blind Source Localization (ISBSL) that we have introduced in Chapter 1 and elaborated on in Chapter 3. As we have explained in Section 1.1.3, narrowband source localization deals with the extraction of position related parameters such as Direction Of Arrival (DOA) and range from the sensor array data. This is possible due to the available a priori knowledge about the propagation medium characteristics, source signals, and sensor positions, from which the array response vector as a function of the source position parameters can be deduced. We have also seen that ISBSL can be considered as a parameterized version of MIBI because the columns of the mixing matrix have a known functional dependence on the source position parameters. The fact that the array response vector is a function of the source position parameters implies that it has less degrees of freedom than a general MIBI array response vector. In turn, this implies that the array response matrix also has less degrees of freedom and that its maximum possible rank as a function of the source position parameters may be smaller than that derived in Section 6.2.3.4 for the general MIBI problem. On the one hand this means that there are less independent equations in the system, but on the other hand there is also more structure in the problem and less variables to be solved for. As we will see in this chapter, it depends on the specific source parameters and array configuration how many ‘true’ equations the relevant system of equations contains and how many source positions can be estimated. The number of unique elements in a generalized array response vector, which equals the number of unique sensor cumulant functions, is not given any more by expressions (6.2.41)-(6.2.44). However, except for those points, all equations and results essentially remain the same if we use the full Kronecker subspace matrix $C_{D}^{c}$ instead of the uniquiefied subspace matrix $C_{D}^{c}$. Therefore, for the sake of generality we will mainly express the results obtained in this chapter in terms of $C_{D}^{c}$, $\kappa_{D}^{c}$, $\tau_{D}^{c}$, and $M_{D}^{c}$.

In Section 7.1 we develop a MUSIC-like method called TIME-MUSIC for DOA estimation of far field sources with a two-dimensional array of arbitrary geometry by substituting the parameterized array response vector into the expressions obtained in the previous chapter for the general MIBI case. In particular, the spectral version of this method, called TIME-SPECTRAL-MUSIC, is considered. Then, in Section 7.2 we specialize the results to the case of a Uniform Linear Array (ULA), which results in a method called ULA-TIME-SPECTRAL-MUSIC. In Section 7.3, a ROOT-MUSIC-like method called ULA-TIME-ROOT-MUSIC is designed. Finally, conclusions are drawn in Section 7.4.
7.1 One-parameter Direction Of Arrival estimation of far field sources with TIME-SPECTRAL-MUSIC

In this section, we develop a MUSIC-like method called TIME-MUSIC for DOA estimation of far field sources with a two-dimensional array of arbitrary geometry. This scenario is depicted in Fig. 3.1. As in Section 3.1, it is assumed that \( S \) statistically independent complex narrowband signals emitted by far field sources are incident on a planar array of \( D \) sensors, that the propagation medium is linear, homogeneous and isotropic, and that all sensors are identical and have omnidirectional unit transfer. By ‘arbitrary geometry’ we mean that the sensors in principle may be positioned anywhere in the two-dimensional plane, i.e. that their arrangement is not necessarily restricted to a ULA, for example. By ‘one-parameter DOA estimation’ we mean that there is only one parameter characterizing the position of each source w.r.t. the chosen coordinate system, viz. the DOA that is denoted by \( \theta \) and defined as the angle between the line from the source to the origin and the positive vertical axis (see Fig. 3.1). See also Sections 1.1.3 and 3.1 for more information on the model, derivation of array response vectors, array response matrix, complex transfer coefficients, and so on.

7.1.1 Structure of system and equations

As we have derived in the previous chapter, for the general MIBI problem the system of equations is given by (6.2.66), where the functions are defined in (6.2.64) and (6.2.123). As can be seen in equations (3.1.1)-(3.1.7) the array response vectors are parameterized by the DOA \( \theta \). Hence, the unknown vector of variables \( z \) now depends on \( \theta \) and thus can be replaced by \( z(\theta) \) with the specific functional dependence on \( \theta \) that we have derived in Section 3.1. In the next sections, we will tailor the form of the equations and system that have been derived in the previous chapters to the current scenario. Firstly, with abuse of notation we can write the system and function definitions from the previous chapter as:

\[
\{ f^{c_l}_{D,q}(\theta) = 0 \}_{q \in \mathcal{T}^{c_l}_{D,S}}
\]

and:

\[
f^{c_l}_{D,q}(\theta) \triangleq \sum_{i_l \in I^{c_l}_{l,t},D} \varphi^{l_i}_{q} \hat{z}^{c_l}_{i_l}(\theta) = \tilde{\varphi}_{q} \hat{z}^{c_l}_{D}(\theta) \quad \forall \theta \in \Theta, \quad \forall q \in \mathcal{T}^{c_l}_{D,S}
\]

respectively, where \( \Theta \) is the parameter space of interest that has been defined in Section 3.1, and the set \( \mathcal{T}^{c_l}_{D,S} \) is defined similarly to (4.3.23), (5.3.66), and (6.2.59) as follows:

\[
\mathcal{T}^{c_l}_{D,S} \triangleq \{1, \ldots, \mathcal{T}^{c_l}_{D,S}\}
\]

with \( \mathcal{T}^{c_l}_{D,S} \triangleq |\mathcal{T}^{c_l}_{D,S}| \) the maximum number of linearly independent equations, which analogously to (6.2.60), (6.2.80), and (6.2.113), is given by:

\[
\mathcal{T}^{c_l}_{D,S} = \dim \left( \mathcal{N}(C^T_D) \right) = \# \text{rows} \left( C^T_D \right) - \text{rank} \left( C^T_D \right) = (D)! - \text{rank} \left( A^{c_l}_{D,\diamond}(\tilde{\theta}) \right).
\]

Note that the summation in (7.1.2) now runs over all possible length-\( l \) tuples \( i_l \in I^{c_l}_{l,t,D} \) with \( 1 \leq i_m \leq D \) instead of over the tuples in \( \mathcal{T}^{c_l}_{v,D} \) only. Recall that \( A^{c_l}_{D,\diamond}(\tilde{\theta}) \) is the \( l \)-th order Khatri-Rao product with conjugation tuple \( e_l \) defined by (6.2.49) and (6.2.50). Note also that the number \( \mathcal{T}^{c_l}_{D,S} \) by definition gives the number of independent equations of system (7.1.1)
for the current formulation. A formulation in terms of uniquified quantities would yield a system with \( \rho^{Q_{D,S}^{T}} \) essentially different equations, where in general \( \rho^{Q_{D,S}^{T}} \) is different from \( \rho^{Q_{D,S}^{T}} \) and the number \( Q_{max,D}^{c} \) defined in the previous chapters for general MIBI. In this context, it is important to realize that similarly to (6.6.3) the maximum number \( \rho^{Sc_{max,D}} \) of columns and/or sources that can be identified is determined by the difference:

\[
\rho^{Q_{D,S}^{T}} \triangleq \max \left( \text{rank}_\text{row} \left( A_{D,\phi}^{c}(\tilde{\theta}) \right) \right) - \text{rank} \left( A_{D,\phi}^{c}(\tilde{\theta}) \right) \tag{7.1.5}
\]

between the maximum possible row rank and the actual rank of \( A_{D,\phi}^{c}(\tilde{\theta}) \) respectively. See also Section 7.1.3.

Now we will examine the specific form that the functions in (7.1.2) have by virtue of the fact that the array response vectors are parameterized according to the DOA scenario. From (3.1.5) it follows that the \( i \)-th element \( z_{i}(\theta) \) of \( \mathbf{z}(\theta) \) can be written as:

\[
z_{i}(\theta) = \exp\left( j 2\pi \hat{p}_{i,n} \mathbf{u}(\theta) \right) = \exp\left( j \phi_{i}(\theta) \right) \quad \forall \theta \in \Theta, \quad \forall 1 \leq i \leq D, \tag{7.1.6}
\]

where the phase \( \phi_{i}(\theta) \) is defined in (3.1.3), which is repeated here for convenience:

\[
\phi_{i}(\theta) = 2\pi \hat{p}_{i,n} \mathbf{u}(\theta) = 2\pi \hat{p}_{i,n} \mathbf{u}(\theta) \quad \forall \theta \in \Theta, \quad \forall 1 \leq i \leq D. \tag{7.1.7}
\]

As is explained in Section 3.1.1, the row vector \( \mathbf{\phi} = [\hat{p}_{1} \hat{p}_{2}] \) denotes the position of the \( i \)-th sensor, whereas \( \hat{p}_{i,n} \) denotes the position vector of the \( i \)-th sensor that is normalized w.r.t. the carrier wavelength \( \lambda_{c} \), and finally \( \mathbf{u}(\theta) = [\sin(\theta) \cos(\theta)]^{T} \) denotes the unit column vector pointing in DOA \( \theta \). Using (7.1.6), the product \( z_{i}^{c}(\theta) \) arising in (7.1.2) can be expressed as follows:

\[
z_{i}^{c}(\theta) = \prod_{m=1}^{l} \left( z_{i_{m}}(\theta) \right)^{c_{m}} = \prod_{m=1}^{l} \left( \exp \left( j \phi_{i_{m}}(\theta) \right) \right)^{c_{m}} = \prod_{m=1}^{l} \exp \left( (j)^{c_{m}} \phi_{i_{m}}(\theta) \right) = \exp \left( \sum_{m=1}^{l} (j)^{c_{m}} \phi_{i_{m}}(\theta) \right), \tag{7.1.8}
\]

where by definition:

\[
(-1)^{*} \triangleq -1 \quad \text{and} \quad (-1)^{o} \triangleq 1. \tag{7.1.9}
\]

Now substituting (7.1.7) into (7.1.8) yields:

\[
z_{i}^{c}(\theta) = \exp \left( j 2\pi \sum_{m=1}^{l} (-1)^{c_{m}} \hat{p}_{i_{m,n}} \mathbf{u}(\theta) \right) = \exp \left( j 2\pi \mathbf{t}_{i_{m,n}}^{c} \mathbf{u}(\theta) \right), \tag{7.1.10}
\]

where:

\[
\mathbf{t}_{i_{m,n}}^{c} \triangleq \sum_{m=1}^{l} (-1)^{c_{m}} \hat{p}_{i_{m,n}}. \tag{7.1.11}
\]

Note the resemblance of (7.1.6) and (7.1.10), due to which \( \mathbf{t}_{i_{m,n}}^{c} \) can be seen as a `conjugation-compensated mean normalized position vector’. Using (7.1.10) the functions defined in (7.1.2) can be expressed as follows:

\[
f_{D,q}^{c}(\theta) \triangleq \sum_{i \in \mathcal{I}_{D}} \phi_{i}^{q} \exp \left( j 2\pi \mathbf{t}_{i_{m,n}}^{c} \mathbf{u}(\theta) \right) \quad \forall \theta \in \Theta, \quad \forall q \in \mathcal{T}_{D,S}. \tag{7.1.12}
\]
From (6.2.65) it follows that:
\[ f_{D,q}^{ci}(\theta) = 0 \quad \forall \, q \in T_{D,S}^{ci}, \quad 1 \leq j \leq S. \] (7.1.13)
Hence, the source DOA’s can be estimated by locating the zeros of the system \( \{ f_{D,q}^{ci}(\theta) = 0 \}_{q \in T_{D,S}^{ci}} \), which is a one-dimensional search problem. Observe that \( k \triangleq -\frac{2\pi}{\lambda} u(\theta) \) is the wavenumber of a signal coming from direction \( \theta \) and having wavenumber \( ||k|| = \frac{2\pi}{\lambda} \). Hence, the array response matrix is given by (see also (7.1.20)):
\[
A(\hat{\theta}) \triangleq [a(\theta^1) \cdots a(\theta^S)] = \begin{bmatrix}
\exp(-j\tilde{p}_1^{ci}k^1) & \cdots & \exp(-j\tilde{p}_1^{ci}k^S) \\
\vdots & \ddots & \vdots \\
\exp(-j\tilde{p}_D^{ci}k^1) & \cdots & \exp(-j\tilde{p}_D^{ci}k^S)
\end{bmatrix}, \quad (7.1.14)
\]
where \( k^j \triangleq -\frac{2\pi}{\lambda} u(\theta^j) \) denotes the wavenumber vector corresponding to the \( j \)-th source.
Likewise, observe that the Khatri-Rao product \( A_{D,\varsigma}^{ci}(\hat{\theta}) \) is given by:
\[
A_{D,\varsigma}^{ci}(\hat{\theta}) \triangleq [\varphi_{D}^{ci}(\theta^1) \cdots \varphi_{D}^{ci}(\theta^S)] = \begin{bmatrix}
\exp(-j\tilde{t}_{1,i(j)^{ci}}^{ci}k^1) & \cdots & \exp(-j\tilde{t}_{1,i(j)^{ci}}^{ci}k^S) \\
\vdots & \ddots & \vdots \\
\exp(-j\tilde{t}_{l(i,D)^{ci}}^{ci}k^1) & \cdots & \exp(-j\tilde{t}_{l(i,D)^{ci}}^{ci}k^S)
\end{bmatrix}, \quad (7.1.15)
\]
where:
\[
\tilde{t}_{l,i}^{ci} \triangleq \sum_{m=1}^{l} (-1)^m \hat{p}_{i,m} = \lambda c \tilde{t}_{l,i}^{ci}
\] (7.1.16)
is the ‘conjugation-compensated mean position vector’ (see also (7.1.11)), and the index tuples \( i_{l,1}, \ldots, i_{l,(D)^{ci}} \) are arranged vertically in ‘Kronecker order’.

### 7.1.2 TIME-MUSIC null- and pseudo-spectra

Similarly to the MUSIC algorithms presented in Chapter 3, based on system \( \{ f_{D,q}^{ci}(\theta) = 0 \}_{q \in T_{D,S}^{ci}} \), we define an appropriate null-spectrum, called the \( l \)-th order TIME-MUSIC null-spectrum, as follows:
\[
J_{D}^{ci}(\theta) \triangleq \sum_{q \in T_{D,S}^{ci}} \left| f_{D,q}^{ci}(\theta) \right|^2 = \sum_{q \in T_{D,S}^{ci}} \sum_{i_{l,D} \in T_{D,S}^{ci}} \varphi_{q}^{ci} \exp\left(j2\pi \tilde{t}_{l,i}^{ci} u(\theta) \right)^2. \quad (7.1.17)
\]
See also the similar functions defined in (3.2.27), (3.3.34) and (3.3.35). Clearly, due to (6.2.65) the zeros or minima of this function are located exactly at the source DOA’s for exactly known statistics, and approximately for estimated statistics. Hence, if we have an estimate \( \hat{C}_{D}^{ci} \) of \( C_{D}^{ci} \) that is sufficiently accurate, then the null-spectrum \( J_{D}^{ci}(\theta) \) in (7.1.17) is approximately zero for the true source DOA’s (compare this with (3.2.28) and (3.3.36)):
\[
J_{D}^{ci}(\theta)|_{\theta=\hat{\theta}} \to 0 \quad \forall \, 1 \leq j \leq S \quad \text{if} \quad \hat{C}_{D}^{ci} \to C_{D}^{ci}. \quad (7.1.18)
\]
Hence, the source DOA’s can be estimated by locating the minima or approximate zeros of (7.1.17). Obviously, a DOA estimator based on this principle is statistically consistent because \( \hat{C}_{D}^{ci} \to C_{D}^{ci} \) when the number of samples used for its estimation goes to infinity.
7.1 DOA estimation with TIME-SPECTRAL-MUSIC

Similarly to the SOS-SPECTRAL-MUSIC and HOS-SPECTRAL-MUSIC pseudo-spectra defined in Chapter 3, we define a pseudo-spectrum called the \emph{l-th order TIME-MUSIC pseudo-spectrum} that is proportional to the reciprocal of (7.1.17):

$$
P_{D}^{cl}(	heta) = \frac{\|z_{D}^{cl}(	heta)\|^2}{\sum_{q \in T_{D,S}} |J_{D,q}^{cl}(	heta)|^2} = \frac{(D)^l}{\sum_{q \in T_{D,S}} \sum_{l \in T_{D}} \phi_{l,q} \exp\left(2\pi i \frac{\hat{t}_{D,1}^{cl} u(\theta)}{2}\right)^2} .$$  \hspace{1cm} (7.1.19)

Note that the nominator is just a normalization constant that may be omitted. Similarly to the conventional MUSIC pseudo-spectrum, the TIME-MUSIC pseudo-spectrum $P_{D}^{cl}(	heta)$ exhibits sharp peaks at the source DOA’s $\theta^1, \ldots, \theta^S$ and thus these DOA’s can be estimated by locating the peaks of the pseudo-spectrum. The above procedure is called TIME-MUSIC because it exploits the temporal/time structure in the data and due to its resemblance with the conventional MUSIC algorithm. Notice the resemblance of (7.1.19) to (3.2.30) and (3.3.38).

For convenience of notation we now express the null- and pseudo-spectra defined above in matrix-vector notation. Firstly, expressing $\bar{z}_{D}^{cl}(	heta)$ (see (6.2.22)) as follows:

$$z_{D}^{cl}(	heta) = w_{D}^{cl}(	heta) = \left[ z_{l,1}^{cl} (\theta) \quad \vdots \quad z_{l,(D)}^{cl} (\theta) \right] = \exp\left(2\pi i \frac{\hat{t}_{D,1}^{cl} u(\theta)}{2}\right) \theta$$  \hspace{1cm} (7.1.20)

and writing $\mathbf{f}_{D,S}^{cl} (\theta)$ for the column vector $\mathbf{f}_{D,S}^{cl} (\theta)$ containing the functions $\{J_{D,q}^{cl} (\theta)\}_{q \in T_{D,S}}$ (see also (6.2.124)), system (7.1.1) becomes:

$$\mathbf{f}_{D,S}^{cl} (\theta) = \Phi \bar{z}_{D}^{cl} (\theta) = \Phi w_{D}^{cl} (\theta) = \mathbf{0}_{T_{D,S}}.$$  \hspace{1cm} (7.1.21)

As above, note from (6.2.65) that $\mathbf{f}_{D,S}^{cl} (\theta^j) = \mathbf{0}$ for all $1 \leq j \leq S$. Now (7.1.17) and (7.1.19) can be written as:

$$J_{D}^{cl} (\theta) = \|f_{D,S}^{cl} (\theta)\|^2 = \|\Phi \bar{z}_{D}^{cl} (\theta)\|^2 = (\bar{z}_{D}^{cl} (\theta))^H \Phi^H \Phi \bar{z}_{D}^{cl} (\theta)$$  \hspace{1cm} (7.1.22)

and:

$$P_{D}^{cl} (\theta) = \frac{\|z_{D}^{cl} (\theta)\|^2}{\|f_{D,S}^{cl} (\theta)\|^2} = \frac{\|\bar{z}_{D}^{cl} (\theta)\|^2}{\|\Phi \bar{z}_{D}^{cl} (\theta)\|^2} = \frac{\|\bar{z}_{D}^{cl} (\theta)\|^2}{(\bar{z}_{D}^{cl} (\theta))^H \Phi^H \Phi \bar{z}_{D}^{cl} (\theta)}$$  \hspace{1cm} (7.1.23)

respectively. Let $\Phi$ be defined as in (6.2.117), i.e. its rows span the conjugate left null space $(N_{\mathbf{C}_{D}^{cl}})^* = (N_{\mathbf{C}_{D}^{cl}_T} (\mathbf{u}))^* = (R_{\mathbf{c}} (\mathbf{U}^T))^H$ of the subspace matrix $\mathbf{C}_{D}^{cl}$. Using equation (6.2.150) from Section 6.2.8.3 it finally follows that:

$$J_{D}^{cl} (\theta) = (\bar{z}_{D}^{cl} (\theta))^H \mathbf{U}^\nu (\mathbf{U}^\nu)^H \bar{z}_{D}^{cl} (\theta) = (\bar{z}_{D}^{cl} (\theta))^H \mathbf{P}^\nu \bar{z}_{D}^{cl} (\theta)$$  \hspace{1cm} (7.1.24)

and:

$$P_{D}^{cl} (\theta) = \frac{\|\bar{z}_{D}^{cl} (\theta)\|^2}{(\bar{z}_{D}^{cl} (\theta))^H \mathbf{U}^\nu (\mathbf{U}^\nu)^H \bar{z}_{D}^{cl} (\theta)} = \frac{(D)^l}{(\bar{z}_{D}^{cl} (\theta))^H \mathbf{P}^\nu \bar{z}_{D}^{cl} (\theta)}$$  \hspace{1cm} (7.1.25)

respectively, where $\mathbf{P}^\nu$ is the orthogonal projection matrix onto the noise/zero subspace defined in (3.2.17). Recall that $\mathbf{P}^\nu = (\mathbf{I} - \mathbf{P}^*)$, where $\mathbf{P}^*$ is the orthogonal projection matrix.
Algorithm 7.1 Arbitrary order TIME-SPECTRAL-MUSIC algorithm for $D \times S$ DOA estimation scenario with arbitrary conjugation tuple $c_l$.

1: Compute/estimate sensor cumulant functions in set $K_{D,S}^{x,cl} = \{ \kappa_{cl}^{x,cl}[n]\}_1^{I_{D,S}}$ for time index tuples $n$ in Noise-Free ROS $\Omega_{n,v}^{x,cl}$;

2: Arrange these values in sensor cumulant subspace matrix $C_{x,clu,D}$;

3: Compute Singular Value Decomposition (SVD) of $C_{x,cl,D}$ and split the result into signal and null/noise subspace parts as follows:

$$
C_{x,cl,D} = U \Sigma (V)^* = U_s \Sigma_s (V_s)^* + U_\nu \Sigma_\nu (V_\nu)^*;
$$

4: Compute matrix for projection onto noise subspace:

$$
P_\nu \triangleq U_\nu (U_\nu)^H;
$$

5: Evaluate $l$-th order TIME-SPECTRAL-MUSIC pseudo-spectrum on fine grid in $\theta$-domain:

$$
P_{cl,D}^{\nu}(\theta) = \frac{1}{(\hat{z}_{cl,D}^{\nu}(\theta))^H P_\nu \hat{z}_{cl,D}^{\nu}(\theta)} \quad \forall \theta \in \Theta;
$$

6: Determine source DOA’s by locating the $S$ sharpest peaks of $P_{cl,D}^{\nu}(\theta)$, e.g. by grid search method.

onto the signal subspace that is also defined in (3.2.17). The different steps of the TIME-SPECTRAL-MUSIC algorithm are summarized in Alg. 7.1, which is formulated in terms of ideal statistics but is completely the same for estimated statistics. Note that we have set the normalization constant in the nominator to one. Compare this algorithm with Algorithms 3.1 and 3.5 from Chapter 3, and note that it is a specific instance of Alg. 3.6 on page 129. Examples are provided in Section 7.1.4.

7.1.3 Maximum number of source DOA’s or minimum number of sensors for given array configuration and conjugation tuple

In this section we show how the results obtained in Section 6.6, which hold for the general MIBI scenario, can be adapted to the currently considered ISBSL scenario with array response vectors that are parameterized by the Direction Of Arrival parameter $\theta \in \Theta$. To indicate the difference between the symbols used for general MIBI and those used for ISBSL, we write $\theta$ in the left subscript position of the symbols involved. For example, now $\theta_S^{\max}(D)$ denotes the maximum number of identifiable source array response vectors and $\theta_D^{\min}(S)$ the minimum required number of sensors. Likewise, $\theta_M^{x,cl}$ denotes the number of unique sensor cumulant functions, $\theta_M^{x,cl} = \theta_M^{x,cl}$ the number of unique products in a generalized array response vector $\hat{z}_{cl,D}^{\nu}(\theta)$ (7.1.20), $\theta_Q^{cl,D,S}$ the number of linearly independent equations in the system, and so on. Due to the dependence of the array response vectors on $\theta$, both $\theta_S^{\max}(D)$ and $\theta_D^{\min}(S)$ now are also functions of the array configuration. Now we are in a position to formulate the ISBSL versions of the most important results from Section 6.6. To
start with (6.6.7) becomes:

\[ \phi Q^c_{\min,D} = \max \left( \text{rank}_{\text{row}} \left( A^c_{D,\phi} (\theta) \right) \right) - \max \left( \text{rank}_{\text{col}} \left( A^c_{D,\phi} (\theta) \right) \right) = \phi M^c_{u,D} - S . \]  

Due to the inherent parameterization it directly follows that:

\[ \phi M^c_{u,D} \leq M^c_{u,D} . \]  

Given \( \phi Q^c_{\min,D} \) and \( c_\ell \), similarly to (6.6.8) and (6.6.9) (bounds on) the values of \( \phi S^c_{\max}(D) \) and \( \phi D^c_{\min}(S) \) can be obtained from the following inequality:

\[ \phi Q^c_{\min,D} \leq \phi M^c_{u,D} - S . \]  

For a given array configuration, number of sensors \( D \), conjugation tuple \( c_\ell \), and function \( \phi Q^c_{\min,D} \), this yields the maximum number of identifiable array response vectors:

\[ \phi S^c_{\max}(D) = \phi M^c_{u,D} - \phi Q^c_{\min,D} . \]  

Likewise, for a given array configuration, number of sources \( S \), conjugation tuple \( c_\ell \), and function \( \phi Q^c_{\min,D} \), the minimum required number of sensors \( \phi D^c_{\min}(S) \) can be obtained by solving the following inequality:

\[ \phi Q^c_{\min,D} \text{max}_{\min,D} \leq \phi M^c_{u,D} - \phi D^c_{\min}(S) . \]  

Depending on the cumulant order and the form of the functions \( \phi Q^c_{\min,D} \) and \( \phi M^c_{u,D} \) this may be complicated to solve. However, as in Section 6.6, it can often easily be solved for the relevant range of values by using tabulated values.

We now give a plausibility argument for deriving the function \( \phi Q^c_{\min,D} \). Because the system (7.1.1) consists of nonlinear univariate equations, intuitively it is expected that one equation suffices for uniquely determining the solutions of the system, viz. the source DOAs. In fact, the simulations in the next sections (and many more simulations) show that this indeed is the case. Hence, if this heuristic is true, the function \( \phi Q^c_{\min,D} \) identically equals 1, which means that one function \( f_{D,\ell} (\theta) \) suffices for defining the cost function \( f^c_{D,\ell} (\theta) \) and pseudo-spectrum \( P^c_{D,\ell} (\theta) \) in such a manner that all source DOAs can be determined uniquely from them. Under this assumption, it follows from (7.1.29) that \( \phi S^c_{\max}(D) \) is given by:

\[ \phi S^c_{\max}(D) = \phi M^c_{u,D} - 1 . \]  

Likewise, from (7.1.30) we see that \( \phi S^c_{\min}(S) \) can be obtained from the following inequality:

\[ S + 1 \leq \phi M^c_{u,D} \text{max}_{\min,D}(S) . \]  

Finally, we remark that in case \( \phi M^c_{u,D} \) is unknown or difficult to determine, by employing (7.1.27) the following upper bound for \( \phi S^c_{\max}(D) \) can be found:

\[ \phi S^c_{\max}(D) \leq \phi M^c_{u,D} - 1 . \]  

Likewise, a lower bound on \( \phi D^c_{\min}(S) \) can be computed from the following inequality:

\[ S + 1 \leq \phi M^c_{u,D} \text{min}_{\min}(S) . \]
7.1.4 TIME-SPECTRAL-MUSIC examples

In this section we will provide several examples of applying the TIME-SPECTRAL-MUSIC algorithm in Alg.7.1 to different DOA estimation scenarios.

7.1.4.1 Example 1: Ideal and estimated pseudo-spectra for scenario with 3 sensors, 6 sources, second order statistics, conjugation pair $(\circ, \ast)$, and employing 6 lags

In this example we consider a DOA estimation scenario with $D = 3$ sensors and $S = 6$ sources, and we employ complex second order statistics with conjugation tuple $c_2 = (\circ, \ast)$. We compare the pseudo-spectra obtained from the ideal and estimated cumulant (correlation) matrices. The (randomly generated) DOA's of the six sources are given by $\theta = [-95, -5, 38, 93, 139, 160]$ degrees and the source signals are assumed to be stationary. The signals and system are generated in such a way that all assumptions listed on page 299 of Section 6.1 are satisfied; in the next paragraphs, some specifics will be highlighted. As in Sections 3.2.2 and 3.3, two pseudo-spectra are computed for the considered scenario, viz. one using the ideal sensor correlation matrix $C^\circ_3 \ast$ computed using e.g. (6.2.96) with ideally known source DOA's and auto-cumulants, and the other using its estimate $\hat{C}^\circ_3 \ast$ obtained from $T = 40000$ samples of $x[n]$. Note that the definition of the cumulant function pertaining to the current scenario reduces to the conventional correlation function for complex-valued signals. In the column- or lag-direction, the sensor correlation matrices contain the sensor correlation function values for $N = 6$ lags. The estimated correlation values are obtained by averaging over the available $T = 40000$ samples.

We will first explain how the source and noise signals are generated. Each complex-valued source signal is forced to have an ‘AR(2) temporal structure’ by generating it according to the following AR(2) model:

$$s_j[n] = -c^1_j s_j[n-1] - c^2_j s_j[n-2] + w_j[n] \quad \forall \ 1 \leq j \leq 6 ,$$  \hspace{1cm} (7.1.35)

where $c^1_j$ and $c^2_j$ are AR(2) regression coefficients and $w_j[n]$ is a sequence of independent uniformly and identically distributed complex random variables (see Section 3.3.6). The variance of $w_j[n]$ is chosen such that both the real and imaginary parts of $s_j[n]$ have variance 0.5, implying that each source signal $s_j[n]$ has unit variance. The regression coefficients are computed from the pole positions of the all-pole minimum-phase coloring filters, where the two poles of each filter are chosen such that they form a complex conjugated pair. Hence, the $j$-th filter can be written as:

$$H_j(z) = \frac{1}{(1 - p_j z^{-1})(1 - p^*_j z^{-1})} \triangleq \frac{1}{1 + c^1_j z^{-1} + c^2_j z^{-2}}$$

with the AR(2) regression coefficients defined by:

$$c^1_j \triangleq -2R\{p_j\} \quad \text{and} \quad c^2_j \triangleq |p_j|^2 .$$  \hspace{1cm} (7.1.36)

Note that the power spectral density function of $s_j[n]$ in the $z$-domain is given by:

$$P_{s_j}(z) = \sigma^2_{w_j} P_{w_j}(z) = \sigma^2_{w_j} H_j(z) H^*_j \left( \frac{1}{z^*} \right) .$$  \hspace{1cm} (7.1.37)

The pole pairs of the six source signals are chosen as depicted in Fig. 7.1. From the fact that the pairs of AR(2) coefficients are different, it follows that their corresponding autocorrelation functions and power spectral densities are linearly independent.
7.1 DOA estimation with TIME-SPECTRAL-MUSIC

As in Sections 3.2.2 and 3.3.6, the noise signals are generated as realizations of white complex circular Gaussian stochastic processes. We have chosen the noise variance equal to the source variance, i.e. \((\sigma^\nu)^2 = (\sigma^s)^2 = 1\). Note that this results in a signal-to-noise power ratio \(S\) at each sensor, i.e. the ratio between the noise-free and noise components in each sensor signal equals \(10 \log_{10}(S) = 7.8\) dB. Since all noise signals are white, the Noise-Free ROS \(\Omega^k_{\nu, \nu^*}\) in the lag domain equals \(\Omega^k_{\nu, \nu^*} = \{k \in \mathbb{Z} | k \neq 0\}\). In the sequel of this example we choose \(\Omega^k_{\nu, \nu^*} = \{1, \ldots, 6\}\).

Now we will apply the theory developed in Section 7.1.3 to the current example without firstly determining an explicit expression for the number \(\theta^M_{u,D}\) of unique elements of the generalized array response vector. Since we do not determine \(\theta^M_{u,D}\) beforehand, we cannot employ (7.1.32) and have to resort to (7.1.34) for obtaining a lower bound on \(\theta^D_{\text{min}}(S)\).

Firstly, from (6.2.43) it follows that \(M_{u,D} = (D)^2\). Substituting this into (7.1.34) gives the inequality \((\theta^D_{\text{min}}(S))^2 \geq S + 1\), yielding the following minimum bound on \(\theta^D_{\text{min}}(S)\):

\[
\theta^D_{\text{min}}(S) = \left\lceil \sqrt{S + 1} \right\rceil.
\]

For the current example with \(S = 6\) this gives \(\theta^D_{\text{min}}(S) \geq 3\). Simulations reveal that indeed this is a correct and tight minimum bound on the required number of sensors, i.e. \(\theta^D_{\text{min}}(S) = 3\). In addition, simulations reveal that for this number of sensors the maximum achievable row rank \(\max (\text{rank}_{\text{row}} (A^\nu_{\nu^*} (\hat{\theta})))\) equals 7. Hence, there can be at most 7 unique elements in the generalized array response vector, in which case there are also 7 unique sensor cumulant functions. This implies that with 3 sensors and 6 sources the number \(\theta^Q_{3,6}\) is given by (7.1.26) as \(\theta^Q_{3,6} = 1\) (note that \(\text{rank} (A^\nu_{\nu^*} (\hat{\theta})) = S = 6\) because the source DOA’s are different and the array response matrix is assumed to be unambiguous), which means that essentially there is only one underlying function available for defining the null- and pseudo-spectra. Therefore, \(\theta^Q_{\text{max},D} = 6\) for \(D = 3\), and \(\theta^Q_{3,6} = \theta^Q_{\text{min},3} = 1\).

Figure 7.1: Example 1: Source pole positions for \(S = 6\).
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A proper array configuration yielding an unambiguous array response matrix is depicted in Fig. 7.2. For $1 \leq i \leq 3$ its normalized sensor positions $\tilde{p}_{i,n} = [p_{1,n}^i, p_{2,n}^i]$ are given by:

$$
\tilde{p}_{i,n} = r \left[ \sin \left( \frac{4}{3} (i - 1) \right) - \frac{\sqrt{3} \sin(2) \sin(4/3)}{18 \sin(2/3)} \cos \left( \frac{4}{3} (i - 1) \right) - \frac{\sqrt{3} \sin(2) \cos(4/3)}{18 \sin(2/3)} \right]
$$

with $r = \frac{1}{6} \sqrt{3}$. The mean of these positions, i.e., the ‘center of gravity’ lies in the origin. We remark that the configuration of an array is very important. For a ULA with $D = 3$ sensors, proper cost functions and pseudo-spectra cannot be obtained because for the considered
scenario a ULA does not utilize all its possible degrees of freedom sufficiently (the sensors are positioned on a line having dimension one whereas two dimensions are available). The ideal and estimated pseudo-spectra are computed using Alg. 7.1 with $C_{\alpha}^{\circ \ast}$ and $C_{\alpha}^{\circ \circ \ast}$ respectively. The resulting pseudo-spectra are shown in Fig. 7.3. We leave it to the reader to assess their properties.

7.1.4.2 Example 2: Comparing ideal pseudo-spectra for cumulant orders $l = 1, 2, 3$ and conjugation tuple $c_l = (\circ)$, i.e. no conjugations

In this section our main goal is to provide theoretical insight. For this reason, here we only present results computed from ideal subspace matrices under the assumption that the source signals have sufficient temporal structure, e.g. AR(2) temporal structure with different pole pairs, and sufficient statistical structure for the considered order, e.g. for $l = 3$ they are obtained from AR(2) filtering white i.i.d. excitation sequences with an odd probability density function such as a Rayleigh or Gamma pdf. Again, the noise signals are assumed to be realizations of white complex circular Gaussian stochastic processes. Although we only present the results obtained from exactly known sensor cumulants, it can be shown that the pseudo-spectra obtained by using estimated cumulants converge to the ideal pseudo-spectra when consistent estimators are used. In addition, for simplicity, we assume that the arguments of the cumulant functions are not conjugated, i.e. the conjugation tuple for order $l$ is given by $c_l = (\circ)$. In order to compare the spectra for different cumulant orders $l$, two sets of simulations employing the same sensor configurations are performed with $l = 1, 2$ and 3. In the first set of simulations, the number of sources is the same for each $1 \leq l \leq 3$ and equals $S = 8$ with the source DOA’s given by $\Theta = [-173, -97, -16, -5, 38, 94, 141, 162]$ degrees. In the second set of simulations, the number of sources is also the same for each $1 \leq l \leq 3$ but now equals $S = 9$ with the source DOA’s given by $\Theta = [-173, -97, -16, -5, 38, 94, 116, 141, 162]$ degrees.

As we have explained in Section 7.1.3 and the previous example, depending on the array configuration and chosen conjugation tuple a certain minimum number of sensors is required for identifying a given number of source array response vectors. Since for the current example the conjugation tuple is given by $(\circ)$, this number is denoted by $p_{\min}^{(\circ)}(S)$. We will now derive this number for a particular array configuration, viz. similarly to (7.1.38) for all $1 \leq i \leq D$ the normalized sensor positions $\hat{p}_{i,n} = [\hat{p}_{i,n}^1 \hat{p}_{i,n}^2]$ are chosen as:

$$\hat{p}_{i,n} = r \left[ \sin \left( \frac{\pi}{D} \left( i - \frac{1}{2} \right) - 2 \right), \cos \left( \frac{\pi}{D} \left( i - \frac{1}{2} \right) - 2 \right) - \frac{r \sin(2)}{D \sin(2/D)} \right], \quad (7.1.39)$$

where $r = \frac{1}{4}$. Again, the mean (normalized) position vector $\frac{1}{D} \sum_{i=1}^{D} \hat{p}_i$ lies in the origin. It turns out that for the considered range of $D$, this array configuration yields an unambiguous (generalized) array response matrix. Simulations reveal that with this array configuration for $1 \leq l \leq 4$ the number $\rho_{M_{\alpha}^{(\circ)}}$ of unique elements of the generalized array response vector for the current Source Localization scenario equals the number $M_{\alpha}^{(\circ)}$ of unique elements of the generalized array response vector for a general MIBI scenario. Hence, equation (7.1.27) holds with equality, i.e. $\rho_{M_{\alpha}^{(\circ)}} = M_{\alpha}^{(\circ)}$, where $M_{\alpha}^{(\circ)}$ is given by (6.2.33) or any of equations (6.2.41) through (6.2.44).
Table 7.1: \( \theta_{S_{\text{max},D}} \) values for \( 1 \leq l, D \leq 4 \).

<table>
<thead>
<tr>
<th>( l ) ( \backslash ) ( D )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>14</td>
<td>34</td>
</tr>
</tbody>
</table>

Before determining \( \theta_{D_{\text{min},l}}(S) \equiv \theta_{D_{\text{min},l}}^{(S)} \), we first note from (7.1.31) that for \( 1 \leq l \leq 4 \):

\[
\theta_{S_{\text{max},D}} = \left( \frac{l + D - 1}{l} \right) - 1 = \frac{(l + D - 1)!}{l!(D - 1)!} - 1 .
\]

(7.1.40)

Table 7.1 lists the values of \( \theta_{S_{\text{max},D}}^{(S)} \) for \( 1 \leq l, D \leq 4 \). Comparing (7.1.40) and Table 7.1 on the one hand with (6.6.11) and Table 6.3 obtained for the example at the end of Section 6.6 on the other hand, reveals the differences with the equivalent general MIBI case. Since \( Q_{\text{min},D} = D - 1 \) for the example in Section 6.6, whereas \( \theta_{D_{\text{min},l}}^{(S)} = 1 \) for the current example, the difference between the maximum numbers of source array response vectors that can be identified for the current example and the example at the end of Section 6.6 equals \( D - 2 \). This implies that for \( D \geq 3 \), \( \theta_{S_{\text{max},D}}^{(S)} \) for the current DOA scenario is larger than \( S_{\text{max},D}^{(S)} \) for the general MIBI scenario.

Now we turn our attention to the computation of \( \theta_{D_{\text{min},l}}^{(S)}(S) \). Because \( \theta_{M_{\text{u},D}}^{(S)} = \theta_{M_{\text{u},D}}^{(S)} \) for \( 1 \leq l, D \leq 4 \), \( \theta_{D_{\text{min},l}}^{(S)}(S) \) can be computed from either (7.1.32) or (7.1.34), which are now equivalent. If satisfied, these inequalities guarantee that at least one function \( f_{D_{\text{u},l}}^{(S)}(\theta) \) will be available for defining the cost function \( J_{D_{\text{u},l}}^{(S)}(\theta) \) and pseudo-spectrum \( P_{D_{\text{u},l}}^{(S)}(\theta) \). Substituting (6.2.33) into (7.1.32), it follows that for \( 1 \leq l \leq 4 \) and for a given value of \( S \), the value of \( \theta_{D_{\text{min},l}}^{(S)}(S) \) can be obtained by solving the following inequality:

\[
1 \leq \left( \frac{l + \theta_{D_{\text{min},l}}^{(S)}(S) - 1}{l} \right) - S .
\]

(7.1.41)

We now show how this can be done for \( 1 \leq l \leq 4 \); see also the example at the end of Section 6.6. For convenience, at some places we will temporarily write \( D \) instead of \( \theta_{D_{\text{min},l}}^{(S)}(S) \). To start with, substituting \( l = 1 \) into (7.1.41) yields:

\[
1 \leq D - S \implies D \geq S + 1 .
\]

Hence:

\[
\theta_{D_{\text{min},l}}^{(S)}(S) = S + 1 .
\]

(7.1.42)

which agrees with the results in the first row of Table 7.1. Now substituting \( l = 2 \) into (7.1.41) gives the inequality:

\[
1 \leq \frac{1}{2}(D + 1)D - S .
\]

(7.1.43)

Solving this inequality gives the following formula for \( \theta_{D_{\text{min},l}}^{(S)}(S) \) as a function of \( S \):

\[
\theta_{D_{\text{min},l}}^{(S)}(S) = \left\lfloor \frac{1}{2}(1 + (S + 1/2)^2) \right\rfloor ,
\]

(7.1.44)
which agrees with the results in the second row of Table 7.1. Substituting \( l = 3 \) into (7.1.41) yields:
\[
1 \leq \frac{1}{6}(D + 2)(D + 1)D - S.
\] (7.1.45)
Solving this inequality gives the following formula for \( \theta^{(0)}_{D,\min}(S) \) as a function of \( S \):
\[
\theta^{(0)}_{D,\min}(S) = \left\lceil \frac{\sqrt{3}r(S)}{3} + \frac{1}{\sqrt{3}r(S)} - 1 \right\rceil,
\] (7.1.46)
where the function \( r(S) \) is defined by:
\[
r(S) \triangleq \sqrt[3]{27(S + 1)} + \sqrt[3]{3\sqrt{243(S + 2)}} + 242.
\]
This result agrees with the third row of Table 7.1. Finally, substituting \( l = 4 \) into (7.1.41) yields the inequality:
\[
1 \leq \frac{1}{24}(D + 3)(D + 2)(D + 1)D - S.
\] (7.1.47)
Solving this gives the following formula for \( \theta^{(0)}_{D,\min}(S) \) as a function of \( S \):
\[
\theta^{(0)}_{D,\min}(S) = \left\lceil \frac{1}{2} \left( -3 + \sqrt{5 + 4\sqrt{24S + 25}} \right) \right\rceil,
\] (7.1.48)

**Figure 7.4:** Minimum number of sensors \( \theta^{(0)}_{D,\min}(S) \equiv \theta^{(0)}_{D,\min}(S) \).

**Figure 7.5:** Minimum number of sensors \( \theta^{(0)}_{D,\min}(S) \equiv \theta^{(0)}_{D,\min}(S) \).

**Figure 7.6:** Minimum number of sensors \( \theta^{(0)}_{D,\min}(S) \equiv \theta^{(0)}_{D,\min}(S) \).
which agrees with the fourth row of Table 7.1. In Figures 7.4, 7.5 and 7.6, $\theta D_{\text{min}}^{(o)}(S)$ is plotted as a function of $S$ for $l = 2, 3$ and 4 respectively.

For the first set of simulations with $S = 8$, (7.1.42), (7.1.44) and (7.1.46), or Figures 7.4, 7.5 and 7.6, or Table 7.1 yield:

$$\theta D_{\text{min}}^{(o)}(S) = 9, \quad \theta D_{\text{min}}^{(o)2}(S) = 4, \quad \theta D_{\text{min}}^{(o)3}(S) = 3.$$

Simulations reveal that for the chosen array configuration these numbers indeed are tight bounds. From (7.1.40), Figures 7.4, 7.5 and 7.6, or Table 7.1 we see that with $D = 4$ for $l = 2$ and with $D = 3$ for $l = 3$ we can identify a maximum of $\theta S = 3$ source DOA’s. Since we are considering a scenario with $S = 8$, this means that two underlying functions are employed for defining the null- and pseudo-spectra. In order to make a fair comparison, we choose $D = 10$ for $l = 1$. Hence, this way for $l = 1, 2, 3$ the number of underlying linearly independent functions available for averaging in the definitions of the cost functions and pseudo-spectra are given by $\theta Q_{D,S}^{(o)i} = (i + D - 1) - S$ (7.1.26) as $\theta Q_{10,8}^{(o)1} = \theta Q_{10,8}^{(o)2} = \theta Q_{10,8}^{(o)3} = 2$. The normalized sensor array configurations for the considered combinations of $l$ and $D$ can now be computed from (7.1.39) and are shown in Fig. 7.7.

The TIME-MUSIC pseudo-spectra $P_{l}^{(o)}(\theta)$, $P_{4}^{(o)2}(\theta)$ and $P_{3}^{(o)3}(\theta)$ computed by means of Alg. 7.1 are plotted in Fig. 7.8. The source DOA’s are indicated by the dotted vertical lines. For easy comparison, the minima of all spectra have been normalized to 0 dB. The figure shows that all spectra exhibit sharp peaks at the source DOA’s and that no spurious peaks are present.

For the second set of simulations with $S = 9$, the TIME-MUSIC pseudo-spectra $P_{10}^{(o)1}(\theta)$, $P_{4}^{(o)2}(\theta)$ and $P_{3}^{(o)3}(\theta)$ are depicted in Fig. 7.9. Note that the sensor positions again are given by (7.1.39) and depicted in Fig. 7.7. Now, for $l = 1, 2, 3$ the number of underlying linearly independent functions available for averaging in the definitions of the cost functions and pseudo-spectra are given by (7.1.26) as $\theta Q_{10,9}^{(o)1} = \theta Q_{10,9}^{(o)2} = \theta Q_{10,9}^{(o)3} = 1$. It can be seen that still all source DOA’s are resolved correctly. From many other similar simulations, it can be concluded that in general one equation $f_{D,Q}^{(o)}(\theta)$ is sufficient to resolve $\theta S_{\text{max},D}^{(o)} = (D + l - 1) - 1$ DOA’s uniquely from the pseudo-spectrum $P_{D}^{(o)1}(\theta)$.

\[ \text{Figure 7.7: Example 2: Normalized array configuration with } D = 10, 4 \text{ and } 3 \text{ sensors for } l = 1, 2 \text{ and } 3 \text{ respectively.} \]
Figure 7.8: Example 2: Ideal TIME-MUSIC spectra $P_{10}^{(o)}(\theta)$, $P_{4}^{(o)}(\theta)$ and $P_{3}^{(o)}(\theta)$ for $S = 8$.

Figure 7.9: Example 2: Ideal TIME-MUSIC spectra $P_{10}^{(o)}(\theta)$, $P_{4}^{(o)}(\theta)$ and $P_{3}^{(o)}(\theta)$ for $S = 9$. 
7.1.4.3 Example 3: Ideal and estimated pseudo-spectra for scenario with 2 sensors, 3 sources, third order statistics, conjugation tuple \((*,\circ,\circ)\), and employing 4 lags

Similarly to Example 1 of this section, here we compare the pseudo-spectra obtained from ideal and estimated sensor cumulant matrices. Now we consider a DOA estimation scenario with \(D = 2\) sensors, \(S = 3\) zero-mean stationary sources, and we employ third order statistics with conjugation tuple \((*,\circ,\circ)\). We will demonstrate later on in this example that two sensors suffice to resolve three source DOA’s. Note that for zero-mean signals the employed sensor cumulant functions defined in (6.2.1) now become:

\[
\kappa_{1s}^{x, s, \circ}[n_3] \triangleq \text{cum}\left( x_{i_1}[n_1], x_{i_2}[n_2], (x_{i_3}[n_3])^\ast \right) = E \left\{ x_{i_1}[n_1] x_{i_2}[n_2] (x_{i_3}[n_3])^\ast \right\}.
\]

The DOA’s of the three sources are given by \(\hat{\theta} = [-35., -11., 47.]\) degrees. Furthermore, the normalized sensor positions are given by \(\hat{p}_1, n = [-1/4, 0] \) and \(\hat{p}_2, n = [1/4, 0]\), i.e. the sensors are positioned symmetrically w.r.t. the origin on the horizontal axis at half a wavelength distance from each other. Again, the signals and system are generated in such a way that the assumptions listed on page 299 of Section 6.1 are satisfied; in the next paragraphs, some specifics will be highlighted. As in Example 1 two pseudo-spectra will be computed for the considered scenario, viz. one using the ideal sensor cumulant matrix \(C_2^{s, oo^*}\) computed using e.g. (6.2.96) with ideally known source DOA’s and auto-cumulants, and the other using its estimate \(\hat{C}_2^{s, oo^*}\) obtained by averaging over \(T = 1000\) samples of \(x[n]\). In the column-direction the sensor cumulant matrices contain \(N = 4\) sensor cumulant function values.

We will first point out how the source and noise signals are generated. Each complex-valued source signal is forced to have unit variance and an ‘ALLPASS(1) temporal structure’ by generating it according to the following ALLPASS(1) model:

\[
s_j[n] = p_j s_j[n - 1] + p_j^* w_j[n] - w_j[n - 1] \quad \forall 1 \leq j \leq 3, \tag{7.1.49}
\]

where \(p_j\) and \(1/p_j^*\) are the ALLPASS(1) pole and zero associated with the \(j\)-th source signal respectively, and \(w_j[n]\) is a sequence of independent and identically distributed complex random variables that will be described shortly. Note that the \(j\)-th transfer function used for generating \(s_j[n]\) from \(w_j[n]\) can be written as follows:

\[
H_j(z) = \frac{p_j^* - z^{-1}}{1 - p_j z^{-1}}.
\]

The pole-zero pairs of the three source signals are chosen as depicted in Fig. 7.10 on the next page. From the fact that these pairs are (sufficiently) different, it follows that their corresponding auto-cumulant functions are linearly independent. Because we want to exploit third order statistics the distribution of the source sample signals should be odd. In order to achieve this, the random variables of the real and imaginary parts of each sequence \(w_j[n]\) are drawn from a pdf with odd symmetry, viz. the Gamma distribution, with the means removed. See Section 6.3.1.1 for the definition and properties of the Gamma pdf. The real and imaginary parts \(w_i[n]\) and \(w_i[n]\) respectively are generated independently of each other, and the variance of the imaginary part equals four times that of the real part in order to further increase the statistical diversity of the source signals. Because the source signal \(s_j[n]\) corresponding to the sequence \(w_j[n]\) is obtained by exciting a unit-gain all-pass filter with \(w_j[n]\), the variance of \(s_j[n]\) equals that of \(w_j[n]\). Since we have chosen to make the variance of the imaginary part of each sequence \(w_j[n]\) four times as large as that of the real part, the scale parameter \(\lambda_i\) required for generating the imaginary part equals twice the scale parameter \(\lambda_i\) required for
7.1 DOA estimation with TIME-SPECTRAL-MUSIC

Figure 7.10: Example 3: Pole-zero pairs of ‘ALLPASS(1)’ source signals for $S = 3$.

generating the real part. Hence, in order to obtain unit variance sequences $w_j[n]$ and $s_j[n]$, the equality $\alpha(\lambda_r)^2 + \alpha(\lambda_i)^2 = 5\alpha(\lambda_r)^2 = 1$ must hold. As in Section 6.3.1.1, we choose $\alpha = 2$. It then follows that $\lambda_r = 1/\sqrt{10}$ and $\lambda_i = 2/\sqrt{10}$. Substituting these values into (6.3.7) gives the pdfs of $w_r$ and $w_i$ as follows:

$$p_{w_r}(w_r) = \sqrt{10} e^{-(\sqrt{10}w_r + 2)}$$

and:

$$p_{w_i}(w_i) = 1/2 \sqrt{10} e^{-(1/2\sqrt{10}w_i + 2)}$$

respectively. Fig. 7.11 depicts these probability density functions.

As in Example 1, the noise signals are generated as realizations of white complex circular Gaussian stochastic processes. Again, we have chosen the noise variance equal to the source variance, which now results in a signal-to-noise power ratio of 4.8 dB at each sensor. Since all noise signals are white, the Noise-Free ROS $\Omega_{k1,k2}^{\nu,\nu,\nu,\nu}$ in the domain of lag pairs equals $\{ (k_1, k_2) \in \mathbb{Z} \mid k_1, k_2 \neq 0 \}$. For this example we have chosen $\Omega_{k1,k2}^{\nu,\nu,\nu,\nu} = \{ (0,0), (0,1), (1,0), (1,1) \}$. Hence, with this Noise-Free ROS the ‘$(i_1, i_2, i_3)$-th’ sensor cumulant row vector $\kappa_{i_1,i_2,i_3}^{\nu,\nu,\nu,\nu}$ of $C_{2,\nu,\nu,\nu,\nu}$ contains the values $\kappa_{i_1,i_2,i_3}^{\nu,\nu,\nu,\nu}[n, n, n], \kappa_{i_1,i_2,i_3}^{\nu,\nu,\nu,\nu}[n, n, n-1], \kappa_{i_1,i_2,i_3}^{\nu,\nu,\nu,\nu}[n, n-1, n], \kappa_{i_1,i_2,i_3}^{\nu,\nu,\nu,\nu}[n, n-1, n-1]$ (and similarly for $\hat{C}_{2,\nu,\nu,\nu,\nu}$).

Similarly to the previous two examples, we will now apply the theory developed in Section 7.1.3 to the current example. In Section 7.3, it is shown that for a ULA the number of unique elements $\theta_{D}^{\nu,\nu,\nu,\nu}$ of the generalized array response vector for any conjugation tuple equals $l(D - 1) + 1$. Hence, for the current scenario $\theta_{D}^{\nu,\nu,\nu,\nu} = 3(D - 1) + 1$. Employing (7.1.32) yields the inequality $S + 1 \leq 3(D - 1) + 1$. From this we easily obtain the following minimum bound on $D_{\min}^{\nu,\nu,\nu,\nu}(S)$:

$$D_{\min}^{\nu,\nu,\nu,\nu}(S) \geq \left\lceil \frac{S + 3}{3} \rightceil.$$
For $S = 3$ this gives $\theta D_{\min}^{\infty}(S) \geq 2$. Simulations reveal that this is a correct and tight minimum bound, i.e. $\theta D_{\min}^{\infty}(S) = 2$, and that for this value of $D$ the maximum achievable row rank $\max \left( \text{rank}_\text{row} \left( A_{2,2}^{\infty}(\hat{\theta}) \right) \right)$ equals 4. Note that this means that there can be at most 4 unique elements in the generalized array response vector, in which case there are also 4 unique sensor cumulant functions. This implies that with 2 sensors and 3 sources the number
\( \theta_{Q^2} \) is given by (7.1.26) as \( \theta_{Q^2} = 1 \) (rank \( A_{Q^2} \)) = 3 because the source DOA’s are different), which means that essentially there is only one ‘true’ underlying function available for defining the cost functions and pseudo-spectra pertaining to the current example, and this turns out to be sufficient. The ideal and estimated pseudo-spectra are computed using Alg. 7.1 with \( C_{Q^2}^\ast \) and \( \hat{C}_{Q^2}^\ast \) respectively, and are shown in Fig. 7.12.

### 7.2 One-parameter Direction Of Arrival estimation of far field sources with ULA-TIME-SPECTRAL-MUSIC

With the results of the previous section in place, we can now straightforwardly and concisely derive and formulate the equivalent results for a Uniform Linear Array (ULA). As we have explained in Section 3.1.2, a ULA can be considered as a special case of the planar array because it is degenerate version of it. The sensors are assumed to be located on the positive \( p \)-axis with the position of the \( i \)-th sensor given by

\[
\tilde{p}_i = \begin{bmatrix} p_1^i \\ p_2^i \\ \vdots \\ p_D^i \end{bmatrix} = \begin{bmatrix} (i-1)d \\ 0 \end{bmatrix} \quad \text{with} \quad 1 \leq i \leq D.
\]

For more details, see Section 3.1.2.

#### 7.2.1 Structure of system and equations

From (3.1.12) it follows that now the \( i \)-th element \( z_i(\theta) \) of \( z(\theta) \) is given by:

\[
z_i(\theta) = \exp \left( j \sum_{m=1}^{l} (-1)^{c_m} (i_m - 1) \xi(\theta) \right) = \exp \left( j 2 \pi t_{i,n}^c \sin(\theta) \right),
\]

where:

\[
t_{i,n}^c = \sum_{m=1}^{l} (-1)^{c_m} (i_m - 1) d_n = \left( \sum_{m=1}^{l} (-1)^{c_m} (i_m - 1) \right) d_n.
\]

Note the resemblance between (7.2.3) on the one hand, and (7.1.6) and (7.1.10) on the other hand, which implies that \( t_{i,n}^c \) can be seen as a conjugation-compensated mean normalized position. Similarly to (7.1.12), the functions in the ‘ULA system’ can now be written as:

\[
f_{D,q}^c(\theta) = \sum_{i \in I_{1,D}} \varphi_i^q \exp \left( j 2 \pi t_{i,n}^c \sin(\theta) \right) = \tilde{\varphi}_q^c \tilde{z}_D^c(\theta) \quad \forall \theta \in \Theta, \quad \forall q \in T_{D,S}^c.
\]

Again, since (6.2.65) states that \( f_{D,q}^c(\theta) = 0 \) for all \( q \in T_{D,S}^c \) and all \( 1 \leq j \leq S \), the source DOA’s can be estimated by locating the zeros of the system \( \{ f_{D,q}^c(\theta) = 0 \} q \in T_{D,S}^c \). Observe
that the array response matrix $A(\hat{\theta}) \triangleq [z(\theta^1) \cdots z(\theta^S)]$ is given by (see also (7.2.10)):

$$A(\hat{\theta}) = \begin{bmatrix} 1 & \cdots & 1 \\ \exp \left(j 2\pi d_n \sin(\theta^1)\right) & \cdots & \exp \left(j 2\pi d_n \sin(\theta^S)\right) \\ \vdots & \ddots & \vdots \\ \exp \left(j 2\pi d_n (D - 1) \sin(\theta^1)\right) & \cdots & \exp \left(j 2\pi d_n (D - 1) \sin(\theta^S)\right) \end{bmatrix} \quad (7.2.6)$$

and the generalized array response matrix $A_{D,\phi}^{e_i}(\hat{\theta}) \triangleq [\hat{z}_{D}^{e_i}(\theta^1) \cdots \hat{z}_{D}^{e_i}(\theta^S)]$ by:

$$A_{D,\phi}^{e_i}(\hat{\theta}) = \begin{bmatrix} \exp \left(j 2\pi t_{k_i,n}^{e_i} \sin(\theta^1)\right) & \cdots & \exp \left(j 2\pi t_{k_i,n}^{e_i} \sin(\theta^S)\right) \\ \vdots & \ddots & \vdots \\ \exp \left(j 2\pi t_{l_i,Dq,n}^{e_i} \sin(\theta^1)\right) & \cdots & \exp \left(j 2\pi t_{l_i,Dq,n}^{e_i} \sin(\theta^S)\right) \end{bmatrix} \quad (7.2.7)$$

### 7.2.2 ULA TIME-MUSIC null- and pseudo-spectra

The definitions of the null- and pseudo-spectra formulated in equations (7.1.17)–(7.1.25) of Section 7.1.2, as well as Alg. 7.1 on page 374, also apply to the current scenario. However, they may be simplified by replacing the term $t_{k_i,n}^{e_i}(\theta)$ by $t_{k_i,n}^{e_i}(\theta)$ for ULAs. Similarly to the conventional MUSIC and TIME-SPECTRAL-MUSIC pseudo-spectrum, the ULA TIME-MUSIC pseudo-spectrum exhibits sharp peaks at the source DOA’s $\theta^1, \ldots, \theta^S$, and thus the source DOA’s can be estimated by locating the peaks of the pseudo-spectrum. Definition (7.1.20) used for expressing the null- and pseudo-spectra in matrix-vector notation now becomes:

$${J}_{D,q}^{\Sigma}(\theta) \triangleq \sum_{q \in T_{D,q}} \left| f_{D,q}^{e_i}(\theta) \right|^2 = \sum_{q \in T_{D,q}} \left| \sum_{k_i \in T_{k_i,D}} \varphi_k^{e_i} \exp \left(j 2\pi t_{k_i,n}^{e_i} \sin(\theta)\right) \right|^2 \quad (7.2.8)$$

and:

$${P}_{D,S}^{e_i}(\theta) \triangleq \left\| \hat{z}_{D}^{e_i}(\theta) \right\|^2 = \sum_{q \in T_{D,q}} \left| f_{D,q}^{e_i}(\theta) \right|^2 \sum_{k_i \in T_{k_i,D}} \left| \sum_{q \in T_{D,q}} \varphi_k^{e_i} \exp \left(j 2\pi t_{k_i,n}^{e_i} \sin(\theta)\right) \right|^2 \quad (7.2.9)$$

respectively. Similarly to the conventional MUSIC and TIME-SPECTRAL-MUSIC pseudo-spectra, the ULA TIME-MUSIC pseudo-spectrum exhibits sharp peaks at the source DOA’s $\theta^1, \ldots, \theta^S$, and thus the source DOA’s can be estimated by locating the peaks of the pseudo-spectrum. Definition (7.1.20) used for expressing the null- and pseudo-spectra in matrix-vector notation now becomes:

$${\hat{z}_{D}^{e_i}}(\theta) = w_{D}^{e_i}(\theta) = \begin{bmatrix} \exp \left(j 2\pi t_{k_i,n}^{e_i} \sin(\theta)\right) \\ \vdots \\ \exp \left(j 2\pi t_{l_i,Dq,n}^{e_i} \sin(\theta)\right) \end{bmatrix} \quad (7.2.10)$$

Note that $f_{D,q}^{e_i}(\theta)$ in (7.2.5) can be considered as a nonuniform Discrete Fourier Transform (DFT) of the set of coefficients $\{\varphi_k^{e_i}\}_{k_i \in T_{k_i,D}}$ if $\theta$ is taken as the transform variable, whereas it can be considered as a uniform DFT if $\xi$ defined in (7.2.2) is taken as the transform variable. Hence, given the set $\Phi_{D,S}^{e_i}$ defined in (6.2.61) a Fast Fourier Transform (FFT) algorithm can be used for computing the functions in (7.2.5), the null-spectrum in (7.2.8), and the pseudo-spectrum in (7.2.9) on a uniform grid in the $\xi$-domain that corresponds to a nonuniform grid in the $\theta$-domain according to relation (7.2.2).
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7.2.3 Maximum number of source DOA’s or minimum number of sensors for given ULA and conjugation tuple

In this section we apply the theory developed in Section 7.1.3 for arrays with arbitrary geometry to the ULA scenario. In Section 7.1.3 we have shown that for a given value of $D$ the value of $\rho_{S_{\text{max},D}}$ is given by (7.1.31), and vice versa that for a given value of $S$ the value of $\rho_{D_{\text{max},D}}$ can be obtained by solving inequality (7.1.32). Hence, in order to be able to compute $\rho_{S_{\text{max},D}}$ and $\rho_{D_{\text{max},D}}$ for the ULA scenario, we need to derive the formula for $\rho_{M_{u,D}}$ for a ULA with a given number of sensors $D$, normalized sensor distance $d_n$, and conjugation tuple $c_l$. Recall that $\rho_{M_{u,D}}$ represents the maximum number of unique elements of the generalized array response vector $z^\alpha_D(\theta)$ over all possible source DOA’s $\theta$, and equals the maximum number $M_{u,D}^c(\theta)$ of unique sensor cumulant functions, as well as the maximum possible row rank of the generalized array response matrix $A^c_{D,\phi}(\hat{\theta})$ over all possible source DOA’s combinations $\hat{\theta}$. As we have explained and will see in the sequel, the fact that the array response vector $z(\theta)$ is a function of a single variable $\theta$ implies that it has less degrees of freedom than a general MIBI array response vector. Because of this, also the generalized array response vector and generalized array response matrix have less degrees of freedom.

Firstly, we will derive how $\rho_{M_{u,D}}$ depends on the number of sensors $D$ and conjugation tuple $c_l$ under the assumption that the normalized sensor distance $d_n$ has been chosen properly such that no spatial aliasing or other undesired effects occur, i.e. we assume that the array is unambiguous (see Section 3.1.1). As is clear from (7.2.10), in order to determine the maximum number of unique elements of the generalized array response vector $z^\alpha_D(\theta)$ over all possible source DOA’s $\theta$, it suffices to determine the number of different values that the term $\sum_{n=1}^{D_{\text{max}}}(1-c_m(i_m-1))$ in (7.2.4) can assume when the index tuple $i_l$ runs through all its possible values in $\mathcal{F}_{l,D}$. For convenience of proving this, we consider the equivalent problem of determining all possible integer values of $t^\alpha_{i_l} \triangleq t^\alpha_{i_l}/d_n = \sum_{n=1}^{D_{\text{max}}}(1-c_m(i_m-1))$. As in the previous chapters, let the number of conjugations in conjugation tuple $c_l$ be denoted by $n_{c_l}$, see (6.2.36). Without loss of generality, it is assumed that the first $n_{c_l}$ elements of $c_l$ are conjugations and thus equal $\ast$. Hence, the last $l-n_{c_l}$ elements are no conjugations and equal $\diamond$. We first consider the term $\sum_{m=1}^{l}(1-c_m)i_m$, which due to our assumption can be written as:

$$
\sum_{m=1}^{l}(1-c_m)i_m + \sum_{m=n_{c_l}+1}^{l}(-1)\diamond i_m = -\sum_{m=1}^{n_{c_l}}i_m + \sum_{m=n_{c_l}+1}^{l}i_m \quad (7.2.11)
$$

The lowest possible value this term can assume occurs for the index tuple $i_l$ whose first $n_{c_l}$ elements equal the maximum possible index value $D$ and whose last $l-n_{c_l}$ elements equal the minimum possible index value 1. Hence, the lowest possible value of $\sum_{m=1}^{l}(1-c_m)i_m$ equals $-n_{c_l}D + (l-n_{c_l})$. The largest possible value occurs for the index tuple $i_l$ whose first $n_{c_l}$ elements equal 1 and whose last $l-n_{c_l}$ elements equal $D$. Hence, the largest possible value of $\sum_{m=1}^{l}(1-c_m)i_m$ equals $-n_{c_l} + (l-n_{c_l})D$. This implies that in total the term $\sum_{m=1}^{l}(1-c_m)i_m$ assumes $l(D-1)+1$ different values. Now we consider the second term occurring in $t^\alpha_{i_l}$, viz. the term $\sum_{m=1}^{l}(1-c_m)(-1)\diamond$. Clearly, this term has no influence on the number of different possible values of $t^\alpha_{i_l}$ because no index from the tuple $i_l$ is involved. It only influences or ‘offsets’ the values of $t^\alpha_{i_l}$ by $-\sum_{m=1}^{l}(1-c_m) = 2n_{c_l} - l$. Concluding,
Table 7.2: Uniform Linear Array: $\phi^l_{\text{max},D} = l(D - 1)$ for $1 \leq l \leq 4$, $1 \leq D \leq 14$

<table>
<thead>
<tr>
<th>$l \backslash D$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>36</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>32</td>
<td>36</td>
<td>40</td>
<td>44</td>
<td>48</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 7.3: Uniform Linear Array: $\theta_{S_{\text{max}}} = 1 + \left\lfloor S/l \right\rfloor$ for $1 \leq l \leq 4$, $1 \leq S \leq 14$

<table>
<thead>
<tr>
<th>$l \backslash S$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

for any conjugation tuple $c_l$ the term $t_{c_l}^e$ assumes all values in the following range:

$$[-n_{c_i}(D - 1), -n_{c_i}(D - 1) + (D - 1)] = [-n_{c_i}(D - 1), (l - n_{c_i})(D - 1)] , \quad (7.2.12)$$

which contains:

$$\phi^l_{\text{Min},D} = l(D - 1) + 1$$ \hspace{1cm} \quad (7.2.13)$$

different values. Hence, the term $t_{c_l}^e$ assumes all values in the following set:

$$T_D^l \triangleq \{ -n_{c_i}(D - 1), \ldots, -n_{c_i}(D - 1) + (D - 1) \} . \quad (7.2.14)$$

Likewise, for any conjugation tuple $c_l$ the term $t_{c_l}^e$ defined in (7.2.4) assumes all values in the following set when the index tuple $i_l$ runs through all its possible values in $T_{D,l}^l$:

$$T_{D,l}^l \triangleq \{ -n_{c_i}(D - 1) d_n, \ldots, (-n_{c_i}(D - 1) + (D - 1)) d_n \} . \quad (7.2.15)$$

Now we are in a position to compute $\phi^{S_{\text{max}},D}$ and $\phi^{D_{\text{min}},S}$ for a ULA. Substituting (7.2.13) into (7.1.31), it follows that $\phi^{S_{\text{max}},D}$ is given by:

$$\phi^{S_{\text{max}},D} \triangleq \phi^{S_{\text{max}},D} = l(D - 1) . \quad (7.2.16)$$

Table 7.2 lists the values of $\phi^{S_{\text{max}},D}$ for $1 \leq l \leq 4$ and $1 \leq D \leq 14$. Likewise, it follows from (7.1.32) that the minimum required number of sensors $\phi^{D_{\text{min}},S}$ for a ULA can be obtained by solving:

$$S + 1 \leq l(D - 1) + 1 ,$$

which yields:

$$\phi^{D_{\text{min}},S} \triangleq \phi^{D_{\text{min}},S} = 1 + \left\lfloor S/l \right\rfloor . \quad (7.2.17)$$

Table 7.3 on the current page lists the values of $\phi^{D_{\text{min}},S}$ for $1 \leq l \leq 4$ and $1 \leq S \leq 14$. In addition, in Figures 7.13-7.16, $\phi^{D_{\text{min}},S}$ is plotted as a function of $S$ for $l = 1, 2, 3$ and 4 respectively. Compare Figures 7.14-7.16 with Figures 6.10-6.12 from Chapter 6.
7.2 DOA estimation with ULA-TIME-SPECTRAL-MUSIC

7.2.4 Examples of ULA-TIME-SPECTRAL-MUSIC

In this section we provide several examples of ULA-TIME-SPECTRAL-MUSIC with normalized sensor spacing \( d_n = 1/2 \) by applying the algorithm in Alg.7.1 to signal scenarios that are similar to the ones presented in Section 7.1.4 but adapted to the ULA scenario. In particular, the source and noise signals are generated in the same way, but now the sensors are placed on a ULA and their number is chosen as required by (7.2.17).
7.2.4.1 ULA Example 1: Ideal and estimated pseudo-spectra for scenario with 4 sensors, 6 sources, second order statistics, conjugation pair \((\circ, \ast)\), and 6 lags

The example we present in this section employs exactly the same source and noise signals as used in the example of Section 7.1.4.1. Hence, for details about these signals and how they are generated, see that section. The only differences are that now the array is a ULA that requires a different number of sensors and also that the parameter space of interest \(\Theta\), to which the source DOA’s belong, now has a size of 180 degrees. We choose \(\Theta \triangleq [-90, 90]\) degrees and the DOA’s of the six sources are now \(\tilde{\theta} = [-57, -17, -5, 18, 29, 51]\) degrees.

Because a ULA does not utilize all its possible degrees of freedom, it generally requires more sensors for identifying the same number of source DOA’s than an array with arbitrary geometry; see the remark made at the end of Section 7.1.4.1. The number of sensors that is required now can be found from equation (7.2.17), Table 7.3, or Fig. 7.14, and equals \(d_{\min}^s = 1 + \lfloor 6/2 \rfloor = 4\). The normalized sensor distance \(d_n\) is chosen as 1/2, which guarantees that the array is unambiguous. Note that essentially there is only one underlying function available for defining the null- and pseudo-spectra because \(\rho_{D_{\min}^2} = 1\) according to (7.1.26). For \(1 \leq i \leq 4\) the normalized sensor positions of the uniform linear array are given by:

\[
p_{i,n} = (i - 1)d_n = \frac{1}{2}(i - 1) .
\]

(7.2.18)

If desired, the positions can be shifted such that the ‘center of gravity’ lies in the origin, but this does not influence the results. The ideal and estimated pseudo-spectra are computed using Alg. 7.1 with \(C_{\circ \ast}^x\) and \(\hat{C}_{\circ \ast}^x\) respectively. The resulting spectra are shown in Fig. 7.17.

![Figure 7.17: ULA Example 1: Ideal ULA-TIME-SPECTRAL-MUSIC spectrum \(P_{\circ \ast}^x(\theta)\) and its estimate \(\hat{P}_{\circ \ast}^x(\theta)\) \(D = 4, S = 6\) and \(c_2 = (\circ, \ast)\).](image-url)
As in Section 7.1.4.2, in this section our main goal is to provide theoretical insight and we only present results computed from ideal subspace matrices under the assumptions that the source signals have sufficient temporal structure and that the conjugation tuple for order \( l \) is given by \( c_l = (\circ)_l \). Now, we compare pseudo-spectra for cumulant orders \( l = 1, 2, 3 \) and 4 for two sets of simulations employing the same number of sensors. Furthermore, as in the previous example we choose the parameter space of interest as \( \Theta \triangleq [-90, 90] \) degrees. In the first set of simulations, the number of sources equals \( S = 11 \) with the source DOA's given by \( \theta = [\theta_1, \theta_2, \ldots, \theta_{11}] = [-65, -51, -35, -17, -5, 4, 18, 29, 51, 63, 71] \) degrees, implying that two underlying functions are employed for defining the null- and pseudo-spectra. In the second set of simulations, the number of sources equals \( S = 12 \) with the source DOA's given by \( \theta = [\theta_1, \theta_2, \ldots, \theta_{12}] = [-65, -51, -35, -17, -5, 4, 11, 18, 29, 51, 63, 71] \) degrees. Because this set employs the same number of sensors as the first, only one underlying function is employed for defining the null- and pseudo-spectra. For both sets of simulations, this way a fair comparison is made between the different cumulant orders because \( \phi_{\text{max}, D} = \phi_{\text{max}, D} = 12 \) occurs in each row of Table 7.2 on page 390, which implies that the definitions of the null- and pseudo-spectra involve the same number of functions for each \( l \in \{1, 2, 3, 4\} \).

Firstly, we consider the first set of simulations with \( S = 11 \). The minimum number of sensors \( \phi_{\text{min}, D}^{(\circ)}(S) \) required for each value of \( l \) can be found from equation (7.2.17), Table 7.3, or Figures 7.14-7.16. Hence, for \( S = 11 \) we have:

\[
\phi_{\text{min}, 1}^{(\circ)}(S) = 12, \quad \phi_{\text{min}, 2}^{(\circ)}(S) = 7, \quad \phi_{\text{min}, 3}^{(\circ)}(S) = 5, \quad \phi_{\text{min}, 4}^{(\circ)}(S) = 4.
\]

From (7.2.16), Figures 7.13-7.16, or Table 7.2 we see that with \( D = 13 \) for \( l = 1, D = 7 \) for \( l = 2, D = 5 \) for \( l = 3 \) and with \( D = 4 \) for \( l = 4 \) we can identify a maximum of \( \phi_{\text{max}, 13}^{(\circ)} = \phi_{\text{max}, 7}^{(\circ)} = \phi_{\text{max}, 5}^{(\circ)} = \phi_{\text{max}, 4}^{(\circ)} = 12 \) source DOA's. Since we are considering a linearly independent functions available for averaging in the definitions of the cost functions and pseudo-spectra are given by \( \phi_{D, S}^{(\circ)} = 1(D - 1) + 1 - S \) (see (7.2.26) and (7.2.13)) as \( \phi_{D, 13}^{(\circ)} = \phi_{D, 7}^{(\circ)} = \phi_{D, 5}^{(\circ)} = \phi_{D, 4}^{(\circ)} = 2 \). The normalized sensor array configurations are again given by (7.2.18) with \( d_a = 1/2 \), i.e. for each \( D \) the ULA is unambiguous. The TIME-SPECTRAL pseudo-spectra \( P_{13}^{(\circ)}(\theta), P_{7}^{(\circ)}(\theta), P_{5}^{(\circ)}(\theta) \) and \( P_{4}^{(\circ)}(\theta) \) computed by means of Alg. 7.1 are plotted in Fig. 7.18. The source DOA's are indicated by the dotted vertical lines. For easy comparison, the minima of all spectra have been normalized to 0 dB. The figure shows that all spectra exhibit sharp peaks at the source DOA's and that no spurious peaks are present. Also notice that the spectra do not differ much.

For the second set of simulations with \( S = 12 \), the TIME-MUSIC pseudo-spectra \( P_{13}^{(\circ)}(\theta), P_{7}^{(\circ)}(\theta), P_{5}^{(\circ)}(\theta) \) and \( P_{4}^{(\circ)}(\theta) \) are depicted in Fig. 7.19. Note that the sensor positions again are given by (7.2.18). Now, for \( l = 1, 2, 3, 4 \) the number of underlying linearly independent functions available for averaging in the definitions of the cost functions and pseudo-spectra are given by (7.2.26) as \( \phi_{D, 13}^{(\circ)} = \phi_{D, 7}^{(\circ)} = \phi_{D, 5}^{(\circ)} = \phi_{D, 4}^{(\circ)} = 1 \). As in Section 7.1.4.2, it can be seen that all source DOA's are correctly resolved. Fig. 7.19 also clearly shows that in case only one function is involved the pseudo-spectra for different cumulant
orders become the same. Again, from many other similar simulations, it can be concluded that in general one equation \( P_{D,q}^{(o)}(\theta) \) is sufficient to resolve \( \theta^{S}_{\max,D} = (D+l-1) - 1 \) source DOA’s uniquely from the pseudo-spectrum \( P_{D}^{(o)}(\theta) \).
7.3 ULA-TIMExE-ROOT-MUSIC

In this section, we derive the ROOT version of ULA-TIMExE-MUSIC, which is denoted by ULA-TIMExE-ROOT-MUSIC (UTRM). Hence, instead of computing and plotting a pseudo-spectrum as we did for the ULA-TIMExE-SPECTRAL-MUSIC algorithm in Section 7.2, we directly compute the zeros of the null-spectrum; see also Section 3.2.3 of Chapter 3. To a large extent ULA-TIMExE-ROOT-MUSIC is the same as ULA-TIMExE-SPECTRAL-MUSIC. However, instead of determining the source DOA’s by searching the pseudo-spectrum \( P_{D,S}^c(\theta) \) defined in (7.2.9) for its maxima, the ULA-RouT-MUSIC algorithm is based on finding the roots of a polynomial that is closely related to the denominator \( P_{D,S}^c(\theta) \), i.e. the null-spectrum \( J_{D,S}^c(\theta) \) defined in (7.2.8). Similarly to the conventional ROOT-MUSIC algorithm, the source DOA’s are derived from these roots. We can take different approaches for developing an UTRM algorithm. For example, we can follow almost exactly the same approach as in Section 3.2.3. However, here we take a slightly different approach and start from functions that are still defined in terms of general coefficients instead of zero/noise eigenvectors.

To start with, recall from Section 7.2.3 that for any conjugation tuple \( c \) the term \( t_{c_i} \) defined in (7.2.4) and occurring in the exponent of each function \( f_{D,Q}^c(\theta) \) defined in (7.2.5) assumes all values in the set \( T_{D,S}^c \) defined in (7.2.15) when the index tuple \( i \) runs through all its possible values in \( T_{D,S}^c \). Equivalently, for any conjugation tuple \( c \) the term \( t_{c_i} \) defined in (7.2.5) for its maxima, the ULA-ROOT-TIME-MUSIC algorithm is based on finding the roots of a polynomial that is closely related to the denominator \( P_{D,S}^c(\theta) \), i.e. the null-spectrum \( J_{D,S}^c(\theta) \) defined in (7.2.8). Similarly to the conventional ROOT-MUSIC algorithm, the source DOA’s are derived from these roots. We can take different approaches for developing an UTRM algorithm. For example, we can follow almost exactly the same approach as in Section 3.2.3. However, here we take a slightly different approach and start from functions that are still defined in terms of general coefficients instead of zero/noise eigenvectors.

Leaving out the dependence of \( z \) where:

\[
f_{D,q}^c(\theta) = \sum_{t \in T_{D}^c} \left( \sum_{i \in T_{D}^c : t_{c_i} = t} \varphi_{q}^{i} \right) \exp \left( j 2 \pi t_{a} \sin(\theta) \right)
\]

we can write (7.3.1) as:

\[
f_{D,q}^c(\theta) = \sum_{t \in T_{D}^c} \varphi_{q}^{t} \exp \left( j t \xi(\theta) \right) = \sum_{t = -n_{e}(D-1)+l(D-1)}^{n_{e}(D-1)+l(D-1)} \varphi_{q}^{t} \exp \left( j t \xi(\theta) \right)
\]

where:

\[
z(\theta) = \exp \left( j \xi(\theta) \right).
\]

Leaving out the dependence of \( z(\theta) \) on \( \theta \), with abuse of notation we define:

\[
f_{D,q}^c(z) = \sum_{t \in T_{D}^c} \varphi_{q}^{t} \left( z(\theta) \right)^{t} = \sum_{t = -n_{e}(D-1)+l(D-1)}^{n_{e}(D-1)+l(D-1)} \varphi_{q}^{t} \left( z(\theta) \right)^{t}.
\]
Now, the \( l \)-th order ULA-TIME-MUSIC null-spectrum defined in (7.2.8) can be written as:

\[
J_D^e(\theta) \triangleq \sum_{q \in T_{D,S}^\nu} \left| f_{D,q}^e \left( e^{i \theta (\phi_q)} \right) \right|^2 = \sum_{q \in T_{D,S}^\nu} f_{D,q}^e(z) \left( f_{D,q}^e(z) \right)^* \bigg|_{z = e^{i \theta (\phi_q)}}
\]

\[
= \sum_{q \in T_{D,S}^\nu} f_{D,q}^e(z) \left( f_{D,q}^e(1/z^*) \right)^* \bigg|_{z = e^{i \theta (\phi_q)}} \tag{7.3.6}
\]

where the latter equality holds because \( z = \frac{1}{z^*} \) for \( z \) on the unit circle. With abuse of notation we can now write:

\[
J_D^e(z) = \sum_{q \in T_{D,S}^\nu} f_{D,q}^e(z) \left( f_{D,q}^e(1/z^*) \right)^* . \tag{7.3.7}
\]

Because:

\[
(f_{D,q}^e(1/z^*))^* = \sum_{t \in T_{D,q}^\nu} (\varphi_q^t)^* (z)^{-t} = \sum_{t = -n_{e_1}(D-1)}^{-n_{e_1}(D-1)} (\varphi_q^t)^* (z)^{-t}
\]

the null-spectrum \( J_D^e(z) \) only contains terms with negative and positive powers of \( z \), and no terms with powers of \( z^* \). It is this property of \( J_D^e(z) \) that makes it easy to compute its roots. Since the powers of \( z \) in \( J_D^e(z) \) range from \(-l(D-1)\) till \( l(D-1) \), multiplying \( J_D^e(z) \) by \((z)^{l(D-1)}\) yields the following ‘ULA-TIME-ROOT-MUSIC polynomial’ \( p_{\text{UTRM}}(z) \) of degree \( 2l(D-1) \):

\[
p_{\text{UTRM}}(z) \triangleq (z)^{l(D-1)} J_D^e(z) = (z)^{l(D-1)} \sum_{q \in T_{D,S}^\nu} f_{D,q}^e(z) \left( f_{D,q}^e(1/z^*) \right)^*, \tag{7.3.8}
\]

which can be written explicitly as follows:

\[
p_{\text{UTRM}}(z) = \sum_{q \in T_{D,S}^\nu} \sum_{\tau=0}^{2l(D-1)} \sum_{t=0}^{l(D-1)} (\varphi_q^t)^* (z)^{-t-n_{e_1}(D-1)} \left( \varphi_q^{-t-n_{e_1}(D-1)-(\tau-l(D-1))} \right)^* (z)^\tau . \tag{7.3.9}
\]

Hence, now we have constructed a polynomial function that is zero at the locations \( z^j = (e^{i \theta (\phi_q)}) \forall 1 \leq j \leq S \) in the \( z \)-plane that correspond to the source DOAs:

\[
p_{\text{UTRM}}(z) \bigg|_{z = e^{i \theta (\phi_q)}} = p_{\text{RM}}(e^{i \theta (\phi_q)}) = 0 \quad \forall 1 \leq j \leq S . \tag{7.3.10}
\]

As in Section 3.2.3, we will call the roots \( \{ z^j \triangleq (e^{i \theta (\phi_q)}) \}_{1 \leq j \leq S} \) source roots. Again, because the function \( J_D^e(z) \) in (7.3.7) is self-reciprocal its roots appear in conjugate reciprocal pairs \( (z, 1/z^*) \), and thus each root on the unit circle is double. Hence, all source roots are double roots. Since \( p_{\text{UTRM}}(z) \) is of degree \( 2l(D-1) \), it has \( 2l(D-1) \) roots, \( 2S \) of which are the double source roots. Consequently, there are \( 2l(l(D-1) - S) \) other roots that in general do not lie on the unit circle. These roots are called spurious roots or noise roots. See the discussion in Section 3.2.3 about this kind of roots. There are essentially two different kinds of spurious roots. Firstly, spurious roots are always present if \( l(D-1) - S > 0 \), i.e. if the dimension of the generalized noise subspace is larger than one. If they lie close to the unit circle such noise roots may give rise to spurious peaks in a TIME-SPECTRAL-MUSIC pseudo-spectrum, or may cause confusion between source and noise roots in TIME-ROOT-MUSIC. Especially if an estimated cumulant matrix is used, the noise roots may move close
7.4 Conclusions

In this chapter, we have applied the theory that we have developed in the previous chapters to the problem of Instantaneous Semi-Blind Source Localization (ISBSL). In particular, we have generalized the various MUSIC-based algorithms described in Chapter 3 to our method, resulting in what call the TIME-MUSIC approach, which consists of the so-called TIME-SPECTRAL-MUSIC, ULA-TIME-SPECTRAL-MUSIC, and ULA-TIME-ROOT-MUSIC algorithms. In the course of the chapter, we have made plausible that in general for ISBSL problems with one-parameter array response vectors only one equation suffices to define appropriate null- and pseudo-spectra that uniquely determine the source DOA’s. We have also seen that the configuration of the sensor array is of paramount importance. If the number of identifiable source DOA’s has to be maximized, the array should not be too structured, for example in the case of a ULA, not all available degrees of freedom may be sufficiently...
exploited. In general, the sensor positions should be chosen such that the determinant of the considered Khatri-Rao matrix as function of the DOA in the parameter space of interest is always non-zero. Finally, as in the previous chapter, we have provided insight into the computation of the maximum number of identifiable source DOA’s and the minimum number of sensors.
Conclusions, trade-offs and future research

8.1 Conclusions

In this thesis we have developed a general method for solving three closely related blind instantaneous identification problems, viz. Multiple-Input Multiple-Output (MIMO) Instantaneous Blind Identification (MIBI), Instantaneous Blind Signal Separation (IBSS) and Instantaneous Semi-Blind Source Localization (ISBSL). In those problems a number of mutually statistically independent source signals are mixed by a MIMO instantaneous mixing system and only the mixed signals are observed. The goals of MIBI, IBSS and ISBSL are the identification of the mixing system, the recovery of the source signals, and the localization of narrowband sources, respectively. Until now, mainly the following three different approaches have been followed, which are based on the exploitation of non-Gaussianity, second order spatial uncorrelatedness combined with temporal non-whiteness, and second order spatial uncorrelatedness combined with second order non-stationarity. What is lacking from those approaches is the exploitation of Higher Order Temporal Structure (HOTS) in the data, such as higher order non-whiteness and non-stationarity. Some methods for exploiting HOTS exist, but usually these are quite specific. In addition, most blind methods described in the literature cannot deal with a MIBI scenario of great interest, viz. the so-called underdetermined scenario in which there are more sources than sensors. Like many other signal processing problems, blind identification problems are commonly formulated and approached as linear algebra problems. Although this certainly has the significant advantage that off-the-shelf linear algebra algorithms can be employed, it also has the disadvantage that the underlying more general and possibly nonlinear structure of the problem often is overlooked or neglected. In our opinion, always trying to formulate a problem in linear algebra terms may disguise the true nature and structure of the problem and impedes the development and use of nonlinear algebra tools in signal processing. In this work we have shown that it is also possible to formulate and solve a blind identification problem in an intuitive manner by employing its natural nonlinear description.

All those motivations have led us to the main purpose of the research presented in this thesis, viz. the development of a unifying framework and method for exploiting the temporal structure in the data of any kind and any order for performing MIBI, IBSS and ISBSL. We have achieved this goal for physically plausible assumptions on the temporal structure of the source and noise signals by projecting the encompassing MIBI problem onto two dual mathematical problems. This projection has been accomplished by applying subspace techniques to a subspace matrix containing sensor cumulant values arranged in a specific manner that allows to incorporate any kind and order of statistical variability, such as arbitrary order non-stationarity and non-whiteness, in a unified way. In the first problem, MIBI has been projected onto the problem of solving a system of multivariate homogeneous polynomial/polyconjugal equations, the solutions of which yield (possibly scaled) estimates of the columns of the mix-
The physically plausible assumptions underlying our problem formulations primarily serve to ensure that sufficient temporal structure is present in the source signals, that the source and noise signals are mutually unrelated, and that the noise signals have a simpler statistical and/or temporal structure than the source signals. We have shown how this latter assumption allows one to annihilate the influence of additive sensor noise on the estimation of the mixing system by considering the sensor cumulant functions on a Noise-Free Region Of Support (ROS). This principle is a major advantage of exploiting the temporal structure in the data. The condition on the required temporal structure of the source signals has been formulated in terms of the linear independence of the source auto-cumulant functions on the Noise-Free ROS. This means that the spectral diversity for the considered statistical order is exploited. Depending on the number of sensors, the order and type of the exploited temporal structure, the conjugation pattern, the arrangement of the statistics in the subspace matrix, and the array configuration for problems with a parameterized mixing system, a certain maximum number of mixing matrix columns can be determined that exceeds the number of sensors for orders larger than one. Our approach allows the identification of an underdetermined system in a natural manner that does not require such a strong assumption like sparsity that is usually employed by other methods. We have provided insight into the computation of (an upper bound on) the maximum number of mixing matrix columns that can be identified under the adopted assumptions as a function of the number of sensors, the employed statistical order, and the conjugation pattern. Conversely, we have also developed new insight into the derivation of (a lower bound on) the minimum number of sensors that is required for uniquely identifying a certain number of mixing matrix columns as a function of the employed statistical order and conjugation pattern. For example, we have proven that for two sensors the maximum number of identifiable columns equals the order of the employed statistics, and that when using three sensors and second order statistics up to four columns can be identified. Contrary to what is commonly believed, we have proven that it is possible to deal with underdetermined scenarios by using Second Order Statistics only. We have achieved this by exploiting the temporal structure in the source signals. If the number of sources is unknown, it can be computed or estimated as the (effective) rank of the subspace matrix. It should be noted that our method can deal with MIBI scenarios in which the mixing matrix
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is rank-deficient. Moreover, over-estimation of the number of sources forms no problem and is handled in a natural manner. We have also demonstrated and emphasized that the specific arrangement of sensor cumulant values in the subspace matrix is crucial and allows different trade-offs (see next section). In fact, different subspace methods use different mappings from a certain sensor cumulant tensor to the subspace matrix. One of the goals of this work also was to contribute to the subspace research area by providing a unifying approach that allows natural generalizations and provides enhanced insight. This has resulted in a general algorithm for designing subspace algorithms employing any kind and order of statistics. We have also derived the maximum possible rank of the Khatri-Rao product with an arbitrary conjugation pattern, which is an important result for many array signal processing problems.

The rationale behind most of the work in this thesis has been to provide conceptual insight and highlighting the geometric and algebraic structure of the different problem formulations. For this reason we have developed and employed a notational device that in our opinion is natural and intuitive, and directly allows several generalizations. We have shown that geometrically, solving the system of homogeneous equations is equivalent to finding the one-dimensional intersections between cones in an Euclidian space, which represent the zero contour levels of the functions in the system. The MIBI theory that we have developed in this thesis is unifying in several senses. Firstly, it is general with respect to the order of the exploited temporal structure in the sense that the mathematical problem formulation has the same structure for any order. This is reflected in the uniformity of our notation. Secondly, it is unifying with respect to the type of temporal statistical variability in the data because it allows to exploit all types of statistical variability in the source signals in a unified manner. Thirdly, the theory is unifying with respect to the chosen conjugation pattern implying that for complex-valued signals the conjugation pattern of the arguments of the involved cumulant functions can be chosen arbitrarily. Finally, it is unifying with respect to the kind of signals involved because it does not make a difference whether the data to be analyzed consists of 1D time signals, 2D images, 3D volumetric data, and so on. Although we have mainly developed the theory in this thesis for a fixed arbitrary statistical order, it should also be noted that it is possible to exploit several orders and even several conjugation patterns simultaneously. Algorithms that employ such a mixture of orders may provide additional robustness or flexibility, for example. In summary, we have presented a method for performing MIBI that is very general and in theory is limited only by the errors in the estimation of the sensor cumulant functions.

8.2 Trade-offs

In the course of the developments in this thesis, we have shown that our theory naturally reveals which kind of trade-offs can be made, as well as how they can be made. In this section we summarize the various trade-offs qualitatively in terms of the quantities involved, such as the maximum number of identifiable mixing matrix columns or array response vectors (number of sources), minimum required number of sensors, exploited type(s) of temporal structure, exploited order(s) of temporal structure, employed conjugation pattern(s), number of samples required for reliable estimation of the involved statistics, required amount of temporal structure, required size of the Noise-Free ROS, the arrangement of the statistics in the subspace matrix.
To start with, we have shown that under the adopted assumptions the maximum number of identifiable mixing matrix columns is a function of the number of sensors and the employed conjugation pattern (which also specifies the order). From the functional dependence that we have found several general trade-offs follow immediately. Firstly, the larger the number of sensors for a given cumulant order is, the larger the number of identifiable columns, and vice versa. Likewise, the higher the cumulant order for a given number of sensors is, the larger the number of identifiable columns, and vice versa. Conversely, the larger the number of sources is, the larger the number of sensors and/or the higher the cumulant order need to be. In addition, for a given (maximum) number of sources there is a trade-off between the number of sensors on the one hand, and the cumulant order on the other hand. We have also seen that as a function of the employed conjugation pattern the maximum number of identifiable columns is maximal for even order statistics if exactly half of the cumulant function arguments are conjugated, and for odd order statistics if half minus or plus one of the cumulant function arguments are conjugated. Furthermore, depending on the number of sensors and the conjugation pattern, there are also some computational trade-offs. In general, the higher the cumulant order for a given number of sensors is, the more cumulant functions need to be estimated in order to exploit all information and possibilities. Hence, there exists a trade-off between the order, number of columns that can or need to be estimated, and the amount of cumulant values to be computed. Relating to this issue we remark that the derivation presented in the thesis is based on the exploitation of all unique sensor cumulant functions. However, a similar derivation can be given for the case in which only a specific subset of those functions is used. One consequence is that less columns can be identified. Another kind of trade-off concerns the structure of the mixing matrix versus the number of identifiable columns. The more structured or parameterized the mixing matrix is, the more columns or associated parameters can be estimated. For ISBSL problems care should be taken that the array configuration exploits the available degrees of freedom as much as possible and that it is not made too simple or structured because otherwise the maximum number of identifiable columns might be reduced unnecessarily. Hence, in order to maximize the number of identifiable source locations or Directions Of Arrival, array configurations that are too structured, such as Uniform Linear or Rectangular arrays, should be avoided. In fact, this comes down to a trade-off between computational and algorithmic simplicity on the one hand, and exploiting all information under the parameterization restrictions on the other hand.

It is well-known that the higher the cumulant order is, the more data samples are required for the reliable estimation of the cumulants. Hence, to be able to deal with a certain maximum number of columns/sources, from a practical viewpoint a compromise needs to be made between the number of sensors on the one hand and the employed cumulant order on the other hand. For example, if it is impossible or undesirable to gather many samples or if there are much outliers in the data, one might prefer using more sensors instead of increasing the cumulant order in order to cope with a certain number of sources. However, if the employed sensors are very expensive, it may be desirable to increase the cumulant order instead of using more sensors. Apart from the cumulant order and the statistical properties of the data, for a given number of sensors and cumulant order, the number of samples required for the reliable estimation of the sensor cumulants also depends on the number of sources. This is due to the fact that the (higher order) correlation between the sensor signals increases when the number of sources increases. Finally, the number of samples required for reliably estimating the statistics also depends on the temporal structure of the data. For example, if the temporal diversity of the source signals is large, which is the case when the auto-cumulant
functions or spectra are quite different/diverse, then usually less samples are required than for a small temporal diversity. In the first case, the source auto-cumulant matrix is well-conditioned, whereas in the second it is not. It should be noted that the more source signals are present and the more columns need to be identified, the more temporal structure needs to be present and exploited. Conversely, the more temporal structure is present in the source signals, the more columns can be identified. Those trade-offs follow readily from the linear independence assumption on the source auto-cumulant functions, which for example implies that the cardinality of the Noise-Free ROS at least needs to be as large as the number of sources. In general, the minimum required number of time, lag, or time-lag index tuples depends on the specific problem, in particular the number of sources and sensors, the temporal structure in the data, and the employed conjugation pattern.

We have shown that the way the sensor cumulant samples are arranged in a matrix is crucial and may be chosen in several manners. In the literature usually a well-known fixed arrangement is considered and little or no attention is paid to this issue. However, much insight and possibilities are revealed by considering several arrangements incorporating more or less temporal information. The choice/definition of the subspace matrix (statistics) reflects a trade-off in the amount of temporal structure that is exploited. In general, temporal structure can be exploited for several purposes, such as increasing robustness, coping with underdetermined scenarios, etcetera. In fact, our method for exploiting the temporal structure in the data to the full extent is at one end of a whole range or spectrum of methods, whereas the methods, such as MUSIC, exploiting only lag-zero cumulants are at the other end.

8.3 Future research

In this section we discuss several open issues and directions for future research. Firstly, in the course of this thesis we have identified several unsolved or incompletely solved mathematical problems. Among other things, these include the generalization of GEVD algorithms to MMGEVD algorithms, the development of general MMGEVD algorithms that can also handle rectangular matrices, robust approximate MMGEVD algorithms, robust joint approximate diagonalization algorithms for higher order tensors, robust higher order tensor decomposition algorithms, and robust solution methods for systems of multivariate polynomial/polyconjugal equations with approximated coefficients. In our view, solution methods for those problems are particularly relevant for many signal processing problems and also for other engineering areas; hence they need to be addressed. Secondly, the algorithms that we have presented in this work operate in batch mode. A useful extension would be make them work in an online or adaptive manner. This would also enable the tracking of slowly varying mixing systems. Thirdly, more insight into the statistical performance and robustness of the various algorithms, and comparison to currently available algorithms, are needed. In this respect, it is useful to examine how the number of samples required for good performance depends on the problem properties, such as the number of sensors and sources, statistical order, the type of temporal of the source signals, and so on. Also, we still need to investigate manners for reducing the computational complexity for several MIBI scenarios. Finally, because many practical problems can be described more adequately by more complex mixing models, such as convolutive or nonlinear models, the MIBI method presented in this work needs to be extended to those models.
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APPENDIX A

Notation and definitions

The notation used in this work has been set up in such a way that it allows a uniform description of the theory for any considered order of the temporal structure. It closely follows the conventions used in tensor calculus and uses both sub- and superscript indices, see [111], for example. According to these conventions, summations are typically performed over a pair of quantities one of which has a subscript index and the other a superscript index, e.g. $\sum_i v_i w^i$.

A quantity that has to be raised to some power is put between parentheses and the power is put in the superscript position, e.g. $v$ to the power $i$ is denoted by $(v)^i$. We sometimes only make an exception to this rule for the power of the natural exponent $e$ (i.e. the base of the natural logarithm). In connection with the use of sub- and superscript indices, a distinction is made between column vectors and row vectors.

A.1 Vectors, matrices and vector spaces

Column vectors are denoted by lower case boldface letters, e.g. $v$, and their elements are indexed by subscript indices, e.g. $v = [v_i]$. The vector space of real-valued (complex-valued) column vectors of length $M$ is denoted by $\mathbb{R}_M(\mathbb{C}_M)$. If the length of $v$ needs to be clear from its notation, we will write $v_M$. The standard basis of $\mathbb{R}_M$ is given by the set of column vectors $\{e^i\}_{1 \leq i \leq M}$, where $e^i$ is a column vector with all zeros except for a 1 at the $i$-th position. Thus a column vector $v \in \mathbb{R}_M(\mathbb{C}_M)$ can be decomposed as $v = \sum_{i=1}^M v_i e^i$. Note that the column vector containing the basis coefficients $\{v_i\}_{i=1}^M$ of a column vector $v$ with respect to the standard basis is exactly the same as the column vector itself. This does not hold for other bases.

Row vectors are denoted by lower case boldface letters with a tilde, e.g. $\tilde{v}$, and their elements are indexed by superscript indices, e.g. $\tilde{v} = [v_j]$. The vector space of real-valued (complex-valued) row vectors of length $N$ is denoted by $\mathbb{R}_N(\mathbb{C}_N)$. If the length of $\tilde{v}$ needs to be clear from its notation, we will write $\tilde{v}_N$. The standard basis of $\mathbb{R}_N$ is given by the set of row vectors $\{\tilde{e}_j\}_{1 \leq j \leq N}$, where $\tilde{e}_j$ is a row vector with all zeros except for a 1 at the $j$-th position. Thus a row vector $\tilde{v}$ can be written as $\tilde{v} = \sum_{j=1}^N v^j \tilde{e}_j$. Again, note that the row vector containing the basis coefficients $\{v^j\}_{1 \leq j \leq N}$ of a row vector $\tilde{v}$ with respect to the standard basis is exactly the same as the row vector itself. Again, this does not hold for other bases.

Matrices are denoted by upper case boldface letters, e.g. $V$. The elements of matrices are denoted by lower case letters with both sub- and superscript indices, e.g. $V = [v^i_j]$, where the subscript indices correspond to row indices and the superscript indices to column indices. The vector space of matrices of size $M$ by $N$, i.e. with $M$ rows and $N$ columns, containing real-valued (complex-valued) elements is denoted by $\mathbb{R}_M^N(\mathbb{C}_M^N)$. If the size of $V$ needs to be clear from its notation, we will write $V_M^N$. The $i$-th row of a matrix $V$ is denoted by $V_i$ and
the \( j \)-th column by \( \psi^j \). Usually, the dimensions of matrices and vectors are clear from the context, otherwise they are stated explicitly. The \( M \) by \( N \) zero matrix will be denoted by \( 0_{M,N} \).

In general, the notation in this work is arranged in such a way that quantities with subscripts are stacked on top of each other when constructing a matrix or vector, whereas quantities with superscripts are stacked beside each other. For example, this implies that the rows of a matrix \( V \) are denoted by \( \psi_1, \psi_2, \text{etc.} \), whereas its columns are denoted by \( \psi^1, \psi^2, \text{etc.} \). A big advantage of using both sub- and superscripts is that the type of the involved quantity follows immediately from the notation. For example, \( \psi_i \) is an element of a column vector (because the index ‘runs’ in the ‘row indexing direction’), whereas \( \psi^j \) is an element of a row vector (because the index ‘runs’ in the ‘column indexing direction’). Likewise, \( \psi_{ij} \) is a ‘row vector element’ of a matrix \( V \), whereas \( \psi^j_i \) is a ‘column vector element’, and so on.

The transpose, Hermitian (i.e. conjugate transpose) and pseudo-inverse of a matrix are denoted by \( V^T \), \( V^H \) and \( V^\dagger \) respectively. The inverse of a square matrix will be denoted by \( V^{-1} \). The Frobenius norm and trace \([72]\) of a matrix \( V \) are denoted by \( \|V\|_F \) and \( \text{tr}(V) \) respectively. Note that \( \|V\|_F^2 = \text{tr}(V^H V) = \sum_{i,j} |v_{ij}|^2 \). The function that constructs the ordered set \( \mathcal{D}_V \) containing the diagonal elements of \( V \) is denoted by \( \text{diag}(V) \), whereas \( \text{diag}(\mathcal{D}_V) \) denotes the function that constructs a square diagonal matrix from the elements of \( \mathcal{D}_V \). Thus, the notation \( \text{diag}(\cdot) \) has a double use and its function is determined by its argument. The function that constructs the matrix \( \text{diag}(\text{diag}(V)) \), i.e. the diagonal matrix built from the diagonal elements of \( V \), is denoted by \( \text{ddiag}(V) \). The notation \( \text{offd}(V) \) denotes the matrix \( V \) with zeroed diagonal elements, i.e. the off-diagonal part is extracted. Hence, apart from the zero diagonal elements \( \text{offd}(V) \) equals \( V \). Note that \( \text{offd}(V) = V - \text{ddiag}(V) \). The sum of squared absolute values of the off-diagonal elements of \( V \) is denoted by \( \text{off}(V) \), i.e. \( \text{off}(V) \triangleq \sum_{i \neq j} |v_{ij}|^2 \). The ‘operator’ \( \text{off}(V) \) is often used as a measure of diagonality of \( V \), and is also referred to as the Frobenius norm of the off-diagonal elements of \( V \). Note that \( \text{off}(V) = \|\text{offd}(V)\|_F \).

The linear span of a set of vectors \( V \) in a vector space is denoted by \( \mathcal{L}(V) \). E.g. suppose that \( V \triangleq \{v^1, \ldots, v^p\} \), then:

\[
\mathcal{L}(V) \triangleq \text{span}(v^1, \ldots, v^p) = \left\{ \sum_{j=1}^p \lambda_j v^j \mid \lambda_1, \ldots, \lambda_p \in \mathbb{R} \right\}.
\]  

(A.1.1)

### A.2 Tuples and sets

For uniformity and compactness of notation, some additional definitions concerning tuples and sets are made (see also next section). Let \( p \) and \( G \) be positive integers and define:

\begin{align*}
\bullet \ i_p \triangleq (i_1, \ldots, i_p) & \in \mathbb{Z}_p \quad (A.2.1) \\
\bullet \ (i)_p \triangleq (i, \ldots, i) & \in \mathbb{Z}_p \quad (A.2.2) \\
\bullet \ \psi_{i_p} \triangleq \prod_{m=1}^p v_{i_m} & = v_{i_1} \cdots v_{i_p} \quad (A.2.3) \\
\bullet \ \psi^{i_p} \triangleq \prod_{m=1}^p v^{i_m} & = v^{i_1} \cdots v^{i_p} \quad (A.2.4)
\end{align*}
\[ v_{i}^{j_{m}} = v_{i_{1}}^{j_{1}} \ldots v_{i_{p}}^{j_{p}} \] 

(A.2.5)

\[ v_{i}^{j_{m}} = v_{i_{1}}^{j_{1}} \ldots v_{i_{p}}^{j_{p}} \] 

(A.2.6)

\[ v_{i}^{j_{m}} = v_{i_{1}}^{j_{1}} \ldots v_{i_{p}}^{j_{p}} \] 

(A.2.7)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.8)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.9)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.10)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.11)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.12)

\[ v_{i}^{j_{m}} = (v)^{c_{1}} \ldots (v)^{c_{p}} \] 

(A.2.13)

\[ |I_{p}^{G} | = (G)^{p} \] 

(A.2.14)

\[ |I_{p}^{G} | = (G)^{p} \] 

(A.2.15)

\[ |I_{p}^{G} | = (G)^{p} \] 

(A.2.16)

\[ |I_{p}^{G} | = (G)^{p} \] 

(A.2.17)

\[ |I_{p}^{G} | = (G)^{p} - G \] 

(A.2.18)

\[ |I_{p}^{G} | = (G)^{p} - G \] 

(A.2.19)

where |\( V \)| denotes the cardinality of the set \( V \). An ordered tuple of integers like \( i_{p} \) will be used for three different purposes. Firstly, the indices in a tuple can be used as running variables in summations or products. Secondly, the indices in a tuple can be used as free indices. Finally, a tuple can contain discrete time indices, in which case it is used as a multi-dimensional argument to functions. Typically, the symbols \( i_{p} \) and \( j_{p} \) denote tuples used for the first two purposes, while the symbol \( n_{p} \) always denotes a tuple of discrete time indices. The tuple \( (i)_{p} \) is a shorthand notation for \( i_{p} \) when all indices are equal. The symbols \( \tilde{i}_{p}, \tilde{v}_{p} \) and \( \tilde{v}_{p}^{j_{m}} \) are merely shorthand notations for the products \( v_{i_{1}}^{j_{1}} \ldots v_{i_{p}}^{j_{p}} \) and \( v_{i_{1}}^{j_{1}} \ldots v_{i_{p}}^{j_{p}} \) respectively. Likewise, the symbols \( \tilde{v}_{p}^{j_{m}}, \tilde{v}_{p}^{j_{m}} \) and \( \tilde{v}_{p}^{j_{m}} \) are merely shorthand notations for the
products \((v_{i_1})^{c_1} \cdots (v_{i_p})^{c_p}\), \((v_{i_1})^{c_1} \cdots (v_{i_p})^{c_p}\) and \((v_{i_1})^{c_1} \cdots (v_{i_p})^{c_p}\) respectively, where \(c_p \triangleq (c_1, \ldots , c_p)\) is a so-called **conjugation tuple** that is defined in Section A.5 and each of the symbols \(c_1, \ldots , c_p\) can either be ‘+’ or ‘-’, meaning ‘conjugation’ and ‘no conjugation’ respectively.

Notations like \(I_{a,G}^p\), \(I_{b,G}^p\), \(I_{c,G}^p\), etc. denote specific sets of index tuples. Each letter in such a notation has a specific unambiguous meaning, which we will explain by means of an example, viz. the set \(I_{a,G}^p\) in (A.2.15) that is defined as \(I_{a,G}^p \triangleq \{(i_1, \ldots , i_p) \mid 1 \leq i_1 \leq \cdots \leq i_p \leq G\}\). The meanings of the different parts of the notation \(I_{a,G}^p\) are illustrated in Fig. A.1. The capitalized calligraphic letter \(I\) indicates that we are considering tuples with index letter \(i\), i.e. tuples of the form \((i_1, i_2, \ldots)\). The superscript index letter \(p\) indicates the length of the tuples in the set, i.e. the set only contains tuples of the form \(I_p = (i_1, \ldots , i_p)\); see (A.2.1). The second subscript letter \(G\) indicates that each index \(i_1, \ldots , i_p\) of \(I_p\), in principle can range from 1 to \(G\), i.e. \(1 \leq i_1, \ldots , i_p \leq G\). Finally, the first subscript index letter ‘a’ indicates the ‘type’ of the set that, in addition to the constraint \(1 \leq i_1, \ldots , i_p \leq G\), possibly specifies other constraints on the values of the indices. In this example, the subscript ‘a’ stands for ‘ascending’ because the set \(I_{a,G}^p\) contains only those tuples whose indices, in addition to the constraint \(1 \leq i_1, \ldots , i_p \leq G\), are ordered in ascending order; see (A.2.15) and the boxed text on page 412. Likewise, the subscript ‘t’ in \(I_{t,G}^p\) stands for ‘total’ because the set contains all tuples obtained by varying all indices in a tuple from 1 till \(G\), i.e. there are no further constraints; see (A.2.14). The subscript ‘d’ in \(I_{d,G}^p\) stands for ‘different’ because the set contains only those tuples whose indices are different; see (A.2.16). The subscript ‘e’ in \(I_{e,G}^p\) stands for ‘equal’ because the set contains only those tuples whose indices are equal; see (A.2.17). The subscript ‘c’ in \(I_{c,G}^p\) stands for ‘cross’ because the set contains only those tuples whose indices are unequal or ‘cross’; see (A.2.18). Finally, the subscript ‘o’ in \(I_{o,G}^p\) stands for ‘odd’ because the set contains only those tuples that have at least one index value that occurs an odd number of times; see (A.2.19). The advantage of this notation is that it makes it possible to compactly and uniformly specify sets of indices. Also note that whenever a set of indices is denoted by \(j_1, \ldots , j_k\) or a product by \(j_1 \cdots j_k\) it is meant that the subscripts run in ascending order from 1 to \(k\). As an example, consider a situation in which we need the set of all index pairs \((j_1, j_2)\) such that \(1 \leq j_1, j_2 \leq 3\) and \(j_1 \leq j_2\), i.e. the set \(\{(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)\}\) consisting of six different elements. Then, in our notation this set is denoted by \(J_{a,G}^2\), which is obtained by setting \(G = 3\), \(p = 2\) in (A.2.15) and using the capitalized letter \(J\). Note that the number of elements is given correctly by the second formula in (A.2.15): \(\binom{G+p-1}{p} = \binom{3+2-1}{2} = \binom{4}{2} = 6\).
A.3 Definitions and results from combinatorics

Combinatorics concerns the calculation of the number of ways in which certain patterns can be formed. Here we recall some basic definitions and results used in the thesis [15, 74, 134].

**Definition A.3.1. Set.** A set is a collection of objects in which order and multiplicity are irrelevant.

We denote sets by curly braces. For example, \{1, 2, 3\}, \{3, 2, 1\}, \{1, 2, 3\} and \{2, 1, 3, 3, 2, 3, 1\} are the same according to the set-definition, whereas \{1, 2, 3\} and \{1, 2, 4\} are different.

**Definition A.3.2. Multiset.** A multiset is a collection of objects in which order is irrelevant, but multiplicity is explicitly significant.

We denote multisets by angle brackets. For example, \(\langle 1, 2, 3, 3 \rangle\) equals: \(\{1, 1, 2, 3, 3\}\). The number of different permutations without repetition of a set with \(G\) different elements is denoted by \(P_G\) and equals:

\[
P_G = G \cdot (G - 1) \cdots (G - p + 1) = \frac{G!}{(G - p)!}.
\] (A.3.1)

For example, all 2-permutations without repetition of the set \(\{1, 2, 3, 4\}\) are given by the set of 2-tuples \(\{(1, 2), (1, 3), (1, 4), (2, 1), (2, 3), (2, 4), (3, 1), (3, 2), (3, 4), (4, 1), (4, 2), (4, 3)\}\) with cardinality \(P_{2,4} = \frac{4!}{(4-2)!} = 12\).

**Definition A.3.5. Permutation without repetition of a set \(G\) with \(G\) different objects, or simply permutation.** A permutation without repetition of the set \(G\) with \(G\) different objects is an arbitrary bijection of \(G\) onto itself. This is equivalent to saying that it is a \(G\)-permutation of \(G\). Hence, it is determined uniquely by a \(G\)-tuple constructed from different elements of \(G\). The number of different permutations without repetition of a set with \(G\) different elements is denoted by \(P_G\) and equals:

\[
P_G = P_{G,G} \stackrel{(A.3.1)}{=} G \cdot (G - 1) \cdots 1 = G!.
\] (A.3.2)
If the word ‘permutation’ is used on its own, i.e. without the qualification ‘without repetition’, this type of permutation is meant.

For example, all possible permutations of the set \{1, 2, 3\} are given by the set of 3-tuples \{(1,2,3), (1,3,2), (2,1,3), (2,3,1), (3,1,2), (3,2,1)\} with cardinality \(P_3 = 3! = 6\).

**Definition A.3.6.** *p*-permutation with repetition of a set \(G\) with \(G\) different objects. A *p*-permutation with repetition of the set \(G\) with \(G\) different objects is an arbitrary ordered selection of \(p\) elements from this set, where the elements may be selected repeatedly. Hence, it is determined uniquely by a *p*-tuple constructed from the elements of \(G\), where the elements may be selected repeatedly. The number of different *p*-permutations with repetition of a set with \(G\) different elements is denoted by \(P^p_{G,p}\) and equals:

\[
P^p_{G,p} = (G)^p.\tag{A.3.3}
\]

For example, all 2-permutations of the elements of \{1, 2, 3\} are given by the set of 2-tuples \{(1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), (3,2), (3,3)\} with cardinality \(P^2_{1,3} = (3)^2 = 9\).

**Definition A.3.7.** *p*-combination without repetition of a set \(G\) with \(G\) different objects. A *p*-combination without repetition of the set \(G\) with \(G\) different objects and \(G \geq p\) is an arbitrary unordered selection of \(p\) different elements from this set. In other words, a *p*-combination without repetition of the set \(G\) is an arbitrary *p*-subset of \(G\). The number of different *p*-combinations without repetition of a set with \(G\) different elements is denoted by \(C^p_{G,p}\) and equals the binomial coefficient:

\[
C^p_{G,p} = \frac{G!}{p!(G-p)!} = \binom{G}{p}, \tag{A.3.4}
\]

which is commonly termed \(G\) *choose* \(p\).

For example, all 2-combinations without repetition of the set \{1, 2, 3, 4\} are given by the set of 2-sets \{\{1,2\}, \{1,3\}, \{1,4\}, \{2,3\}, \{2,4\}, \{3,4\}\} with cardinality \(C^2_{2,4} = \frac{4!}{2!(4-2)!} = 6\).

**Definition A.3.8.** *p*-combination with repetition of a set \(G\) with \(G\) different objects. A *p*-combination with repetition of the set \(G\) with \(G\) different objects is an arbitrary unordered selection of \(p\) elements from this set, where the elements may be selected repeatedly. In other words, a *p*-combination with repetition of the set \(G\) is an arbitrary *p*-multiset of \(G\). The number of different *p*-combinations with repetition of a set with \(G\) different elements, i.e. the number of *p*-multisets of \(G\), is denoted by \(M_{p,G}\) and equals the so-called multiset coefficient:

\[
M_{p,G} \triangleq \binom{G}{p} = \binom{p+G-1}{p} = \frac{(p+G-1)!}{p!(G-1)!} = \binom{p+G-1}{G-1}, \tag{A.3.5}
\]

which is sometimes termed \(G\) *multichoose* \(p\). See Table A.1 on the next page for values of \(M_{p,G}\) for several combinations of \(p\) and \(G\). A proof of (A.3.5) is given further in this section.

For example, all 2-combinations with repetition of the set \{1, 2, 3, 4\} are given by the set of 2-multisets \{\{1,1\}, \{1,2\}, \{1,3\}, \{1,4\}, \{2,2\}, \{2,3\}, \{2,4\}, \{3,3\}, \{3,4\}, \{4,4\}\} with cardinality \(M_{2,4} = \frac{(2+4-1)!}{2!(4-1)!} = 10\). Since order is irrelevant in multisets, this set is the same as e.g. \{\{1,1\}, \{1,2\}, \{1,3\}, \{1,4\}, \{2,2\}, \{2,3\}, \{2,4\}, \{3,1\}, \{3,2\}, \{3,3\}, \{3,4\}, \{4,1\}, \{4,2\}, \{4,3\}, \{4,4\}\}, which also has cardinality 10 because it has only 10 different elements according to the definition of multisets (for example, elements like \{1,2\} and \{2,1\} belong to the same equivalence class).
Table A.1: Multiset coefficients $M_{p,G} = \binom{G}{p} = \binom{p+G-1}{p} = \binom{p+G-1}{G-1}$.

<table>
<thead>
<tr>
<th>$p\backslash G$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>15</td>
<td>35</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>21</td>
<td>56</td>
<td>126</td>
</tr>
</tbody>
</table>

Because sets consisting of all possible $p$-multisets of some set $G$ are very important in this thesis (see also further in this section), we will examine them in more detail by proving (A.3.5). Consider a set $G \triangleq \{g_1, \ldots, g_G\}$ with cardinality $G \triangleq |G|$, from which we are to construct and count the number of all possible $p$-multisets, i.e. all $p$-combinations with repetition. To start with, consider a specific $p$-multiset containing $m_1$ times element $g_1$, $m_2$ times element $g_2$, etcetera, i.e. $m_i$ is the multiplicity of element $g_i$. Note that $m_1 + m_2 + \cdots + m_G = p$. This multiset can be represented uniquely by the following set:

$$\left\{ \binom{\{g_1, \ldots, g_G\}}{m_1}, \binom{\{g_2, \ldots, g_G\}}{m_2}, \ldots, \binom{\{g_G\}}{m_G} \right\}.$$  \hspace{1cm} (A.3.6)

In turn this set can be uniquely represented by an ordered sequence of $p$ arbitrary symbols denoting the elements of the set, e.g. bullets, and $G - 1$ other arbitrary symbols denoting the ‘transition to the next element’, e.g. vertical bars, as follows:

$$\underbrace{\bullet \cdots \bullet | \bullet \cdots \bullet | \cdots | \bullet \cdots \bullet}.$$  \hspace{1cm} (A.3.7)

The number of bullets $m_1$ to the left of the first bar represents the number of repetitions (multiplicity) of $g_1$, the number of bullets $m_2$ between the first and second bars represents the number of repetitions of $g_2$, and so on. Finally, the number of bullets $m_G$ to the right of the last bar represents the number of repetitions of $g_G$. The total number of bullets equals $m_1 + m_2 + \cdots + m_G = p$. Since there are $G$ different elements in $G$, the number of separating bars equals $G - 1$. Hence, the total number of symbols in (A.3.7) including both bullets and bars equals $p + (G - 1) = p + G - 1$. Thus, we can conclude that the number of $p$-multisets of the set $G$ equals the number of ways to arrange the $G - 1$ bars among the $p + G - 1$ symbols in (A.3.7), which equals the number of subsets of size $G - 1$ in a set of size $p + G - 1$ given by (A.3.4) as the binomial coefficient $p + G - 1$ choose $G - 1$. Equivalently, it is the number of ways to arrange the $p$ bullets among the $p + G - 1$ symbols, which is the number of subsets of size $p$ of a set of size $p + G - 1$ given by (A.3.4) as the binomial coefficient $p + G - 1$ choose $p$. In conclusion, the number of $p$-multisets of a set $G$ with cardinality $G$ is the same as the number of $p$-subsets of a set of size $p + G - 1$. This conclusion is expressed in various forms in (A.3.5).

A unique representation of a set containing all different $p$-multisets of some set $G$ with cardinality $G$ can be defined for example by the set containing exactly one element from each
Definition A.3.9. Permutation without repetition of a p-multiset with cardinality \( G \) is defined as an arbitrary bijective function from this set onto itself. The set of all different permutation functions of order \( G \) is denoted by \( \Sigma_G \) and contains \( G! \) elements.

\[
\frac{m_1! \cdots m_G!}{m_1! \cdots m_G!} = \frac{(m_1 + \cdots + m_G)!}{m_1! \cdots m_G!} \triangleq \left( \begin{array}{c} p \\ m_1, \ldots, m_G \end{array} \right) = \left( \begin{array}{c} m_1 + \cdots + m_G \\ m_1, \ldots, m_G \end{array} \right).
\]

Hence, \( P_{m_1, \ldots, m_G} \) is simply the number of different permutations that can be formed from the elements of the multiset in (A.3.6). In other words, \( P_{m_1, \ldots, m_G} \) is the number of distinct permutations in a multiset of \( G \) distinct elements of multiplicity \( m \) with \( 1 \leq i \leq G \). For example, let \( G = \{1, 2, 3\} \) and consider the 4-multiset \( \{1, 2, 3, 3\} \) of \( G \) where the multiplicities of the elements 1, 2, and 3 are given by \( m_1 = 1, m_2 = 1 \) and \( m_3 = 2 \) respectively. Then all distinct permutations without repetition of this multiset are given by the set of 4-tuples \( \{(1, 2, 3, 3), (1, 3, 2, 1), (1, 3, 3, 2), (1, 3, 2, 3), (2, 1, 3, 3), (2, 3, 1, 3), (3, 1, 2, 3), (3, 1, 3, 2), (3, 2, 1, 3), (3, 2, 3, 1), (3, 3, 1, 2), (3, 3, 2, 1)\} \) with cardinality \( P_{1, 1, 2} = \frac{(1+1+2)!}{1!1!2!} = 12 \).

Finally, we introduce some notation regarding permutation functions that is used in the thesis. In fact, we have already defined the permutation function in Definition A.3.5. Here we define it more explicitly as a function.

Definition A.3.10. Permutation function on a set \( G \) with cardinality \( G \) is defined as an arbitrary bijective function from this set onto itself. The set of all different permutation functions of order \( G \) is denoted by \( \Sigma_G \) and contains \( G! \) elements.
A.4 Kronecker delta functions

As usual, a Kronecker delta function \([115]\) is used to denote a function whose value equals one if and only if all or several of its arguments are equal, and zero otherwise. Depending on the position of the arguments (indices in our case), it can take several forms, each of which can easily be generalized, e.g.:

- \(\delta_{ij}\) equals 1 iff \(i = j\) and 0 elsewhere;
- \(\delta_{i_1i_2\ldots i_p}\) equals 1 iff \(i_1 = i_2 = \cdots = i_p\) and 0 elsewhere;
- \(\delta^{ij}\) equals 1 iff \(i = j\) and 0 elsewhere;
- \(\delta^{i_1i_2\ldots i_p}\) is 1 iff \(i_1 = i_2 = \cdots = i_p\) and 0 elsewhere;
- \(\delta_i\) equals 1 iff \(i = j\) and 0 elsewhere;
- \(\delta^{i_1i_2\ldots i_p}\) equals 1 iff \(i_1 = j_1, i_2 = j_2, \ldots, i_p = j_p\) and 0 elsewhere;
- \(\delta_{[m,n]}\) equals 1 iff \(m = n\) and 0 elsewhere;
- \(\delta_{[n_1,n_2,\ldots,n_p]}\) equals 1 iff \(n_1 = n_2 = \cdots = n_p\) and 0 elsewhere.

It will always be clear which indices have to be equal.

A.5 Conjugation patterns and notation by tuples

The imaginary unit is denoted by \(j\) and complex conjugation by \((\cdot)^\ast\). On several occasions, it will turn out to be useful to explicitly denote conjugation or no conjugation by a symbol. The symbol \(c\) (which may be indexed) is used for this purpose. Its value can either be \(\ast\) or \(\circ\), which means conjugation, or ‘\(\circ\)’, which means no conjugation. When \(c = \ast\), the notation \((v)^c = (v)^\ast\) means that the variable \(v\) is conjugated. Similarly, when \(c = \circ\), the notation \((v)^c = (v)^\circ\) means that the variable \(v\) is not conjugated, i.e. \((v)^\circ = v\). A length-\(p\) conjugation tuple \(c_p\) is defined as follows:

\[
c_p \triangleq (c_1,\ldots,c_p) \quad \text{with} \quad c_1,\ldots,c_p \in \{\circ,\ast\},
\]

(A.5.1)
i.e. each of the symbols \(c_1,\ldots,c_p\) can either be \(\ast\) or \(\circ\). A length-\(p\) conjugation tuple acts upon a set of \(p\) variables in such a way that the \(j\)-th conjugation symbol \(c_j\) acts upon the \(j\)-th variable for all \(1 \leq j \leq p\). For example, if \(c_p\) acts upon the set \(\{v_{i_1},\ldots,v_{i_p}\}\), the result is the set \(\{(v_{i_1})^{c_1},\ldots,(v_{i_p})^{c_p}\}\). When a certain operation is performed on a set of variables which are to be conjugated according to a certain conjugation tuple, this tuple is written in the right-most position of the upper-right corner of the symbol denoting the operation, separated from a possible index tuple by a comma. For example, the product \((v_{i_1})^{c_1}\cdots(v_{i_p})^{c_p}\)' is denoted by \(v_{i_p}^{c_p}\). Likewise, the products \((v^{(j)})^{c_1}\cdots(v^{(p)})^{c_p}\) and \((v_{i_1}^{(1)})^{c_1}\cdots(v_{i_p}^{(p)})^{c_p}\)' are denoted by \(\delta^{j_1\cdots j_p}c_p\) and \(\delta^{i_1\cdots i_p}c_p\) respectively. Since a dedicated symbol \(c_p\) is used to denote a conjugation tuple, it cannot be confused with an index tuple in a symbol like \(v_{i_p}^{c_p}\) for example. The set of all possible length-\(p\) conjugation tuples is defined as follows:

\[
\mathcal{C}_p \triangleq \{c_p \mid c_1,\ldots,c_p \in \{\circ,\ast\}\} \quad \text{with} \quad |\mathcal{C}_p| = (2)^p.
\]

(A.5.2)
The complement \( \tilde{c}_p \triangleq (\bar{c}_1, \ldots, \bar{c}_p) \) of a conjugation tuple \( c_p \triangleq (c_1, \ldots, c_p) \) is obtained by replacing conjugations by ‘no conjugations’ and vice versa:

\[
\tilde{c}_p \triangleq (\bar{c}_1, \ldots, \bar{c}_p), \quad \text{where} \quad \bar{\circ} = * \quad \text{and} \quad \bar{\bullet} = \circ.
\]  

(A.5.3)

For example, \( (i_1^2 \cdot i_2^2 \cdot i_3^3)^* = \bar{e}_3^{i_3 \cdot \bar{e}_2^{i_2 \cdot \bar{e}_1^{i_1}}} \). Note that both \( c_p \) and \( \bar{c}_p \) contain \( 2^p \) different length-\( p \) conjugation tuples because each element can have two different values.

## A.6 Signals, cumulant and moment functions, conjugation of arguments

Functions or signals with continuous arguments have their variable(s) between parentheses. For example, \( v(t) \) represents a signal column vector containing signal values at continuous time \( t \) and \( v_i(t) \) denotes its \( i \)-th component. Discrete-time functions or signals have their time index (indices) between square brackets. For example, \( v[n] \) represents a signal column vector containing signal values at discrete time \( n \) and \( v_i[n] \) denotes its \( i \)-th component. The operator that gives the expected value of a random variable is denoted by \( E \{ \cdot \} \). The MIBI problem considered in this thesis is tackled by exploiting the temporal structure in the data of some arbitrary order \( l \) by using \( l \)-th order cumulant and moment functions. Therefore, cumulants and moments play a key role in this work.

In order to understand the theory developed in this thesis, it is necessary that the reader is familiar with the theory of moments and cumulants. Detailed explanations can be found in many books and articles, see [111] and [112], for example. See also Appendix B for a survey. Now, we introduce our notation for cumulant and moment functions. Given a length-\( G \) time dependent random vector \( v[n] \), the \( l \)-th order signal cumulant function \( \kappa^v_{i_1} [n] \) and moment function \( r^v_{i_1} [n] \) of a subset \( \{v_{i_1}[n_1], \ldots, v_{i_l}[n_l]\} \) of \( l \) components indexed by \( i_1, \ldots, i_l \) at possibly different times \( n_1, \ldots, n_l \) are defined by:

\[
\kappa^v_{i_1} [n] \triangleq \text{cum} \left( v_{i_1}[n_1], \ldots, v_{i_l}[n_l] \right) \quad \forall i_1 \in T^l_{1,G}, \quad \forall n_l \in \mathbb{Z}_l
\]  

(A.6.1)

and:

\[
r^v_{i_1} [n] \triangleq \text{mom} \left( v_{i_1}[n_1], \ldots, v_{i_l}[n_l] \right) \quad \forall i_1 \in T^l_{1,G}, \quad \forall n_l \in \mathbb{Z}_l,
\]  

(A.6.2)

respectively, where \( \text{cum}(\cdot, \ldots, \cdot) \) and \( \text{mom}(\cdot, \ldots, \cdot) \) denote the multi-argument cumulant and moment functions (see Appendix B). Actually, the arguments of these functions can be conjugated in \( 2^l \) different ways. The most suitable conjugation tuple for a particular application depends on the type of the involved signals. See Section B.3 for a justification of this statement. In the sequel, it will be assumed that a specific length-\( l \) conjugation tuple \( c_l = (c_1, \ldots, c_l) \) has been chosen. As explained above, this tuple is written in the upper-right corner of the considered symbol or function (right after a possibly present index tuple). For example, when the arguments \( v_{i_1}[n_1], \ldots, v_{i_l}[n_l] \) of the function \( \text{cum}(\cdot, \ldots, \cdot) \) in the definition of the signal cumulant function \( \kappa^v_{i_1} [n] \) are conjugated according to \( (c_1, \ldots, c_l) \), the resulting function is denoted by \( \kappa^{v,c_l}_{i_1} [n] \) and written as:

\[
\kappa^{v,c_l}_{i_1} [n] \triangleq \text{cum} \left( \left( v_{i_1}[n_1] \right)^{c_1}, \ldots, \left( v_{i_l}[n_l] \right)^{c_l} \right) \quad \forall i_1 \in T^l_{1,G}, \quad \forall n_l \in \mathbb{Z}_l, \quad \forall c_l \in C_l,
\]  

(A.6.3)

where \( C_l \) is the set of all possible length-\( l \) conjugation tuples, i.e.:

\[
C_l \triangleq \{ c_l \mid c_1, \ldots, c_l \in \{\circ, *\} \} \quad \text{with} \quad |C_l| = (2^l)!
\]
A.6 Signals, cumulant and moment functions, conjugation of arguments

Examples

In general, the two-dimensional (cross-)correlation or (cross-)moment function of the $i_1$-th and $i_2$-th components of a length-$G$ time dependent random vector $v[n]$ at two possibly different time indices $n_1$ and $n_2$ respectively, i.e. $v_{i_1}[n_1]$ and $v_{i_2}[n_2]$, is denoted by $r_{i_1i_2}^{v}[n_1,n_2]$ and defined as follows:

$$r_{i_1i_2}^{v}[n_1,n_2] \triangleq \text{mom}(v_{i_1}[n_1], v_{i_2}[n_2]) = E\{v_{i_1}[n_1]v_{i_2}[n_2]\}$$

$$\forall 1 \leq i_1, i_2 \leq G, \forall n_1, n_2 \in \mathbb{Z},$$

(A.6.4)

where $\text{mom}(\cdot, \cdot)$ denotes the two-argument moment function discussed in Section B.2.6.2 (see B.2.28). Likewise, the two-dimensional (cross-)correlation or (cross-)moment function of the $i$-th component of a length-$G$ time dependent random vector $v[n]$ at time (index) $n$, i.e. $v_i[n]$, and the $j$-th component of another length-$P$ random vector $w[m]$ at time $m$, i.e. $w_j[m]$, is denoted by $r_{ij}^{w}[n,m]$ and defined as follows:

$$r_{ij}^{w}[n,m] \triangleq \text{mom}(v_i[n], w_j[m]) = E\{v_i[n]w_j[m]\}$$

$$\forall 1 \leq i \leq G, 1 \leq j \leq P, \forall n, m \in \mathbb{Z}.$$  

(A.6.5)

As we have explained above, since the arguments of the moment function $\text{mom}(\cdot, \cdot)$ can be conjugated in different ways, the signal correlation function can also be defined in different ways. For the two-argument case a conjugation tuple is also called conjugation pair. For example, if the arguments $v_{i_1}[n_1]$ and $v_{i_2}[n_2]$ of the function $\text{mom}(\cdot, \cdot)$ in definition (A.6.4) of the moment function $r_{i_1i_2}^{v}[n_1,n_2]$ are conjugated according to $(c_1, c_2)$, the resulting function is denoted by $r_{i_1i_2}^{\nu,c_1, c_2}[n_1,n_2]$ and written as:

$$r_{i_1i_2}^{\nu,c_1, c_2}[n_1,n_2] \triangleq \text{mom}\left((v_{i_1}[n_1])^{c_1}, (v_{i_2}[n_2])^{c_2}\right) = E\{(v_{i_1}[n_1])^{c_1}(v_{i_2}[n_2])^{c_2}\}$$

$$\forall 1 \leq i_1, i_2 \leq G, \forall n_1, n_2 \in \mathbb{Z}, \forall (c_1, c_2) \in \mathbb{C}_2,$$

(A.6.6)

where the set $\mathbb{C}_2$ of all possible conjugation pairs is defined in (A.5.2). For example, using the conjugation pair $(c_1, c_2) = (\cdot, \ast)$ that is commonly used when employing second order statistics for complex-valued data, definition (A.6.6) becomes:

$$r_{i_1i_2}^{\nu,\ast,c_2}[n_1,n_2] \triangleq \text{mom}\left((v_{i_1}[n_1])^{\circ}, (v_{i_2}[n_2])^{\ast}\right) = E\{(v_{i_1}[n_1])^{\circ}(v_{i_2}[n_2])^{\ast}\}$$

$$\forall 1 \leq i_1, i_2 \leq G, \forall n_1, n_2 \in \mathbb{Z},$$

(A.6.7)

Similarly, if the arguments $v_i[n]$ and $w_j[m]$ of the function $\text{mom}(\cdot, \cdot)$ in definition (A.6.5) of the moment function $r_{ij}^{w}[n,m]$ are conjugated according to $(c_1, c_2)$, the resulting function is denoted by $r_{ij}^{\nu,c_1, c_2}[n,m]$ and written as:

$$r_{ij}^{\nu,c_1, c_2}[n,m] \triangleq \text{mom}\left((v_i[n])^{c_1}, (w_j[m])^{c_2}\right) = E\{(v_i[n])^{c_1}(w_j[m])^{c_2}\}$$

$$\forall 1 \leq i_1, i_2 \leq G, \forall n, m \in \mathbb{Z}, \forall (c_1, c_2) \in \mathbb{C}_2.$$  

(A.6.8)
Notation and definitions

A.7 Hadamard product

The Hadamard product $A \odot B$ of two matrices $A$ and $B$ with the same size $M \times N$ is the matrix of size $M \times N$ defined by their element-wise product:

$$A \odot B \triangleq \begin{bmatrix}
a_{11}^1 b_{11} & a_{11}^2 b_{11}^2 & \cdots & a_{11}^N b_{11}^N \\
a_{21}^1 b_{21} & a_{21}^2 b_{21}^2 & \cdots & a_{21}^N b_{21}^N \\
\vdots & \vdots & \ddots & \vdots \\
\hat a_{M1}^1 b_{M1} & \hat a_{M1}^2 b_{M1}^2 & \cdots & \hat a_{M1}^N b_{M1}^N
\end{bmatrix}. \tag{A.7.1}$$

It satisfies the following properties (assuming that all involved matrices have the proper sizes for the involved operations):

1. \( HP1: \) $A \odot (B \odot C) = (A \odot B) \odot C \triangleq A \odot B \odot C$
2. \( HP2: \) $(A + B) \odot C = (A \odot C) + (B \odot C)$
3. \( HP3: \) $A \odot (B + C) = (A \odot B) + (A \odot C)$
4. \( HP4: \) $(A \odot B)^H = A^H \odot B^H$.
5. \( HP5: \) $A \odot B = B \odot A$
6. \( HP6: \) $A \geq 0, B \geq 0 \implies A \odot B \geq 0$.

where $V \geq 0$ means that the matrix $V$ is positive semi-definite. Furthermore, for $a, b \in \mathbb{R}_M(C_M)$ and $\tilde{c}, \tilde{d} \in \mathbb{R}_N(C_N)$:

1. \( HP7: \) $(a \odot b)(\tilde{c} \odot \tilde{d}) = (a \tilde{c}) \odot (b \tilde{d})$.

For convenience, we also define the $p$-th order Hadamard product $A_\odot^p$ of a matrix $A$ with size $M \times N$ as the following matrix of size $M \times N$:

$$A_\odot^p \triangleq \underbrace{A \odot \cdots \odot A}_{p \text{ terms}} = A \odot A_{\odot}^{p-1} \tag{A.7.2}$$

with $A_{\odot}^1 = A$. From $A$ we also define the $p$-th order Hadamard product with conjugation tuple $c_p \triangleq (c_1, \ldots, c_p)$, which is denoted by $A_{\odot}^{c_p}$ and defined as:

$$A_{\odot}^{c_p} \triangleq (A)^{c_1} \odot \cdots \odot (A)^{c_p}, \tag{A.7.3}$$

where each of the symbols $c_1, \ldots, c_p$ can either be ‘*’ or ‘◦’, meaning ‘conjugation’ and ‘no conjugation’ respectively (see Section A.5).

A.8 Kronecker product

The Kronecker product $A \otimes B$ of two matrices $A$ and $B$ with sizes $M \times N$ and $P \times Q$ respectively is the matrix of size $MP \times NQ$ defined by [13, 21, 73, 115]:

$$A \otimes B \triangleq \begin{bmatrix}
a_{11}^1 B & a_{11}^2 B & \cdots & a_{11}^N B \\
a_{21}^1 B & a_{21}^2 B & \cdots & a_{21}^N B \\
\vdots & \vdots & \ddots & \vdots \\
\hat a_{M1}^1 B & \hat a_{M1}^2 B & \cdots & \hat a_{M1}^N B
\end{bmatrix}. \tag{A.8.1}$$

It satisfies the following properties (assuming that all involved matrices have the proper sizes for the involved operations):
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\[ KP1: \quad \mathbf{A} \otimes (\mathbf{B} \otimes \mathbf{C}) = (\mathbf{A} \otimes \mathbf{B}) \otimes \mathbf{C} \]
\[ KP2: \quad (\mathbf{A} + \mathbf{B}) \otimes \mathbf{C} = (\mathbf{A} \otimes \mathbf{C}) + (\mathbf{B} \otimes \mathbf{C}) \]
\[ KP3: \quad \mathbf{A} \otimes (\mathbf{B} + \mathbf{C}) = (\mathbf{A} \otimes \mathbf{B}) + (\mathbf{A} \otimes \mathbf{C}) \]
\[ KP4: \quad (\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D}) = (\mathbf{A} \otimes \mathbf{C}) \otimes (\mathbf{B} \otimes \mathbf{D}) \]
\[ KP5: \quad (\mathbf{A}_1 \otimes \mathbf{B}_1)(\mathbf{A}_2 \otimes \mathbf{B}_2) \cdots (\mathbf{A}_p \otimes \mathbf{B}_p) = (\mathbf{A}_1 \mathbf{A}_2 \cdots \mathbf{A}_p) \otimes (\mathbf{B}_1 \mathbf{B}_2 \cdots \mathbf{B}_p) \]
\[ KP6: \quad (\mathbf{A} \otimes \mathbf{B})^H = \mathbf{A}^H \otimes \mathbf{B}^H. \]

Furthermore, for \( \mathbf{A} \in \mathbb{R}^M(\mathbb{C}^M) \) and \( \mathbf{B} \in \mathbb{R}^N(\mathbb{C}^N) \):

\[ KP7: \quad (\mathbf{A} \otimes \mathbf{B})^{-1} = \mathbf{A}^{-1} \otimes \mathbf{B}^{-1} \]
\[ KP8: \quad \text{tr}(\mathbf{A} \otimes \mathbf{B}) = \text{tr}(\mathbf{A}) \text{tr}(\mathbf{B}) \]
\[ KP9: \quad \det(\mathbf{A} \otimes \mathbf{B}) = (\det(\mathbf{A}))^M(\det(\mathbf{B}))^N \]
\[ KP10: \quad \text{rank}(\mathbf{A} \otimes \mathbf{B}) = \text{rank}(\mathbf{A}) \text{rank}(\mathbf{B}). \]

For convenience, we also define the \emph{p-th order Kronecker product (power)} \( \mathbf{A}^p \) of a matrix \( \mathbf{A} \) with size \( M \times N \) as the following matrix of size \( (M)^p \times (N)^p \):

\[ \mathbf{A}^p \triangleq \underbrace{\mathbf{A} \otimes \cdots \otimes \mathbf{A}}_{p \text{ terms}} = \mathbf{A} \otimes \mathbf{A}^{p-1} \]

(A.8.2)

with \( \mathbf{A}^1 = \mathbf{A} \). From \( \mathbf{A} \) we also define the \emph{p-th order Kronecker product with conjugation tuple} \( \mathbf{c}_p \triangleq (c_1, \ldots, c_p) \), which is denoted by \( \mathbf{A}^p_{\mathbf{c}_p} \) and defined as:

\[ \mathbf{A}^p_{\mathbf{c}_p} \triangleq (\mathbf{A})^{c_1} \otimes \cdots \otimes (\mathbf{A})^{c_p}. \]

(A.8.3)

A.9 Khatri-Rao product

The \emph{Khatri-Rao product} \( \mathbf{A} \circ \mathbf{B} \) of two matrices \( \mathbf{A} \) and \( \mathbf{B} \) with sizes \( M \times N \) and \( P \times N \) respectively is the matrix of size \( MP \times N \) defined as the column-wise Kronecker product of \( \mathbf{A} \) and \( \mathbf{B} \) [21, 95, 141], i.e.

\[ \mathbf{A} \circ \mathbf{B} \triangleq \begin{bmatrix} a_1^1 b_1^1 & \cdots & a_N^1 b_1^N \\ a_1^2 b_1^2 & \cdots & a_N^2 b_1^N \\ \vdots & \ddots & \vdots \\ a_1^p b_1^1 & \cdots & a_N^p b_1^N \end{bmatrix}. \]

(A.9.1)

It satisfies the following properties (assuming that all involved matrices have the proper sizes for the involved operations):

\[ KRP1: \quad \mathbf{A} \circ (\mathbf{B} \circ \mathbf{C}) = (\mathbf{A} \circ \mathbf{B}) \circ \mathbf{C} \]
\[ KRP2: \quad (\mathbf{A} + \mathbf{B}) \circ \mathbf{C} = (\mathbf{A} \circ \mathbf{C}) + (\mathbf{B} \circ \mathbf{C}) \]
\[ KRP3: \quad \mathbf{A} \circ (\mathbf{B} + \mathbf{C}) = (\mathbf{A} \circ \mathbf{B}) + (\mathbf{A} \circ \mathbf{C}) \]
\[ KRP4: \quad (\mathbf{A} \circ \mathbf{B})^H(\mathbf{C} \circ \mathbf{D}) = (\mathbf{A}^H \mathbf{C}) \circ (\mathbf{B}^H \mathbf{D}) \]
\[ KRP5: \quad (\mathbf{A} \circ \mathbf{B})(\mathbf{C} \circ \mathbf{D}) = (\mathbf{A} \mathbf{C}) \circ (\mathbf{B} \mathbf{D}). \]
\[ KRP6: \quad (\mathbf{A} \circ \mathbf{B})^H = \mathbf{A}^H \circ \mathbf{B}^H \]
For convenience, we also define the \( p \)-th order Khatri-Rao product (power) \( A^p \) of a matrix \( A \) with size \( M \times N \) as the following matrix of size \( (M)^p \times N \):

\[
A^p = A \odot \cdots \odot A = A \odot A^{p-1}
\]

with \( A^1 = A \). From \( A \) we also define the \( p \)-th order Khatri-Rao product with conjugation tuple \( c_p \triangleq (c_1, \ldots, c_p) \), which is denoted by \( A^{c_p} \) and defined as:

\[
A^{c_p} \triangleq (A^{c_1}) \odot \cdots \odot (A^{c_p}).
\]

Note that this latter product is equal to the following expression:

\[
A^{c_p} \triangleq \left(\begin{array}{c}
(a_1)^{c_1} \otimes \cdots \otimes (a_1)^{c_p} \\
\vdots \\
(a_N)^{c_1} \otimes \cdots \otimes (a_N)^{c_p}
\end{array}\right).
\]

A.10 Inner products

In this section we define two essentially different inner product functions, viz. one between vectors and one between matrices. We only give complex-valued versions because the corresponding real-valued versions can easily be obtained by omitting conjugations. Let \( \mathbf{v}, \mathbf{w} \in \mathbb{C}^P \) be two vectors in a complex inner product space. Then, the inner product is a function from \( \mathbb{C}^P \times \mathbb{C}^P \) to \( \mathbb{C} \) defined by:

\[
\langle \mathbf{v}, \mathbf{w} \rangle \triangleq \sum_{p=1}^{P} v_p w_p^*.
\]

Since the difference between a column vector and a row vector essentially is only a notational difference, we can also compute inner products between them as long as they have the same size. For example, let \( \tilde{\mathbf{v}} \in \mathbb{R}^P, \mathbf{w} \in \mathbb{C}^P \) be two vectors in a complex inner product space. Then, the inner product is a function from \( \mathbb{C}^P \times \mathbb{C}^P \) to \( \mathbb{C} \) defined by:

\[
\langle \tilde{\mathbf{v}}, \mathbf{w} \rangle \triangleq \sum_{p=1}^{P} \tilde{v}_p (w_p)^*.
\]

and so on; see also Section D.2. In signal processing, the following definition of an inner product function between two dimensionally consistent matrices \( \mathbf{V} \) and \( \mathbf{W} \) belonging to an inner product space of complex-valued matrices is commonly employed:

\[
\langle \mathbf{V}, \mathbf{W} \rangle \triangleq \text{tr}(\mathbf{V} \mathbf{W}^H).
\]
APPENDIX B

Statistical prerequisites

In this appendix, a review is given of the definitions and concepts of statistics, probability theory, and stochastic processes, that are relevant for this thesis. Firstly, the concepts related to a single real-valued random variable are discussed, followed by those of a real-valued random vector. Then, the extension of the concepts to real-valued stochastic processes is presented and finally some comments regarding the extension to complex-valued random variables and processes are made. We assume that the reader is familiar with the basics of statistics and probability theory, so that (axiomatic) definitions of probability, probability spaces, events, random variables, probability density functions, stochastic processes, etcetera, are known. In this appendix we only discuss continuous-valued random variables. The material for this appendix has been compiled from several sources, mainly [80, 111, 112, 122, 154].

B.1 Characterizations of real-valued random variables

A continuous random variable can be characterized in several ways. Common descriptions employ the concept of a cumulative distribution function (cdf) and/or a probability density function (pdf). These functions characterize a random variable completely. Another way of specifying the properties of a random variable completely is by giving its so-called characteristic functions. These functions uniquely determine the probability density function, and vice versa. Alternatively, some of the key aspects of a cdf or pdf concerning the mean, dispersion, (a)symmetry, etc, can be summarized by using a discrete set of parameters. These parameters can either be moments or cumulants, and are typically derived from the characteristic functions. All those concepts will be reviewed briefly in this section for real-valued continuous random variables.

B.1.1 Cumulative distribution and probability density functions

Suppose that a real-valued random variable $v$ is given, and let $v_0 \in \mathbb{R}$ denote a specific value of $v$. The probability of the event $v \leq v_0$ is denoted by $\Pr\{v \leq v_0\}$. Clearly, $\Pr\{v \leq v_0\}$ is a function of $v_0$. This function is called the cumulative distribution function (cdf) of the random variable $v$ and is defined by:

$$P_v(v_0) \equiv \Pr\{v \leq v_0\} \quad \forall -\infty \leq v_0 \leq \infty. \quad (B.1.1)$$

The letter $v$ in the subscript position of $P_v(v_0)$ denotes the considered random variable, whereas the variable $v_0$ represents the argument of $P_v(v_0)$ representing a specific value of $v$. In the sequel, $v_0$ will often be replaced by $v$, i.e. $P_v(v)$ is considered. In such a case, the difference between the random variable $v$ in the subscript position on the one hand, and the argument $v$ between parentheses on the other hand should be kept in mind. For continuous random variables, the cdf is a nonnegative nondecreasing continuous function whose values
lie in the interval $[0, 1]$. From the definition it also follows directly that $P_v(-\infty) = 0$ and $P_v(\infty) = 1$.

Usually, a random variable $v$ is characterized in terms of its probability density function (pdf) $p_v(v_0)$ rather than its cdf $P_v(v_0)$. This function is defined as the derivative of the cdf:

$$p_v(v_0) = \frac{dP_v(v)}{dv} \bigg|_{v=v_0}. \quad (B.1.2)$$

Hence, $P_v(v_0)$ can be (re-)obtained from $p_v(v_0)$ by integration:

$$P_v(v_0) = \int_{-\infty}^{v_0} p_v(v) \, dv. \quad (B.1.3)$$

Similarly to the cdf we usually write $p_v(v)$ instead of $p_v(v_0)$. Note that $\int_{-\infty}^{\infty} p_v(v) \, dv = 1$ because $P_v(\infty) = 1$. The probability density function $p_v(v_0)$ can be interpreted as a measure of the probability of the event $v_0 \leq v \leq v_0 + \Delta v$, where $\Delta v$ is a small increment of the random variable $v$. Indeed, from (B.1.1) and (B.1.3) it follows that:

$$\Pr\{v_0 \leq v \leq v_0 + \Delta v\} = \Pr\{v \leq v_0 + \Delta v\} - \Pr\{v \leq v_0\} = \int_{v_0}^{v_0+\Delta v} p_v(v) \, dv \approx p_v(v_0) \cdot \Delta v. \quad (B.1.4)$$

Hence, the probability that the random variable $v$ falls in a small region $v_0 \leq v \leq v_0 + \Delta v$ around $v_0$ equals (approximately) $p_v(v_0) \cdot \Delta v$, i.e. it is proportional to the pdf evaluated at $v_0$, i.e. $p_v(v_0)$. It also follows from (B.1.4) that the probability that $v$ is in any arbitrary region $\mathcal{V} \in \mathbb{R}$ can be obtained by integrating the pdf over that region.

### B.1.2 Characteristic functions

In this section, two functions are defined that will prove useful for the definition or derivation of moments and cumulants. The First Characteristic Function (FCF) $\phi^v(\omega)$ of the random variable $v$ is defined as the Fourier transform of the pdf $p_v(v)$:

$$\phi^v(\omega) \triangleq \int_{-\infty}^{\infty} p_v(v) \exp(j\omega v) \, dv. \quad (B.1.5)$$

where $\omega$ is the real-valued transformed variable corresponding to $v$ (recall that $j$ denotes the imaginary unit). Every pdf is uniquely specified by its FCF and vice versa [122]. It can be shown that the FCF exists for all pdf’s [130]. As we will explain in the next section, the FCF $\phi^v(\omega)$ can be used to derive the moments of $v$. The Second Characteristic Function (SCF) $\psi^v(\omega)$ of the random variable $v$ is defined as the natural logarithm of the FCF of $v$:

$$\psi^v(\omega) \triangleq \ln(\phi^v(\omega)). \quad (B.1.6)$$

The SCF $\psi^v(\omega)$ can be used to define the so-called cumulants of $v$, as will also be shown in the next section. Several properties of the FCF and SCF can be found in [122].

### B.1.3 Expectations, moments, central moments, and cumulants

A random variable is completely characterized by its probability density function. However, in many cases of practical interest, the (exact) pdf of a random variable is unknown. Nevertheless, it is often possible to use (mathematical) expectations of certain functions of that
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random variable for performing useful analyses and processing. Although these expectations are defined theoretically in terms of the pdf, they can usually be estimated from the data without explicit knowledge of the pdf.

B.1.3.1 Expectations

Let \( g(v) \) denote a function of the random variable \( v \). The (mathematical) expectation of \( g(v) \) is denoted by \( E\{g(v)\} \) and defined by:

\[
E\{g(v)\} \triangleq \int_{-\infty}^{\infty} g(v) p_v(v) \, dv. \tag{B.1.7}
\]

The usefulness of the expectation notation lies in the fact that \( E\{\cdot\} \) can be considered as an operator in much the same way as the derivation operator \( \frac{d}{dv} \) and integration operator \( \int \{\cdot\} \, dv \) are considered as operators. Considering expectation as an operator \( E\{\cdot\} \), the following important properties of \( E\{\cdot\} \) may be listed, which hold irrespective of the nature of the particular random variable under study:

- **Linearity of Type I.** Let \( g_1(v), \ldots, g_P(v) \) be a set of \( P \) functions of \( v \) whose expectations exist and let \( c_1, \ldots, c_P \) be a set of constant coefficients, then:

\[
E\left\{ \sum_{i=1}^{P} c_i g_i(v) \right\} = \sum_{i=1}^{P} c_i E\{g_i(v)\}. \tag{B.1.8}
\]

- **Linearity of Type II.** Let \( v_1, \ldots, v_Q \) be a set of \( Q \) random variables whose expectations exist and let \( c_1, \ldots, c_Q \) be a set of constant coefficients, then:

\[
E\left\{ \sum_{i=1}^{Q} c_i v_i \right\} = \sum_{i=1}^{Q} c_i E\{v_i\}. \tag{B.1.9}
\]

- **Transformation invariance.** Let \( y = g(v) \) be a function of \( v \), then:

\[
E\{y\} = E\{g(v)\} \quad \text{or} \quad \int_{-\infty}^{\infty} y \, p_y(y) \, dy = \int_{-\infty}^{\infty} g(v) \, p_v(v) \, dv. \tag{B.1.10}
\]

As can be seen from the list, there are two essentially different types of linearity. In the first type the individual expectation terms at the right hand side of (B.1.8) are all computed with the same pdf \( p_v(v) \). On the contrary, in the second type the individual expectation terms at the right hand side of (B.1.9) are computed with the different pdf’s \( p_{v_1}(v_1), \ldots, p_{v_Q}(v_Q) \) respectively. Hence, the same notation \( E\{\cdot\} \) is used for different variables and the probability density function that is relevant for a particular expectation operator is implicitly understood from the variable in its argument. Note that this is also the case for the last property since the integrations are carried out over different probability density functions. In case of doubt, the variable that determines which pdf has to be taken for the computation of the expectation can be added as a subscript to the expectation operator, e.g. the notation \( E_{v_i}\{v_i\} \) is equivalent to \( E\{v_i\} \). As a final remark, we note that the two different types of linearity can be combined into one statement as follows. Let \( g_1(\cdot), \ldots, g_P(\cdot) \) be a set of \( P \) functions, let \( v_1, \ldots, v_Q \) be a set of \( Q \) random variables, and let \( \{c_{ij}\}_{1 \leq i \leq P, 1 \leq j \leq Q} \) be a set of constant coefficients. Assuming that the expectation of \( g_i(v_j) \) exists for each possible combination of \( i \) and \( j \), the
following holds:

\[
E \left\{ \sum_{i=1}^{P} \sum_{j=1}^{Q} e^{ij} g_i(v_j) \right\} = \sum_{i=1}^{P} \sum_{j=1}^{Q} e^{ij} E \left\{ g_i(v_j) \right\},
\]

(B.1.11)

where \(E \left\{ g_i(v_j) \right\} = E_{v_j} \{ g_i(v_j) \}\).

The properties listed above can be proven using the definition of the expectation operator and the properties of probability density functions. They are useful because in practice they allow expressions containing expectations to be simplified without actually computing the involved integrals.

### B.1.3.2 Moments

Moments of a random variable \(v\) are typical expectations used to characterize it. They are defined by taking \(g(v) = (v)^l\) in (B.1.7), i.e. \(g(v)\) is a power of \(v\). Hence, the \(l\)-th order moment \(r^{v,l}\) of the random variable \(v\) is defined by:

\[
r^{v,l} \triangleq E\{(v)^l\} = \int_{-\infty}^{\infty} (v)^l p_v(v) \, dv \quad \forall \, l \in \mathbb{N}.
\]

In particular, the first-order moment \(r^{v,1}\) is the mean of \(v\), and the second order moment \(r^{v,2}\) is the mean-squared value of \(v\). Moments of order larger than two are usually called higher order moments.

#### Deriving the moments from the FCF

The moments of \(v\) can also be derived from the Taylor series expansion of the First Characteristic Function \(\phi^v(\omega)\) of \(v\) w.r.t. \(\omega\) as follows:

\[\phi^{v,(l)}(\omega) \triangleq \frac{d^l(\phi^v)(\omega)}{d\omega^l} = \frac{d}{d\omega} \cdots \frac{d}{d\omega} \phi^v(\omega).\]

Assuming that differentiation under the integral sign in (B.1.5) is allowed, it follows that:

\[
\phi^{v,(l)}(\omega) \triangleq \frac{d^l(\phi^v)(\omega)}{d\omega^l} = \int_{-\infty}^{\infty} \frac{d^l(\exp(j\omega v))}{d\omega^l} p_v(v) \, dv = \int_{-\infty}^{\infty} (jv)^l \exp(j\omega v) p_v(v) \, dv.
\]

Evaluating \(\phi^{v,(l)}(\omega)\) at \(\omega = 0\) under the assumption that all moments exist yields:

\[
\phi^{v,(l)}(0) = \int_{-\infty}^{\infty} (jv)^l p_v(v) \, dv \overset{(B.1.12)}{=} (j)^l E\{(v)^l\} = (j)^l r^{v,l}.
\]

Hence, whenever all moments are finite the Taylor series expansion of the FCF around the origin is given by:

\[
\phi^v(\omega) = \sum_{l=0}^{\infty} \frac{\phi^{v,(l)}(0)}{l!} (\omega)^l = \sum_{l=0}^{\infty} \frac{(j)^l r^{v,l}}{l!} (\omega)^l = \sum_{l=0}^{\infty} r^{v,l} \frac{(j\omega)^l}{l!}.
\]

(B.1.14)

Thus, the \(l\)-th order Taylor coefficient of this expansion, i.e. the coefficient of the term \(\frac{(j\omega)^l}{l!}\), is the \(l\)-th order moment \(r^{v,l}\) of \(v\). For this reason, the First Characteristic Function is also called Moment Generating Function (MGF). Note that the result in (B.1.14) can also be derived in the following insightful manner. Firstly, from (B.1.5) and (B.1.7) it is noted
that \( \phi^n(\omega) = E\{\exp(j\omega v)\} \) by taking \( g(v) = \exp(j\omega v) \). Then, using the linearity property of the expectation operator and the standard Taylor expansion of the exponential function it follows that:

\[
\phi^n(\omega) = E\{\exp(j\omega v)\} = E\left\{ \sum_{l=0}^{\infty} \frac{(j\omega v)^l}{l!} \right\} = \sum_{l=0}^{\infty} E\left\{ \frac{(j\omega v)^l}{l!} \right\} = \sum_{l=0}^{\infty} r^{v,l} \frac{(j\omega)^l}{l!}.
\]

From the development above, in particular from (B.1.13), it is clear that the moments can also be defined formally as follows:

\[
r^{v,l} = E\{v^l\} \equiv \frac{\phi^{v,(l)}(0)}{(j)^l} = (-j)^l \left. \frac{d^l \phi^v(\omega)}{d\omega^l} \right|_{\omega=0} \quad \forall \ l \in \mathbb{N}.
\]

### B.1.3.3 Central moments; variance, skewness and kurtosis

For non-zero mean random variables usually another set of moments, the so-called *central moments* or *moments about the mean*, are used instead of the ‘normal’ moments defined above. These central moments are the moments of a random variable computed after its mean has been removed. They are obtained when \( g(v) \) in (B.1.7) is defined as \( g(v) = (v - E\{v\})^l = (v - v^v,1)^l \). Hence, the \( l \)-th order central moment \( \gamma^{v,l} \) of the random variable \( v \) is defined by:

\[
\gamma^{v,l} \equiv E\{(v - E\{v\})^l\} = \int_{-\infty}^{\infty} (v - E\{v\})^l p_v(v) \, dv \quad \forall \ l \in \mathbb{N}.
\]

In particular, the first-order central moment \( \gamma^{v,1} = 0 \). The second order central moment \( \gamma^{v,2} \) is the *variance* of \( v \) and is often denoted by \( (\sigma^v)^2 \). The quantity \( \sigma^v = \sqrt{\gamma^{v,2}} \) is called the *standard deviation* of \( v \) and is a measure of the spread of the observed values of \( v \) around its mean \( v^{v,1} = E\{v\} \). The third-order central moment \( \gamma^{v,3} \) is the *skewness* of \( v \) and characterizes the degree of asymmetry of the pdf \( p_v(v) \) about its mean. The skewness is zero if the pdf is symmetric about its mean, positive if the shape skews to the right, and negative if the shape skews to the left. Often, the *normalized skewness*, defined as the dimensionless number \( \gamma^{v,3}/(\sigma^v)^3 \), is used to characterize the asymmetry of a distribution. The fourth order central moment \( \gamma^{v,4} \) of \( v \) characterizes the degree of *flatness* or *peakedness* of the pdf \( p_v(v) \) about its mean. Instead of the fourth order central moment, a related dimensionless quantity, called *normalized kurtosis*, is typically employed to measure the flatness or peakedness of a distribution w.r.t. a Gaussian distribution. The normalized kurtosis of \( v \) is denoted by \( \text{kurt}(v) \) and defined as follows:

\[
\text{kurt}(v) \equiv E\left\{ \left( \frac{v - E\{v\}}{\sigma^v} \right)^4 \right\} - 3 = \frac{\gamma^{v,4}}{(\sigma^v)^4} - 3.
\]

For a Gaussian pdf it can be shown that \( \gamma^{v,4} = 3(\sigma^v)^4 \), from which it follows that \( \text{kurt}(v) = 0 \) when \( v \) is Gaussian distributed. It is in this sense that the kurtosis is ‘normalized’ when compared to the fourth order central moment, which is non-zero for a Gaussian random variable. A distribution having zero kurtosis is called *mesokurtic* or *Gaussian*. A distribution having negative kurtosis is called *platykurtic* or *Sub-Gaussian*. Finally, a distribution having positive kurtosis is called *leptokurtic* or *Super-Gaussian*. Examples of platykurtic, mesokurtic, and leptokurtic distributions are the uniform distribution, Gaussian distribution, and Laplacian distributions, respectively, which are illustrated in Fig. B.1. Higher than fourth order
Figure B.1: Platykurtic (uniform), mesokurtic (Gaussian) and leptokurtic (Super-Gaussian) distributions.

statistics are rarely used in practice because usually large estimation errors are made, or large numbers of samples are necessary for a reasonably accurate estimation. Therefore, we will not discuss them in detail here.

We conclude this section by pointing out the relationship between moments and central moments. Using the binomial theorem, it can be shown that the moments and central moments of a random variable are related as follows:

\[ \gamma_{v,l} = \sum_{k=0}^{l} \binom{l}{k} (-1)^k r_{v,1}^k v_{v,l-k}. \] (B.1.18)

Throughout this thesis it is assumed that all random variables have zero mean. From (B.1.12) and (B.1.16) it then easily follows that moments and central moments are identical. The same result follows from (B.1.18) because only the term in the summation with \( k = 0 \) ‘survives’. Consequently, moments and central moments can be used interchangeably in the work presented in the thesis.

B.1.3.4 Cumulants

Cumulants of a random variable \( v \) are another set of parameters that can be used to characterize the pdf \( p_v(v) \) of \( v \). Due to their specific properties cumulants are more convenient for higher order statistical analysis than higher order moments. The \( l \)-th order cumulant \( \kappa_{v,l} \) of the random variable \( v \) is defined as the coefficient of the term \( (\mu \omega)^l \) in the Taylor series expansion of the Second Characteristic Function (SCF) \( \psi_v(\omega) \) around the origin:

\[ \psi_v(\omega) \triangleq \ln(\phi_v(\omega)) = \sum_{l=0}^{\infty} \frac{\psi_{v,(1)}^{(l)}(0)}{l!} \omega^l \triangleq \sum_{l=0}^{\infty} \kappa_{v,l} \frac{(\mu \omega)^l}{l!}. \] (B.1.19)
For example, for \( I \) set \( \kappa \) only the moment-to-cumulant formula is discussed. In order to express the are only interested in the conversion of moments to cumulants, and not vice versa. Therefore, Hence, cumulants and moments convey the same statistical information. In this thesis, we It is possible to express cumulants in terms of sums of products of moments, and vice versa. B.1.3.5 Expressing cumulants in moments like mean, variance, skewness, peakedness, etcetera, see Section B.1.3.3. Cumulant Generating Function For this reason, the Second Characteristic Function is also called Cumulant Generating Function (CGF).

Usually cumulants are preferred over moments when considering higher order statistics because they present in a clearer and better way the higher order statistical information. It can be shown that cumulants have the following important properties not shared by moments:

UCP1: Cumulants are additive in their argument. Let \( v_1, \ldots, v_P \) be \( P \) statistically independent random variables\(^1\). Then, the cumulant of their sum \( w \triangleq \sum_{i=1}^P v_i \) is equal to the sum of the individual cumulants, i.e. \( \kappa_{w,l} = \sum_{i=1}^P \kappa_{v_i,l} \).

UCP2: Cumulants measure deviation from non-Gaussianity. If the pdf of a random variable \( v \) is Gaussian, all cumulants of order larger than two are identically zero.

The first property justifies the name ‘cumulant’, whereas the second property implies that cumulants of order larger than two measure the departure of a random variable from a Gaussian random variable with the same mean and variance. It is in this sense that cumulants measure non-Gaussianity. Cumulants of order larger than two are usually called higher order cumulants.

In the next section, we will see that cumulants are closely related to (central) moments and thus also characterize the shape of the involved probability density function by features like mean, variance, skewness, peakedness, etcetera, see Section B.1.3.3.

**B.1.3.5 Expressing cumulants in moments**

It is possible to express cumulants in terms of sums of products of moments, and vice versa. Hence, cumulants and moments convey the same statistical information. In this thesis, we are only interested in the conversion of moments to cumulants, and not vice versa. Therefore, only the moment-to-cumulant formula is discussed. In order to express the \( l \)-th order cumulant \( \kappa_{v,l} \) of \( v \) in the moments \( r^{v,k} \) up to order \( l \), i.e. \( 1 \leq k \leq l \), all possible partitions of the set \( I \triangleq \{ 1, \ldots, l \} \) have to be considered.

**Definition B.1.1. Partition of a set of integers.** A partition of the set \( I \triangleq \{ 1, \ldots, l \} \) is an unordered collection of disjoint non-empty sets \( \mathcal{I} \) such that \( \bigcup \mathcal{I} = I \).

For example, for \( l = 3 \) all possible partitions of the set \( I = \{ 1, 2, 3 \} \) are given by \( \{ (1, 2, 3) \}, \{ (1), (2, 3) \}, \{ (2), (1, 3) \}, \{ (3), (1, 2) \} \) and \( \{ (1), (2), (3) \} \). The set \( \mathcal{P} \) is defined as the set containing all those partitions. Hence, in this case \( \mathcal{P} \triangleq \{ \{(1, 2, 3)\}, \{(1), (2, 3)\}, \{(2), (1, 3)\}, \{(3), (1, 2)\}, \{(1), (2), (3)\} \} \). Each partition in a set of partitions \( \mathcal{P} \) is denoted by a set \( \mathcal{P}_i \), where \( 1 \leq i \leq |\mathcal{P}| \) (remember that the order is not important). In the current example, there are five possible partitions, and thus \(|\mathcal{P}| = 5\) and \( \mathcal{P} \) can be written as \( \mathcal{P} \triangleq \{ \mathcal{P}_1, \mathcal{P}_2, \mathcal{P}_3, \mathcal{P}_4, \mathcal{P}_5 \} \). For example, we may choose \( \mathcal{P}_1 = \{ (1, 2, 3) \}, \mathcal{P}_2 = \{ (1), (2, 3) \}, \mathcal{P}_3 = \{ (2), (1, 3) \}, \mathcal{P}_4 = \{ (3), (1, 2) \}, \mathcal{P}_5 = \{ (1), (2), (3) \} \), see Table B.1. The number

\(^1\) See Section B.2.3 for the definition of statistical independence.
of elements in each partition $\mathcal{P}_i$ is denoted by its cardinality $|\mathcal{P}_i|$. Hence, in the example $|\mathcal{P}_1| = 1$, $|\mathcal{P}_2| = |\mathcal{P}_3| = |\mathcal{P}_4| = 2$ and $|\mathcal{P}_5| = 3$. The $j$-th set of the $i$-th partition $\mathcal{P}_i$ is denoted by $I^i_j$ (see Definition B.1.1 and Table B.1), i.e. $\mathcal{P}_i$ is written as $\mathcal{P}_i = \{I^i_1, \ldots, I^i_{|\mathcal{P}_i|}\}$. For the example, $\mathcal{P}_1 = \{I^1_1\}$ with $I^1_1 = (1,2,3)$, $\mathcal{P}_2 = \{I^2_1, I^2_2\}$ with $I^2_1 = (1)$ and $I^2_2 = (2,3)$, $\mathcal{P}_3 = \{I^3_1, I^3_2\}$ with $I^3_1 = (2)$ and $I^3_2 = (1,3)$, $\mathcal{P}_4 = \{I^4_1, I^4_2\}$ with $I^4_1 = (3)$ and $I^4_2 = (1,2)$, and finally $\mathcal{P}_5 = \{I^5_1, I^5_2, I^5_3\}$ with $I^5_1 = (1), I^5_2 = (2)$ and $I^5_3 = (3)$. The number of elements in each set $I^i_j$ is denoted by its cardinality $|I^i_j|$. Hence, $|I^1_1| = 3$, $|I^2_1| = 1$, $|I^2_2| = 2$, $|I^3_1| = 1$, $|I^3_2| = 2$, $|I^4_1| = 1$, $|I^4_2| = 2$ and finally $|I^5_1| = |I^5_2| = |I^5_3| = 1$. All results obtained so far for the example above are summarized in Table B.1. Now we are in a position to formulate the moment-to-cumulant conversion formula [112] as follows:

$$\kappa^{v,i} = \sum_{r=1}^{|\mathcal{P}_i|} (-1)^{|\mathcal{P}_i|-1} (|\mathcal{P}_i| - 1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^i_j|}. \quad (B.1.21)$$

Note that $r^{v,|I^i_j|}$ denotes the moment of $v$ of order equal to the cardinality of $I^i_j$. Applying this formula to the example above yields:

$$\kappa^{v,3} = \sum_{i=1}^5 (-1)^{|\mathcal{P}_i|-1} (|\mathcal{P}_i| - 1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^i_j|} = (-1)^{1-1}(1-1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^1_j|}$$

$$+ (-1)^{2-1}(2-1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^2_j|} + (-1)^{2-1}(2-1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^3_j|}$$

$$+ (-1)^{2-1}(2-1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^4_j|} + (-1)^{3-1}(3-1)! \prod_{j=1}^{|\mathcal{P}_i|} r^{v,|I^5_j|}$$

$$= r^{v,|I^1_1|} - r^{v,|I^2_1|} r^{v,|I^2_2|} - r^{v,|I^3_1|} - r^{v,|I^3_2|} - r^{v,|I^4_1|} - r^{v,|I^4_2|} + 2 r^{v,|I^5_1|} r^{v,|I^5_2|} r^{v,|I^5_3|}$$

$$= r^{v,3} - 3 r^{v,1} r^{v,2} + 2 (r^{v,1})^3.$$ 

Hence, if $v$ has zero mean, then $\kappa^{v,3} = r^{v,3}$.

**Table B.1:** Example of partitioning $\mathcal{I} = \{1, 2, 3\}$.

| $i$ | $\mathcal{P}_i$ | $|\mathcal{P}_i|$ | $j$ | $I^i_j$ | $|I^i_j|$ |
|-----|-----------------|----------------|----|--------|---------|
| 1   | $\{(1,2,3)\}$  | 1              | 1  | (1,2,3) | 3       |
| 2   | $\{(1),(2,3)\}$| 2              | 1  | (1)    | 1       |
|     |                 |                | 2  | (2,3)  | 2       |
| 3   | $\{(2),(1,3)\}$| 2              | 1  | (2)    | 1       |
|     |                 |                | 2  | (1,3)  | 2       |
| 4   | $\{(3),(1,2)\}$| 2              | 1  | (3)    | 1       |
|     |                 |                | 2  | (1,2)  | 2       |
| 5   | $\{(1),(2),(3)\}$| 3              | 1  | (1)    | 1       |
|     |                 |                | 2  | (2)    | 1       |
|     |                 |                | 3  | (3)    | 1       |
As another example, consider \( l = 4 \). All relevant information about the partitioning of the set \( \mathcal{I} = \{1, \ldots, l\} = \{1, 2, 3, 4\} \) is given in Table B.2 on the following page. The last column gives the value of the \( i \)-th product term \( \prod_{j=1}^{\left| \mathcal{P}_i \right|} r_{I_i} \) in (B.1.21). Note that \( |\mathcal{P}| = 15 \) and thus \( i \) ranges from 1 to 15. Computing (B.1.21) using the results in the table yields:

\[
\kappa^{v,4} = \sum_{i=1}^{15} (-1)^{\left| \mathcal{P}_i \right| - 1} \prod_{j=1}^{\left| \mathcal{P}_i \right|} r_{I_i} \]

\[
= r^{v,4} - 4 r^{v,1} r^{v,3} - 3 \left(r^{v,2}\right)^2 + 12 \left(r^{v,1}\right)^2 r^{v,2} - 6 \left(r^{v,1}\right)^4 ,
\]

or, in terms of expectations:

\[
\kappa^{v,4} = E\left\{ (v)^4 \right\} - 4 E\{v\} E\left\{ (v)^3 \right\} - 3 \left(E \left\{ (v)^2 \right\} \right)^2
\]

\[
+ 12 \left(E\{v\}\right)^2 E\left\{ (v)^2 \right\} - 6 \left(E\{v\}\right)^4 .
\]

Applying (B.1.21) for \( l = 1 \) and \( l = 2 \) yields the familiar expressions

\[
k^{v,1} = r^{v,1} = E\{v\} ,
\]

respectively:

\[
k^{v,2} = r^{v,2} - \left(r^{v,1}\right)^2 = E\left\{ (v)^2 \right\} - \left(E\{v\}\right)^2 .
\]

For zero mean variables, the expressions for the first four cumulants of \( v \) become respectively:

\[
k^{v,1} = 0 ;
\]

\[
k^{v,2} = r^{v,2} - \left(r^{v,1}\right)^2 = E\left\{ (v)^2 \right\} - \left(E\{v\}\right)^2 .
\]

\[
k^{v,3} = r^{v,3} = E\left\{ (v)^3 \right\} ;
\]

\[
k^{v,4} = r^{v,4} - 3 \left(r^{v,2}\right)^2 = E\left\{ (v)^4 \right\} - 3 \left(E \left\{ (v)^2 \right\} \right)^2 .
\]

Dividing (B.1.26d) by \( \left(r^{v,2}\right)^2 \), recalling that \( r^{v,l} = \gamma^{v,l} \) for zero mean variables, and comparing the result to (B.1.17), we see that the kurtosis of a zero mean random variable \( v \) is actually the fourth order cumulant of \( v \) normalized by the squared variance of \( v \):

\[
\frac{k^{v,4}}{(r^{v,2})^2} = \frac{r^{v,4}}{(r^{v,2})^2} - 3 = \frac{E\left\{ (v)^4 \right\}}{(E \left\{ (v)^2 \right\})^2} - 3 = \frac{\gamma^{v,4}}{(\sigma v)^4} - 3 = \text{kurt}(v) .
\]

Formula (B.1.21) for expressing cumulants in terms of moments is needed when cumulants have to be estimated from data. In such a case, first the moments are estimated and then (B.1.21) is used to compute the estimated cumulants.
### Table B.2: Example of partitioning $\mathcal{I} = \{1, 2, 3, 4\}$.

| $i$ | $\mathcal{P}_i$ | $|\mathcal{P}_i|$ | $\mathcal{I}_i^j$ | $|\mathcal{I}_i^j|$ | $\prod_{j=1}^{r^v} |\mathcal{I}_i^j|$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1   | $\{(1, 2, 3, 4)\}$ | 1               | $\{1, 2, 3, 4\}$ | 4               | $r^v \cdot 4$   |
| 2   | $\{(1), (2, 3, 4)\}$ | 2               | 1               | $\{1\}$        | 1               | $r^v \cdot 1$   |
|     |                 | 2               | 2               | $\{2, 3, 4\}$  | 3               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
| 3   | $\{(2), (1, 3, 4)\}$ | 2               | 1               | $\{2\}$        | 1               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
|     |                 | 2               | 2               | $\{1, 3, 4\}$  | 3               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
| 4   | $\{(3), (1, 2, 4)\}$ | 2               | 1               | $\{3\}$        | 1               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
|     |                 | 2               | 2               | $\{1, 2, 4\}$  | 3               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
| 5   | $\{(4), (1, 2, 3)\}$ | 2               | 1               | $\{4\}$        | 1               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
|     |                 | 2               | 2               | $\{1, 2, 3\}$  | 3               | $r^v \cdot 1 \cdot r^v \cdot 3$ |
| 6   | $\{(1, 2), (3, 4)\}$ | 2               | 1               | $\{1, 2\}$     | 2               | $(r^v \cdot 2)^2$ |
|     |                 | 2               | 2               | $\{3, 4\}$     | 2               | $(r^v \cdot 2)^2$ |
| 7   | $\{(1, 3), (2, 4)\}$ | 2               | 1               | $\{1, 3\}$     | 2               | $(r^v \cdot 2)^2$ |
|     |                 | 2               | 2               | $\{2, 4\}$     | 2               | $(r^v \cdot 2)^2$ |
| 8   | $\{(1, 4), (2, 3)\}$ | 2               | 1               | $\{1, 4\}$     | 2               | $(r^v \cdot 2)^2$ |
|     |                 | 2               | 2               | $\{2, 3\}$     | 2               | $(r^v \cdot 2)^2$ |
| 9   | $\{(1), (2), (3, 4)\}$ | 3               | 1               | $\{1\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{2\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{3, 4\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 10  | $\{(1), (3), (2, 4)\}$ | 3               | 1               | $\{1\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{3\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{2, 4\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 11  | $\{(1), (4), (2, 3)\}$ | 3               | 1               | $\{1\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{4\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{2, 3\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 12  | $\{(2), (3), (1, 4)\}$ | 3               | 1               | $\{2\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{3\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{1, 4\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 13  | $\{(2), (4), (1, 3)\}$ | 3               | 1               | $\{2\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{4\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{1, 3\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 14  | $\{(3), (4), (1, 2)\}$ | 3               | 1               | $\{3\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 2               | 2               | $\{4\}$        | 1               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
|     |                 | 3               | 3               | $\{1, 2\}$     | 2               | $(r^v \cdot 1)^2 \cdot r^v \cdot 2$ |
| 15  | $\{(1), (2), (3), (4)\}$ | 4               | 1               | $\{1\}$        | 1               | $(r^v \cdot 1)^4$ |
|     |                 | 2               | 2               | $\{2\}$        | 1               | $(r^v \cdot 1)^4$ |
|     |                 | 3               | 3               | $\{3\}$        | 1               | $(r^v \cdot 1)^4$ |
|     |                 | 4               | 4               | $\{4\}$        | 1               | $(r^v \cdot 1)^4$ |
B.1.3.6 Estimation of expectations, (central) moments and cumulants

The estimation or computation of expectations, moments, central moments, cumulants and other statistical characterizations from data is the subject of estimation theory and is treated in several books. Suppose that the expectation $E\{g(v)\}$ in (B.1.7) has to be estimated. We assume that the involved probability density function $p_v(v)$ is unknown, but that instead a set $\{v_1, \ldots, v_K\}$ of $K$ samples of $v$ is available. Then, a simple standard estimator is given by [154]:

$$\hat{g}(v) = \frac{1}{K} \sum_{k=1}^{K} g(v_k),$$

(B.1.28)

where the hat over $g$ in $\hat{g}(v)$ is a standard notation for the estimator/estimate of a quantity. In general, if the estimator is consistent and the number of samples sufficiently large, then $E\{g(v)\} \approx \hat{g}(v)$. Since moments are obtained for special choices of $g(v)$, viz. $g(v) = (v)^{k}$ for the $k$-th moment of $v$, they can be estimated using (B.1.28). Then, as has been remarked at the end of the previous section, the estimated value of a cumulant can be computed by means of (B.1.21), where the ideal moments $v^{v,k}$ are replaced by their estimates $\hat{\nu}^{v,k}$:

$$\hat{\kappa}_{v,l} = \left|P\right| \sum_{i=1}^{\left|P\right|} (-1)^{\left|P\right|-1} \left(\left|P_i\right| - 1\right)! \prod_{j=1}^{\left|P_i\right|} \hat{\nu}^{v_j},$$

(B.1.29)

B.2 Characterizations of real-valued random vectors

In this thesis we often consider groups of signal observations. One such a group can be modeled as a collection of random variables. For convenience, these variables are usually stacked in a vector, thus forming a random vector. This section discusses the generalizations and extensions of the concepts treated in Section B.1.

B.2.1 Joint cumulative distribution and probability density functions

Suppose that a length-$G$ real-valued random (column) vector $v$ is given:

$$v = \begin{bmatrix} v_1 \\ \vdots \\ v_G \end{bmatrix},$$

where the components $v_1, \ldots, v_G$ are real-valued random variables. Let $v_0 \in \mathbb{R}_G$ denote a specific value of $v$. Hence, the components $v_{0,1}, \ldots, v_{0,G}$ of $v_0$ are considered as fixed real numbers at this stage. The probability of the event $v \leq v_0$, which means that $v_1 \leq v_{0,1}, \ldots, v_G \leq v_{0,G}$, is denoted by $\Pr\{v \leq v_0\}$. Clearly, $\Pr\{v \leq v_0\}$ is a function of $v_0$. This function is called the cumulative distribution function (cdf) of the random vector $v$ (i.e. of the random variables $v_1, \ldots, v_G$) and is defined by:

$$P_v(v_0) = P_{v_1,\ldots,v_G}(v_{0,1}, \ldots, v_{0,G}) \triangleq \Pr\{v \leq v_0\} \quad \forall \quad -\infty \leq v_0 \leq \infty,$$

(B.2.1)

where $-\infty \leq v_0 \leq \infty$ means that each component of $v_0$ can range from $-\infty$ to $\infty$. Note that the cdf for a random vector describes the joint distribution of its components. Therefore, it is also called the joint cumulative distribution function (jcdf) of the random variables
The notation $v$ in the subscript position of $P_v(v_0)$ denotes the considered random vector, whereas the variable $v_0$ represents the argument of $P_v(v_0)$ representing a specific value of $v$. Usually, $v_0$ will be replaced by $v$, i.e. $P_v(v)$ is considered. In such a case, the difference between the random vector $v$ in the subscript position on the one hand, and the argument $v$ between parentheses on the other hand should be kept in mind. The multivariate cdf in (B.2.1) has properties similar to that of the univariate cdf in (B.1.1). For continuous random variables, it is a nonnegative nondecreasing continuous function of each component whose values lie in the interval $[0, 1]$, i.e. $0 \leq P_v(v_0) \leq 1$. From the definition, it also follows directly that $P_v(-\infty) = 0$ and $P_v(\infty) = 1$.

The probability density function (pdf) of $v$ (i.e. of the random variables $v_1, \ldots, v_G$) is defined as the derivative of the cdf w.r.t. all vector components:

$$p_v(v_0) \triangleq \frac{\partial^{G}}{\partial v_1 \cdots \partial v_G} P_v(v) \bigg|_{v=v_0} = \frac{\partial}{\partial v_1} \cdots \frac{\partial}{\partial v_G} P_v(v) \bigg|_{v=v_0}.$$  \hspace{1cm} (B.2.2)

This function is also called the joint probability density function (jpdf) or multivariate probability density function of the random variables $v_1, \ldots, v_G$. From (B.2.2), it follows that $P_v(v_0)$ can be re-obtained from $p_v(v_0)$ by integration:

$$P_v(v_0) = \int_{-\infty}^{\infty} p_v(v) \, dv \triangleq \int_{-\infty}^{v_0} \int_{-\infty}^{v_0,1} \cdots \int_{-\infty}^{v_0,G} p_v(v) \, dv_G \cdots dv_1.$$  \hspace{1cm} (B.2.3)

Note that $\int_{-\infty}^{\infty} p_v(v) \, dv = 1$ because $P_v(\infty) = 1$. The probability density function $p_v(v_0)$ can be interpreted in a similar way as $p_v(v_0)$ for a (scalar) random variable. In order to do so, consider the event $v_0 \leq v \leq v_0 + \Delta v$ defined by:

$$v_0 \leq v \leq v_0 + \Delta v \equiv v_{0,1} \leq v_1 \leq v_{0,1} + \Delta v_1, \ldots, v_{0,G} \leq v_G \leq v_{0,G} + \Delta v_G,$$

where $\Delta v_1, \ldots, \Delta v_G$ are small increments of the components of $v$. From (B.2.1) and (B.2.3) it then follows that:

$$\Pr\{v_0 \leq v \leq v_0 + \Delta v\} = \int_{v_0}^{v_0 + \Delta v} p_v(v) \, dv \approx p_v(v_0) \cdot \Delta v_1 \ldots \Delta v_G.$$  \hspace{1cm} (B.2.4)

Hence, the probability that the random vector $v$ falls in a small region $v_0 \leq v \leq v_0 + \Delta v$ around $v_0$ equals (approximately) $p_v(v_0) \cdot \Delta v_1 \ldots \Delta v_G$, i.e. it is proportional to the pdf evaluated at $v_0$. It also follows from (B.2.4) that the probability that $v$ is in any arbitrary region $V \in \mathbb{R}_G$ can be obtained by integrating the pdf over that region.

The univariate pdf of an individual component of $v$ can be obtained by integrating out all other components. For example, the pdf of the $i$-th component $v_i$ can be computed as:

$$p_{v_i}(v_i) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_v(v) \, dv_G \cdots dv_{i+1} \, dv_{i-1} \cdots dv_1,$$  \hspace{1cm} (B.2.5)

i.e. the integration is performed over all variables except $v_i$. The result obtained in this way is called a marginal probability density function (mpdf). Similarly, the joint probability density function of a subset of the components of $v$ is obtained by integrating out the components of $v$ that are not in the selected subset. For example, the jpdf of $v_1$ and $v_2$ can be computed as
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follows:

\[ p_{v_1, v_2}(v_1, v_2) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_{v}(v) \, dv_{G} \cdots dv_{3}. \tag{B.2.6} \]

A joint probability density function obtained in this way is called a marginal joint probability density function (mjpdf) or simply marginal probability density function. The same concepts can be defined for groups of random variables in a completely similar manner. Suppose that different groups or collections \( G_1, \ldots, G_P \) of random variables are given. For convenience of notation the variables in each group are collected in a random vector. The vector \( v_i \) denotes the random vector containing the variables from the \( i \)-th group (note that the different vectors may have different lengths). For example, the jpdf of the random vectors \( v_1, \ldots, v_P \) can be written as:

\[ p_{v_1, \ldots, v_P}(v_1, \ldots, v_P). \tag{B.2.7} \]

Likewise, the marginal probability density function of the \( i \)-th vector can be written as:

\[ p_{v_{(i)}}(v_{(i)}) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_{v_1, \ldots, v_P}(v_1, \ldots, v_P) \, dv_{P} \cdots dv_{i+1} \, dv_{i-1} \cdots dv_{1}. \tag{B.2.8} \]

The generalization to other concepts, such as the joint cumulative distribution function and marginal joint probability density functions, etcetera, is straightforward and left to the reader.

B.2.2 Conditional probability density functions

An important type of probability density function is the so-called conditional probability density function (cpdf). Consider two sets of random variables, say \( v_1, \ldots, v_G \) and \( w_1, \ldots, w_P \), or their corresponding random vectors \( v \) and \( w \). Furthermore, assume that the joint density:

\[ p_{v, w}(v, w) \triangleq p_{v_1, \ldots, v_G, w_1, \ldots, w_P}(v_1, \ldots, v_G, w_1, \ldots, w_P), \]

the (joint) marginal densities:

\[ p_{v}(v) \triangleq p_{v_1, \ldots, v_G}(v_1, \ldots, v_G) = \int_{-\infty}^{\infty} p_{v, w}(v, w) \, dw, \]

and:

\[ p_{w}(w) \triangleq p_{w_1, \ldots, w_P}(w_1, \ldots, w_P) = \int_{-\infty}^{\infty} p_{v, w}(v, w) \, dv \]

exist. Then, the conditional probability density function (cpdf) of \( v \) given \( w \) is defined as:

\[ p_{v|w}(v|w) \triangleq \frac{p_{v, w}(v, w)}{p_w(w)}. \tag{B.2.9} \]

This formula can be interpreted as follows. Assuming that the random vector \( w \) falls in a small region \( w_0 \leq w \leq w_0 + \Delta w \) around \( w_0 \), the probability that the random vector \( v \) falls in a small region \( v_0 \leq v \leq v_0 + \Delta v \) around \( v_0 \) equals (approximately) \( p_{v|w}(v_0|w_0) \cdot \Delta v_1 \cdots \Delta v_G \), i.e. it is proportional to \( p_{v|w}(v_0|w_0) \). As an example of (B.2.9), in case \( v_1 = x_1, w_1 = x_2, w_2 = x_3 \) (i.e. \( G = 1, P = 2 \)) Eq. (B.2.9) becomes:

\[ p_{x_1|x_2,x_3}(x_1|x_2, x_3) \triangleq \frac{p_{x_1,x_2,x_3}(x_1, x_2, x_3)}{p_{x_2,x_3}(x_2, x_3)}. \]
Note that from (B.2.9) it follows that:
\[
\int_{-\infty}^{\infty} p_{v|w}(v|w) \, dv = 1.
\]
This emphasizes the fact that \( p_{v|w}(v|w) \) is a true (joint) probability density function for \( v \) that depends on \( w \) as if it were a parameter. The conditioning quantity \( w \) can be thought of as a nonrandom parameter vector, even though it is actually a random vector.

A number of useful statistical quantities can be defined using the cpdf. For example, conditional expectations, moments and cumulants are defined similarly to the conventional way, with the only difference that the pdf’s in the integrals are conditional. For more information on, and properties of, conditional densities, see [122].

### B.2.3 Statistical independence

A very important concept that constitutes the foundation of many signal processing problems is *statistical independence*. The random variables \( v_1, \ldots, v_G \) are (mutually) statistically independent if their joint pdf factorizes into marginal pdf’s:
\[
p_{v_1,\ldots,v_G}(v_1,\ldots,v_G) = \prod_{m=1}^{G} p_{v_m}(v_m). \tag{B.2.10}
\]
This means that knowing something about one of the variables does not provide any information about the others. For example, this is the case when the variables originate from quite different physical processes. This can also be stated as follows:
\[
p_{v_i|v_1,\ldots,v_i-1,v_i+1,\ldots,v_G}(v_i|v_1,\ldots,v_{i-1},v_{i+1},\ldots,v_G) = p_{v_i}(v_i) \tag{B.2.11}
\]
because \( v_i \) does not depend in any way on \( v_1,\ldots,v_{i-1},v_{i+1},\ldots,v_G \). Independent random variables satisfy a basic property that can be expressed in terms of expectations as follows (multivariate expectation is defined in Section B.2.6.1).

**Theorem B.2.1. Nonlinear joint expectations and statistical independence.** Let \( v \) be a length-\( G \) random vector with statistically independent components and let \( (i_1,\ldots,i_l) \) be a length-\( l \) tuple of indices. Consider a subset \( \{v_{i_1},\ldots,v_{i_l}\} \) of \( l \) components of \( v \), i.e. each index \( 1 \leq i_k \leq G \) with \( 1 \leq k \leq l \) indexes a component of \( v \). In addition, let \( g_1(\cdot),\ldots,g_P(\cdot) \) be a set of \( P \leq G \) smooth functions from \( \mathbb{R} \) to \( \mathbb{R} \) whose expectations exist. Now, if the indices \( i_1,\ldots,i_l \) are all different from each other, then:
\[
E \left\{ \prod_{m=1}^{P} g_m(v_{i_m}) \right\} = \prod_{m=1}^{P} E \left\{ g_m(v_{i_m}) \right\}. \tag{B.2.12}
\]

**Proof.** The proof easily follows from (B.2.10) and the definition of the multivariate expectation operator \( E \{ \cdot \} \) in (B.2.16).

The same concepts can be defined for groups of random variables in a completely similar manner. Suppose that different groups or collections \( G_1,\ldots,G_P \) of random variables are given. For convenience of notation the variables in each group are collected in a random vector. The vector \( v_i \) denotes the random vector containing the variables from the \( i \)-th group.
B.2 Characterizations of real-valued random vectors

(note that the different vectors may have different lengths). Now, the groups are said to be statistically independent of each other if:

\[ p_{\mathbf{v}_1, \ldots, \mathbf{v}_P}(\mathbf{v}_1, \ldots, \mathbf{v}_P) = \prod_{m=1}^{P} p_{\mathbf{v}_m}(\mathbf{v}_m) . \] (B.2.13)

The generalizations of (B.2.11) and (B.2.13) to groups of random variables are obvious.

B.2.4 The Central Limit Theorem

A theorem from statistics and probability theory that is particularly important for blind signal processing problems such as Independent Component Analysis and Instantaneous Blind Signal Separation is the so-called Central Limit Theorem (CLT):

**Theorem B.2.2. Central Limit Theorem.**

Let \( \{v_k\}_{1 \leq k \leq n} \) be a sequence of independent and identically distributed (i.i.d.) random variables, each having finite mean \( \mu \) and finite variance \( \sigma^2 \). In addition, let \( S_n \) denote the partial sum defined by:

\[ S_n \triangleq \sum_{k=1}^{n} v_k \quad \forall \ n \in \mathbb{N} . \]

Then:

\[ \lim_{n \to \infty} \frac{S_n - n\mu}{\sigma\sqrt{n}} \to \mathcal{N}(0,1) , \]

where \( \mathcal{N}(0,1) \) denotes the Gaussian distribution with zero mean and unit variance.

This means that the distribution of the random variable \( \frac{S_n - n\mu}{\sigma\sqrt{n}} \) converges to the standardized Gaussian distribution when \( n \to \infty \). In other words, the sum of several independent random variables has a distribution that is closer to Gaussian than any of the individual variables. The CLT generalizes readily to statistically independent and identically distributed random vectors. Also, several (stronger) different forms of the theorem exist, where the assumptions on the statistical independence and identical distributions are weaker.

B.2.5 Multivariate characteristic functions

As in the scalar case, two characteristic functions are defined that will prove useful for the definition or derivation of moments and cumulants in the multivariate case. We will call them First Joint Characteristic Function (FJCF) and Second Joint Characteristic Function (SJCF) in order to distinguish them from their univariate counterparts. The FJCF \( \phi^\mathbf{v}(\tilde{\omega}) \) of the length-\( G \) random vector \( \mathbf{v} \) is defined as the (continuous) multi-dimensional Fourier transform of the pdf \( p_{\mathbf{v}}(\mathbf{v}) \):

\[ \phi^\mathbf{v}(\tilde{\omega}) \triangleq E\{\exp(j\tilde{\omega}^T \mathbf{v})\} = \int_{-\infty}^{\infty} p_{\mathbf{v}}(\mathbf{v}) \exp(j\tilde{\omega}^T \mathbf{v}) \, d\mathbf{v} \]

\[ = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} p_{v_1, \ldots, v_G}(v_1, \ldots, v_G) \exp\left(j \sum_{g=1}^{G} \omega_g v_g \right) \, dv_1 \cdots dv_G . \] (B.2.14)
where \( \tilde{\omega} \triangleq [\omega^1 \ldots \omega^G] \) is a length-\( G \) real-valued row vector of the transformed variables corresponding to the components of \( \mathbf{v} \). As will be shown in the next section, the FJC\( \phi^v(\tilde{\omega}) \) can be used to derive the joint moments of the components of \( \mathbf{v} \). The SJCF \( \psi^v(\tilde{\omega}) \) of the random vector \( \mathbf{v} \) is defined as the natural logarithm of the FJC\( \phi^v(\tilde{\omega}) \):

\[
\psi^v(\tilde{\omega}) \triangleq \ln(\phi^v(\tilde{\omega})).
\]  

(B.2.15)

The SJCF \( \psi^v(\tilde{\omega}) \) can be used to define the (joint) cumulants of the components of \( \mathbf{v} \), as will also be shown in Section B.2.6.5.

### B.2.6 Multivariate expectations, (central) moments and cumulants

The definitions of expectations, multivariate moments and multivariate cumulants are straightforward generalizations of the corresponding univariate definitions. Since usually a large number of indices is required to denote joint (multivariate) moments, cumulants, etcetera, a compact and convenient notation for tuples of indices will be employed (see also Appendix A). This notation is heavily used throughout the thesis.

#### B.2.6.1 Expectations

Let \( g(\mathbf{v}) \) denote a function of the random vector \( \mathbf{v} \). The (mathematical) expectation of \( g(\mathbf{v}) \) is denoted by \( E\{g(\mathbf{v})\} \) and defined by:

\[
E\{g(\mathbf{v})\} \triangleq \int_{-\infty}^{\infty} g(\mathbf{v}) p_{\mathbf{v}}(\mathbf{v}) \, d\mathbf{v}.
\]  

(B.2.16)

Considering again expectation as an operator \( E\{\cdot\} \), the following important properties of \( E\{\cdot\} \), which hold irrespective of the nature of the particular random vector(s) under study, can be derived:

- **Linearity of Type I:** Let \( g_1(\mathbf{v}), \ldots, g_P(\mathbf{v}) \) be a set of \( P \) functions whose expectations exist and let \( c^1, \ldots, c^P \) be a set of constant coefficients, then:

\[
E \left\{ \sum_{i=1}^{P} c^i g_i(\mathbf{v}) \right\} = \sum_{i=1}^{P} c^i E\{g_i(\mathbf{v})\}.
\]  

(B.2.17)

Note that the same statement holds when function-valued vectors \( g_1(\mathbf{v}), \ldots, g_P(\mathbf{v}) \) are considered instead of the scalar functions \( g_1(\mathbf{v}), \ldots, g_P(\mathbf{v}) \).

- **Linearity of Type II:** Let \( \mathbf{v}_1, \ldots, \mathbf{v}_Q \) be a set of \( Q \) random vectors whose expectations exist and let \( c^1, \ldots, c^Q \) be a set of constant coefficients, then:

\[
E \left\{ \sum_{i=1}^{Q} c^i \mathbf{v}_i \right\} = \sum_{i=1}^{Q} c^i E\{\mathbf{v}_i\}.
\]  

(B.2.18)

- **Transformation invariance:** Let \( \mathbf{y} = g(\mathbf{v}) \) be a function-valued vector of \( \mathbf{v} \), then:

\[
\int_{-\infty}^{\infty} y \, p_{\mathbf{y}}(y) \, dy = \int_{-\infty}^{\infty} g(\mathbf{v}) \, p_{\mathbf{v}}(\mathbf{v}) \, d\mathbf{v},
\]  

(B.2.19)

i.e. \( E\{\mathbf{y}\} = E\{g(\mathbf{v})\} \), even though the integrations are carried out over different probability density functions.
The same remarks as made for the univariate case in Section B.1.3.1 also apply to properties (B.2.17)-(B.2.19). The types of linearity defined in (B.2.17) and (B.2.18) can be combined into one formulation as follows. Let \( g_1(\cdot), \ldots, g_P(\cdot) \) be a set of \( P \) functions, let \( \mathbf{v}_1, \ldots, \mathbf{v}_Q \) be a set of \( Q \) random vectors, and let \( \{ c_{ij} \}_{1 \leq i \leq P, 1 \leq j \leq Q} \) be a set of constant coefficients. Assuming that the expectation of \( g_i(\mathbf{v}_j) \) exists for each possible combination of \( i \) and \( j \), the following holds:

\[
E \left( \sum_{i=1}^{P} \sum_{j=1}^{Q} c_{ij} g_i(\mathbf{v}_j) \right) = \sum_{i=1}^{P} \sum_{j=1}^{Q} c_{ij} E \{ g_i(\mathbf{v}_j) \}, \tag{B.2.20}
\]

where \( E \{ g_i(\mathbf{v}_j) \} = E_{\mathbf{v}_j} \{ g_i(\mathbf{v}_j) \} \). Again, the same statement holds when function-valued vectors \( g_1(\mathbf{v}), \ldots, g_P(\mathbf{v}) \) are considered instead of the scalar functions \( g_1(\mathbf{v}), \ldots, g_P(\mathbf{v}) \).

### B.2.6.2 Joint moments

In this section we will define the joint moment of a set of random variables in two different ways, as in Section B.1.3.2. The first involves the conventional definition and the second involves the Taylor expansion of the FJCF. Along the way, a convenient notational device is introduced. Let \( \mathbf{v} \) be a length-\( G \) random vector with jpdf \( p_\mathbf{v}(\mathbf{v}) \) and let \( (i_1, \ldots, i_l) \) be a length-\( l \) tuple of indices. Consider a subset \( \{v_{i_1}, \ldots, v_{i_l}\} \) of \( l \) components of \( \mathbf{v} \). Then, the \( l \)-th order joint moment \( r_{i_1, \ldots, i_l}^{v} \) of the random variables \( v_{i_1}, \ldots, v_{i_l} \) is defined as the expectation of their product. Hence, substituting \( g(\mathbf{v}) = v_{i_1} \cdots v_{i_l} \) into (B.2.16) gives for all \( l \in \mathbb{N} \):

\[
r_{i_1, \ldots, i_l}^{v} = r_{i_1, \ldots, i_l} = E \{ v_{i_1} \cdots v_{i_l} \} \triangleq \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} v_{i_1} \cdots v_{i_l} p_\mathbf{v}(\mathbf{v}) \, d\mathbf{v}
\]

This joint moment is said to be of **tuple-order** \( (i_1, \ldots, i_l) \). The **total order** of the moment is \( l \) because there are \( l \) indices and the expectation of a product of \( l \) variables is computed. Since the total order equals the number of subscript indices, it is usually omitted from the superscript position. Eq. (B.2.21) involves the complete jpdf of all components of \( \mathbf{v} \). It can also be evaluated with the marginal joint probability density function in which only the different components selected by the tuple \( (i_1, \ldots, i_l) \) are involved. As an example, consider the length-3 random vector \( \mathbf{v} \) and \( l = 2 \). All possible different tuples of length two are listed in Table B.3, along with the product of variables \( v_{i_1} v_{i_2} \). According to (B.2.21), the \( (i_1, i_2) \)-th moment \( r_{i_1i_2}^{v} \) can be computed by:

\[
r_{i_1i_2}^{v} = r_{i_1i_2} = E \{ v_{i_1} v_{i_2} \} \triangleq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} v_{i_1} v_{i_2} p_{v_{i_1}, v_{i_2}}(v_{i_1}, v_{i_2}) \, dv_{i_1} dv_{i_2}, \quad \forall 1 \leq i_1, i_2 \leq 3,
\]

which involves the ‘full’ jpdf \( p_{v_{i_1}, v_{i_2}, v_{i_3}}(v_{i_1}, v_{i_2}, v_{i_3}) \). However, in case the two selected components of \( \mathbf{v} \) are different, i.e. when \( i_1 \neq i_2 \), the mjpdf \( p_{v_{i_1}, v_{i_2}}(v_{i_1}, v_{i_2}) \) can be determined and used for computing \( r_{i_1i_2}^{v} \):

\[
r_{i_1i_2}^{v} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} v_{i_1} v_{i_2} p_{v_{i_1}, v_{i_2}}(v_{i_1}, v_{i_2}) \, dv_{i_1} dv_{i_2}, \quad \forall 1 \leq i_1 \neq i_2 \leq 3.
\]
Table B.3: Example of joint moment definition for \( G = 3 \) and \( l = 2 \).

<table>
<thead>
<tr>
<th>((i_1, i_2))</th>
<th>(v_1 v_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, 1))</td>
<td>(v_1 v_1 = (v_1)^2)</td>
</tr>
<tr>
<td>((1, 2))</td>
<td>(v_1 v_2)</td>
</tr>
<tr>
<td>((1, 3))</td>
<td>(v_1 v_2)</td>
</tr>
<tr>
<td>((2, 2))</td>
<td>(v_2 v_2 = (v_2)^2)</td>
</tr>
<tr>
<td>((2, 3))</td>
<td>(v_2 v_3)</td>
</tr>
<tr>
<td>((3, 3))</td>
<td>(v_3 v_3 = (v_3)^2)</td>
</tr>
</tbody>
</table>

In case the two selected components of \( v \) are equal, i.e. when \( i_1 = i_2 \equiv i \), the computation can be simplified even more by determining the mpdf \( p_{v_i}(v_i) \) and using the result for computing \( r_{ii}^e \):

\[
r_{ii}^e = \int_{-\infty}^{\infty} (v_i)^2 p_{v_i}(v_i) \, dv_i \quad \forall \ 1 \leq i \leq 3.
\]

When all indices in a tuple \((i_1, \ldots, i_l)\) are equal (such a tuple is also written as \((i)\), as explained in Appendix A), the corresponding moment is called auto-moment. In the other case, the corresponding moment is called cross-moment. The term joint moment can mean either auto- or cross-moment. Using the notation explained in Section A.2, Eq. (B.2.21) can be written compactly as follows:

\[
r_{ii}^{(l)} \equiv r_{ii}^e \equiv E\{\hat{v}_{i_l}\} = \int_{-\infty}^{\infty} \hat{v}_{i_l} p_{v}(v) \, dv \quad \forall \ i_l \in T^l_{1,G}.
\]

As in the univariate case, multivariate moments of order larger than two are usually called higher order moments.

**Deriving the joint moments from the FJCF**

The joint moments of all possible subsets of components of \( v \) can also be derived from the Taylor series expansion of the First Joint Characteristic Function \( \phi^v(\tilde{\omega}) \) of \( v \) around \( \tilde{\omega} = \bar{\omega} \). We proceed in a similar way as in Section B.1.3.2. Assume that (higher order) partial differentiation under the integral signs in (B.2.14) is allowed and define the partial derivative \( \phi^{v,(i)}(\tilde{\omega}) \) of tuple-order \( i_l \) (i.e. of total order \( l \)) as the higher order partial derivative of \( \phi^v(\tilde{\omega}) \) w.r.t. \( \omega^{i_1}, \ldots, \omega^{i_l} \):

\[
\phi^{v,(i)}(\tilde{\omega}) = \phi^{v,(i_1 \ldots i_l)}(\omega^1, \ldots, \omega^G) \triangleq \frac{\partial^{(l)} \phi^v(\tilde{\omega})}{\partial \omega^{i_1} \cdots \partial \omega^{i_l}}.
\]

Then, from (B.2.14) it follows that:

\[
\phi^{v,(l)}(\tilde{\omega}) = \int_{-\infty}^{\infty} \frac{\partial^{(l)} \exp(\bar{v}_l v)}{\partial \omega^{i_1} \cdots \partial \omega^{i_l}} p_{v}(v) \, dv = (j)^l \int_{-\infty}^{\infty} \bar{v}_{i_l} \exp(j \bar{v}_l v) p_{v}(v) \, dv,
\]

where \( \bar{v}_l \equiv v_{i_1} \cdots v_{i_l} \). Evaluating \( \phi^{v,(i)}(\tilde{\omega}) \) at \( \tilde{\omega} = \bar{\omega} \) under the assumption that all moments exist yields:
\[ \phi^{Y,(k)}(\bar{0}) = \frac{\partial^{v} \phi^{Y}(\bar{\omega})}{\partial \omega^{l}} \Bigg|_{\bar{\omega} = 0} = (j)^{l} \int_{-\infty}^{\infty} \hat{v}_{k} \phi_{v}(v) \, dv \quad \text{(B.2.22)} \]

\[ (j)^{l} E\{\hat{v}_{k}\} = (j)^{l} r_{i}^{v}. \]

Hence, whenever all moments are finite the multivariate Taylor series expansion of the FJCF around the origin is given by:

\[ \phi^{Y}(\bar{\omega}) = \sum_{l=0}^{\infty} \sum_{i_{l} \in \mathcal{I}_{l}^{G}} \frac{\phi^{Y,(i)}(\bar{0})}{l!} \bar{\omega}^{i_{l}} = \sum_{l=0}^{\infty} \sum_{i_{l} \in \mathcal{I}_{l}^{G}} r_{i}^{v}(j)^{l} \bar{\omega}^{i_{l}} \frac{1}{l!}, \]  

(B.2.25)

where \( \bar{\omega}^{i_{l}} \triangleq \omega^{i_{1}} \cdots \omega^{i_{l}} \) and the summation \( \sum_{i_{l} \in \mathcal{I}_{l}^{G}} \) denotes the \( l \)-fold summation \( \sum_{i_{1}=1}^{G} \cdots \sum_{i_{l}=1}^{G} \). Our notation results in a formulation that is different from the conventional one, but is quite natural. From (B.2.25) it can be concluded that the Taylor coefficient of tuple-order \( i_{l} = (i_{1}, \ldots, i_{l}) \) (and total order \( l \)), i.e. the coefficient of the term \( (j)^{l} \bar{\omega}^{i_{l}} / l! \), is the joint moment \( r_{i_{1} \cdots i_{l}}^{v} \) of tuple-order \( i_{l} \) of the random variables \( v_{i_{1}}, \ldots, v_{i_{l}} \). For this reason, the First Joint Characteristic Function is also called (Joint) Moment Generating Function. Similarly to the univariate case, the result in (B.2.25) can also be derived in the following insightful manner. Firstly, from (B.2.16) it is noted that \( \phi^{Y}(\bar{\omega}) = E\{\exp(j\bar{\omega}v)\} \) by taking \( g(v) = \exp(j\bar{\omega}v) \). Then, using the linearity property of the expectation operator and the standard Taylor expansion of the exponential function, it follows that:

\[ \phi^{Y}(\bar{\omega}) = E\{\exp(j\bar{\omega}v)\} = E\left\{ \sum_{l=0}^{\infty} \frac{(j\bar{\omega}v)^{l}}{l!} \right\} = E\left\{ \sum_{l=0}^{\infty} \frac{(j)^{l}}{l!} \left( \sum_{i_{l}=1}^{G} \omega^{i_{l}} v_{i_{l}} \right)^{l} \right\} \]

\[ = E\left\{ \sum_{l=0}^{\infty} \frac{(j)^{l}}{l!} \left( \sum_{i_{1}=1}^{G} \omega^{i_{1}} v_{i_{1}} \right) \cdots \left( \sum_{i_{l}=1}^{G} \omega^{i_{l}} v_{i_{l}} \right) \right\} \]

\[ = E\left\{ \sum_{l=0}^{\infty} \frac{(j)^{l}}{l!} \sum_{i_{1}=1}^{G} \cdots \sum_{i_{l}=1}^{G} \omega^{i_{1}} \cdots \omega^{i_{l}} v_{i_{1}} \cdots v_{i_{l}} \right\} \]

\[ = \sum_{l=0}^{\infty} \sum_{i_{1}=1}^{G} \cdots \sum_{i_{l}=1}^{G} r_{i_{1} \cdots i_{l}}^{v} \frac{(j\omega^{i_{1}}) \cdots (j\omega^{i_{l}})}{l!}. \]

Hence, as in (B.2.25) the joint moment \( r_{i_{1} \cdots i_{l}}^{v} \) is the coefficient of the term \( (j\omega^{i_{1}}) \cdots (j\omega^{i_{l}}) / l! \) in the Taylor series expansion of \( \phi^{Y}(\bar{\omega}) \). With the compact notation explained in Appendix A the equation above can be written concisely as:

\[ \phi^{Y}(\bar{\omega}) = E\{\exp(j\bar{\omega}v)\} = \sum_{l=0}^{\infty} \sum_{i_{l} \in \mathcal{I}_{l}^{G}} r_{i}^{v}(j)^{l} \bar{\omega}^{i_{l}} \frac{1}{l!}. \]

From the development above, in particular from (B.2.24), it is clear that the joint moments can also be defined formally as follows:

\[ r_{i}^{v} = E\{\hat{v}_{k}\} \triangleq \frac{\phi^{Y,(i)}(\bar{0})}{(j)^{l}} = (-j)^{l} \frac{\partial^{v} \phi^{Y}(\bar{\omega})}{\partial \omega^{i_{1}} \cdots \partial \omega^{i_{l}}} \Bigg|_{\bar{\omega} = 0} \quad \forall \ i_{l} \in \mathcal{I}_{l}^{G}, \ \forall \ l \in \mathbb{N}. \]  

(B.2.26)
The moment function \( \text{mom}(\cdot, \ldots, \cdot) \)

The computation of the (joint) moment \( r_{i_1, \ldots, i_l}^v \equiv r_{1, \ldots, l}^v \) of the random variables \( v_{i_1}, \ldots, v_{i_l} \) can be considered as computing a certain function of these variables, namely the expectation of their product. This function is denoted by \( \text{mom}(\cdot, \ldots, \cdot) \) and defined by:

\[
\text{mom}(v_{i_1}, \ldots, v_{i_l}) \triangleq E\{v_{i_1} \cdots v_{i_l}\}.
\]

(B.2.27)

Hence, the number of arguments of this function equals the total order \( l \) of the considered joint moment. As has been explained earlier, the result of this function is denoted by \( r_{i_1}^v = r_{i_1}^v \).

In fact, the notations \( r_{i_1}^v \cdot \cdots \cdot i_l \) and \( \text{mom}(v_{i_1}, \ldots, v_{i_l}) \) are completely equivalent. We state this notation explicitly for reference purposes:

\[
\begin{align*}
r_{i_1}^v & \equiv r_{i_1}^v \cdots i_l \equiv r_{i_1}^v \cdots i_l \triangleq \text{mom}(v_{i_1}, \ldots, v_{i_l}) = E\{v_{i_1} \cdots v_{i_l}\} \quad \forall \ i_l \in \mathcal{I}_{v,G}^l.
\end{align*}
\]

(B.2.28)

For example, in the case that \( l = 3 \) and \( i_3 = (3, 1, 4) \) we have \( r_{i_1}^v = r_{3,1,4}^v = \text{mom}(v_3, v_1, v_4) = E\{v_3 v_1 v_4\} \). If all indices in \( i_l \) are equal, the corresponding moment function is called auto-moment function. In the other case, the corresponding moment function is called cross-moment function. The term joint moment function can mean either an auto- or a cross-moment function.

B.2.6.3 Properties of joint moments

The following general properties of joint moments, which are very important for manipulating general expressions without actually computing (multivariate) integrals, can be derived directly from the definition of the moment function:

\[ MP1: \] For all constant coefficients \( c^1, \ldots, c^l \in \mathbb{R} \):

\[
\text{mom}\left(c^1 w_1, \ldots, c^l w_l\right) = c^1 \cdots c^l \text{mom}\left(w_1, \ldots, w_l\right).
\]

(B.2.29)

\[ MP2: \] Moments are symmetric in their arguments:

\[
\text{mom}\left(w_{i_1}, \ldots, w_{i_l}\right) = \text{mom}\left(w_1, \ldots, w_l\right)
\]

for any permutation \((i_1, \ldots, i_l)\) of \((1, \ldots, l)\).

\[ MP3: \] For statistically independent variables the moment function factorizes:

\[
\text{mom}\left(w_1, \ldots, w_l\right) = \prod_{m=1}^l \text{mom}\left(w_m\right).
\]

(B.2.31)

B.2.6.4 Central joint moments

In this section we provide the extension of the definition of univariate central moments to joint or multivariate central moments. Let \( v \) be a length-\( G \) random vector with jpdf \( p_v(v) \) and let \((i_1, \ldots, i_l)\) be a length-\( l \) tuple of indices. Consider a subset \( \{v_{i_1}, \ldots, v_{i_l}\} \) of \( l \) components of \( v \). Hence, each index \( 1 \leq i_k \leq G \) indexes a component of \( v \). Then, the joint central moment \( \gamma_{i_1, \ldots, i_l}^v \) of tuple-order \((i_1, \ldots, i_l)\) and total order \( l \) of the random variables \( v_{i_1}, \ldots, v_{i_l} \) is defined as follows for all \( l \in \mathbb{N} \):

\[
\gamma_{i_1, \ldots, i_l}^v \triangleq E\left\{ (v_{i_1} - E\{v_{i_1}\} \cdots (v_{i_l} - E\{v_{i_l}\}) \right\} \quad \forall \ 1 \leq i_1, \ldots, i_l \leq G.
\]
As in the univariate case, central joint moments are equal to joint moments for zero mean random variables.

### B.2.6.5 Joint cumulants

**Joint or multivariate cumulants** are defined analogously to the univariate case, namely in terms of the higher order partial derivatives of the Second Joint Characteristic Function (SJCF). The **joint cumulant** \( \kappa^v_{i_1, \ldots, i_l} \equiv \kappa^v_{i_1, \ldots, i_l} \) of tuple-order \( i_1, \ldots, i_l \) and total order \( l \) of the random variables \( v_1, \ldots, v_l \) is defined as the coefficient of the term \((\tilde{\omega})^l_1 \cdots l_l^v \) in the Taylor series expansion of the SJCF \( \psi^v(\tilde{\omega}) \) defined in (B.2.15) around the origin:

\[
\psi^v(\tilde{\omega}) \equiv \ln(\phi^v(\tilde{\omega})) = \sum_{l=0}^{\infty} \sum_{i_l \in \mathcal{I}_{l,G}} \frac{\psi^{v,(i_l)}(\tilde{\omega})}{l!} \tilde{\omega}^i_l \equiv \sum_{l=0}^{\infty} \sum_{i_l \in \mathcal{I}_{l,G}} \kappa^v_{i_l} \frac{(j)^l_1 \cdots l_l^v}{l!} , \tag{B.2.32}
\]

where \( \psi^{v,(i_l)}(\tilde{\omega}) \) is the partial derivative of tuple-order \( i_l \) of \( \psi^v(\tilde{\omega}) \) that is defined similarly to (B.2.23). Compare the Taylor expansion in (B.2.32) with (B.2.25). From (B.2.32) it follows that the cumulant \( \kappa^v_{i_l} \) is defined as \((\text{note the similarity to (B.2.26))}:

\[
\kappa^v_{i_l} \equiv \frac{\psi^{v,(i_l)}(\tilde{\omega})}{(j)^l} = (-j)^l \frac{\partial^l \psi^v(\tilde{\omega})}{\partial \omega^{a_1} \cdots \partial \omega^{a_l}} \bigg|_{\tilde{\omega}=0} \quad \forall \; i_l \in \mathcal{I}_{l,G}, \, \forall \; l \in \mathbb{N} . \tag{B.2.33}
\]

For this reason, the Second Joint Characteristic Function is also called (Joint) Cumulant Generating Function. When all indices in a tuple \( i_l \) are equal, the corresponding cumulant is called auto-cumulant. In the other case, the corresponding cumulant is called cross-cumulant. The term joint cumulant can mean either auto- or cross-cumulant. As in the univariate case, multivariate cumulants of order larger than two are usually called higher order cumulants.

**The cumulant function** \( \text{cum}(\cdot, \ldots, \cdot) \)

Like the moment function discussed on page 438, the computation of the (joint) cumulant \( \kappa^v_{i_1, \ldots, i_l} \equiv \kappa^{v,l} \) of the random variables \( v_1, \ldots, v_l \) can be considered as computing a certain function of these variables. This function is denoted by \( \text{cum}(\cdot, \ldots, \cdot) \) and defined by (B.2.33). Like the moment function in (B.2.28), the number of arguments of this function equals the total order \( l \) of the considered joint cumulant. Also, the notations \( \kappa^v_{i_l} = \kappa^v_{i_1, \ldots, i_l} \) and \( \text{cum}(v_1, \ldots, v_l) \) are completely equivalent. We state this notation explicitly for reference purposes:

\[
\kappa^v_{i_l} \equiv \kappa^v_{i_1, \ldots, i_l} \equiv \kappa^{v,l} \triangleq \text{cum}(v_1, \ldots, v_l) \quad \forall \; i_l \in \mathcal{I}_{l,G} . \tag{B.2.34}
\]

Several important properties of the cumulant functions are listed in Section B.2.6.7. Similarly to the previous paragraph, when all indices in \( i_l \) are equal the corresponding cumulant function is called auto-cumulant function. In the other case, the corresponding cumulant function is called cross-cumulant function. The term joint cumulant function can mean either an auto- or a cross-cumulant function.

### B.2.6.6 Expressing multivariate cumulants in multivariate moments

As in the univariate case, it is possible to express multivariate cumulants in terms of sums of products of multivariate moments, and vice versa. We first consider the joint cumulant
\[ \kappa_{1}^{w} = \text{cum}(w_1, \ldots, w_l) \] of the \( l \) components \( w_1, \ldots, w_l \) of the random vector \( w \triangleq [w_1, \ldots, w_l]^T \) and express this cumulant in terms of the joint moments up to total order \( l \). Then, the joint cumulant of the components \( v_1, \ldots, v_i \) of \( v \) can be obtained by substituting \( w_1 = v_1, \ldots, w_l = v_l \) in the resulting expression. To express the joint cumulant \( \kappa_{1}^{w} \) in the joint moments up to total order \( l \) a formula that is very similar to (B.1.21), but slightly more general, is employed:

\[
\kappa_{1}^{w} = \kappa_{1}^{w, l} = \sum_{r=1}^{\infty} (-1)^{|P| - 1 - 1} \prod_{j=1}^{|P|} r_{I_j}^{w} \cdot \quad (B.2.35)
\]

The meaning of the symbols is exactly the same as in Section B.1.3.5. The only difference between (B.2.35) and (B.1.21) is that \( r_{I_j}^{w} \) has been replaced by \( r_{I_j}^{w} \). Considering \( I_j \) as an index tuple, the meaning of the notation \( r_{I_j}^{w} \) is obvious from (B.2.22):

\[
r_{I_j}^{w} \triangleq r_{I_j}^{w, |I_j|} \triangleq E \left\{ \prod_{m \in I_j} w_m \right\}.
\]

Hence, \( r_{I_j}^{w} \) denotes the joint/multivariate moment of total order \(|I_j|\) of the components of \( w \) indexed by the elements of the set \( I_j \). In order to demonstrate the use of (B.2.35), we will now give examples for \( l = 1, 2, 3 \) and 4 respectively. The procedure and results should be compared to those in Section B.1.3.5.

**Example for \( l = 1 \)**

For \( l = 1 \), the only possible partition for the set \( I = \{1\} \) is the set itself. Thus, \( P = \{\{1\}\} \), \(|P| = 1, P_1 = \{\{1\}\}, |P_1| = 1, I_1 = \{1\} \) and \(|I_1| = 1\). Hence, (B.2.35) gives:

\[
\kappa_{1}^{w} \triangleq \kappa_{1}^{w, 1} \triangleq \text{cum}(w_1) = \sum_{i=1}^{1} (-1)^{|P_i| - 1} \prod_{j=1}^{1} r_{I_1}^{w} = \kappa_{1}^{w} = E\{w_1\} \cdot \quad (B.2.36)
\]

This result is the same as that in (B.1.24) for the univariate case. Substituting \( w_1 = v_1 \) yields:

\[
\kappa_{1}^{v} \equiv \kappa_{1}^{v, 1} \triangleq \text{cum}(v_1) = \kappa_{1}^{w} \equiv \kappa_{1}^{v, 1} = E\{v_1\} \cdot \quad (B.2.37)
\]

**Example for \( l = 2 \)**

For \( l = 2 \), the ‘partitioning table’ (similar to Tables B.1 and B.2 in Section B.1.3.5, except that the last column has been eliminated) is given in Table B.4. Substituting the values in this table into (B.2.35) yields:

\[
\kappa_{12}^{w} \equiv \kappa_{12}^{w, 2} = \text{cum}(w_1, w_2) = \sum_{i=1}^{2} (-1)^{|P_i| - 1} \prod_{j=1}^{1} r_{I_j}^{w} = \kappa_{12}^{w} = E\{w_1 w_2\} - E\{w_1\} E\{w_2\} \cdot \quad (B.2.38)
\]

This is the familiar expression for the cross-covariance of \( w_1 \) and \( w_2 \). Substituting \( w_1 = v_1 \) and \( w_2 = v_2 \) yields:

\[
\kappa_{12}^{v} \equiv \kappa_{12}^{v, 2} \triangleq \text{cum}(v_1, v_2) = \kappa_{12}^{v} - \kappa_{1}^{v} \kappa_{1}^{v} = E\{v_1 v_2\} - E\{v_1\} E\{v_2\} \cdot \quad (B.2.39)
\]
Table B.4: Partitioning of $\mathcal{I} = \{1, 2\}$.

| $i$ | $\mathcal{P}_i$ | $|\mathcal{P}_i|$ | $j$ | $\mathcal{I}_j^*$ |
|-----|----------------|-----------------|-----|----------------|
| 1   | $\{(1, 2)\}$  | 1               | 1   | $\{(1, 2)\}$  |
| 2   | $\{(1), (2)\}$ | 2               | 1   | $\{(1)\}$     |
|     |                |                 | 2   | $\{(2)\}$     |

Example for $l = 3$

For $l = 3$, the partitioning of the set $\mathcal{I} = \{1, 2, 3\}$ is given in Table B.1 of Section B.1.3.5. Substituting the values in this table into (B.2.35) yields:

$$
\kappa_{123}^w \equiv \kappa_{123}^{w,3} = \text{cum}(w_1, w_2, w_3) = \sum_{i=1}^{5} (-1)^{|\mathcal{P}_i| - 1}(|\mathcal{P}_i| - 1)! \prod_{j=1}^{\kappa_p} r_{ij}^w
$$

Substituting $w_1 = v_1, w_2 = v_2$ and $w_3 = v_3$ yields:

$$
\kappa_{1123}^w \equiv \kappa_{1123}^{w,3} \triangleq \text{cum}(v_1, v_2, v_3) = r_{11}^w r_{12}^w r_{23}^w - r_{11}^w r_{12}^w r_{13}^w - r_{11}^w r_{12}^w r_{13}^w - r_{12}^w r_{13}^w r_{13}^w + r_{11}^w r_{12}^w r_{13}^w
$$

$$
= E\{v_1, v_3, v_1\} - E\{v_1, v_1\} E\{v_1, v_3\} - E\{v_1, v_1\} E\{v_1, v_3\}
$$

$$
- E\{v_3, v_1, v_3\} + 2 E\{v_1, v_3, v_1\} E\{v_3, v_1\} .
$$

Example for $l = 4$

For $l = 4$, the partitioning of the set $\mathcal{I} = \{1, 2, 3, 4\}$ is given in Table B.2 of Section B.1.3.5. Substituting the values in this table into (B.2.35) yields:

$$
\kappa_{1234}^w \equiv \kappa_{1234}^{w,4} = \text{cum}(w_1, w_2, w_3, w_4) = \sum_{i=1}^{15} (-1)^{|\mathcal{P}_i| - 1}(|\mathcal{P}_i| - 1)! \prod_{j=1}^{\kappa_p} r_{ij}^w
$$

$$
= r_{11}^w r_{12}^w r_{13}^w r_{24}^w - r_{11}^w r_{12}^w r_{13}^w r_{24}^w - r_{11}^w r_{12}^w r_{13}^w r_{24}^w - r_{12}^w r_{13}^w r_{13}^w r_{24}^w + r_{11}^w r_{12}^w r_{13}^w r_{24}^w
$$

$$
+ 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 2 r_{13}^w r_{14}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{12}^w r_{14}^w r_{24}^w
$$

$$
+ 2 r_{13}^w r_{14}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 6 r_{13}^w r_{14}^w r_{14}^w r_{24}^w
$$

$$
= r_{1234}^w - r_{12}^w r_{13}^w r_{14}^w r_{24}^w - r_{12}^w r_{13}^w r_{14}^w r_{24}^w - r_{12}^w r_{13}^w r_{14}^w r_{24}^w + r_{12}^w r_{13}^w r_{14}^w r_{24}^w
$$

$$
+ 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 2 r_{13}^w r_{14}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{12}^w r_{14}^w r_{24}^w
$$

$$
+ 2 r_{13}^w r_{14}^w r_{14}^w r_{24}^w + 2 r_{12}^w r_{13}^w r_{14}^w r_{24}^w + 6 r_{13}^w r_{14}^w r_{14}^w r_{24}^w
$$

$$
= E\{w_1, w_2, w_3, w_4\} - E\{w_1\} E\{w_2, w_3, w_4\} - E\{w_2\} E\{w_1, w_3, w_4\}
$$

$$
- E\{w_3\} E\{w_1, w_2, w_4\} - E\{w_4\} E\{w_1, w_2, w_3\} - E\{w_1, w_2\} E\{w_3, w_4\}
$$

$$
- E\{w_1, w_3\} E\{w_2, w_4\} - E\{w_1, w_4\} E\{w_2, w_3\} + 2 E\{w_1\} E\{w_2\} E\{w_3, w_4\}
$$

$$
+ 2 E\{w_1\} E\{w_3\} E\{w_2, w_4\} + 2 E\{w_1\} E\{w_4\} E\{w_2, w_3\} .
$$
\[ + 2 E\{w_2\} E\{w_3\} E\{w_1 w_4\} + 2 E\{w_2\} E\{w_4\} E\{w_1 w_3\} \\
+ 2 E\{w_3\} E\{w_4\} E\{w_1 w_2\} - 6 E\{w_1\} E\{w_2\} E\{w_3\} E\{w_4\}. \]  
(B.2.42)

Substituting \( w_1 = v_{i_1}, w_2 = v_{i_2}, w_3 = v_{i_3} \) and \( w_4 = v_{i_4} \) yields:

\[ \kappa_{i_1i_2i_3i_4}^v = \kappa_{i_1i_2i_3i_4}^{v,4} \triangleq \text{cum}(v_{i_1}, v_{i_2}, v_{i_3}, v_{i_4}) \]
\[ = r_{i_1i_2i_3, i_4}^v - r_{i_1}^v r_{i_2i_3}^v + r_{i_1i_2}^v r_{i_3}^v - r_{i_1i_2i_3}^v r_{i_4}^v + 2 r_{i_1}^v r_{i_2i_3}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v + 2 r_{i_1}^v r_{i_2i_3}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v - 6 r_{i_1}^v r_{i_2}^v r_{i_3}^v r_{i_4}^v \]
\[ = E\{v_{i_1}v_{i_2}v_{i_3}v_{i_4}\} - E\{v_{i_1}\} E\{v_{i_2}v_{i_3}v_{i_4}\} - E\{v_{i_2}\} E\{v_{i_1}v_{i_3}v_{i_4}\} \]
\[ - E\{v_{i_3}\} E\{v_{i_1}v_{i_2}v_{i_4}\} - E\{v_{i_4}\} E\{v_{i_1}v_{i_2}v_{i_3}\} - E\{v_{i_1}v_{i_2}\} E\{v_{i_3}v_{i_4}\} \]
\[ - E\{v_{i_1}v_{i_3}\} E\{v_{i_2}v_{i_4}\} - E\{v_{i_1}v_{i_4}\} E\{v_{i_2}v_{i_3}\} + 2 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\} \]
\[ + 2 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\} - 6 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\}. \]  
(B.2.43)

**Example for \( l = 1, 2, 3, 4 \) when all variables have zero mean**

When all involved random variables have zero mean, the multivariate moment-to-cumulant conversion formulas (B.2.37), (B.2.39), (B.2.41) and (B.2.43) become respectively:

\[ \kappa_i^v \equiv \kappa_i^{v,1} \triangleq \text{cum}(v_i) = 0; \]  
(B.2.44a)
\[ \kappa_{i_1i_2}^v \equiv \kappa_{i_1i_2}^{v,2} \triangleq \text{cum}(v_{i_1}, v_{i_2}) = r_{i_1i_2}^v = E\{v_{i_1}v_{i_2}\}; \]  
(B.2.44b)
\[ \kappa_{i_1i_2i_3}^v \equiv \kappa_{i_1i_2i_3}^{v,3} \triangleq \text{cum}(v_{i_1}, v_{i_2}, v_{i_3}) = r_{i_1i_2i_3}^v = E\{v_{i_1}v_{i_2}v_{i_3}\}; \]  
(B.2.44c)
\[ \kappa_{i_1i_2i_3i_4}^v \equiv \kappa_{i_1i_2i_3i_4}^{v,4} \triangleq \text{cum}(v_{i_1}, v_{i_2}, v_{i_3}, v_{i_4}) \]
\[ = r_{i_1i_2i_3i_4}^v - r_{i_1}^v r_{i_2i_3i_4}^v - r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v - r_{i_1i_2i_3}^v r_{i_4}^v + 2 r_{i_1}^v r_{i_2i_3i_4}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v + 2 r_{i_1i_2i_3}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v + 2 r_{i_1i_2}^v r_{i_3}^v r_{i_4}^v - 6 r_{i_1}^v r_{i_2}^v r_{i_3}^v r_{i_4}^v \]
\[ = E\{v_{i_1}v_{i_2}v_{i_3}v_{i_4}\} - E\{v_{i_1}\} E\{v_{i_2}v_{i_3}v_{i_4}\} - E\{v_{i_2}\} E\{v_{i_1}v_{i_3}v_{i_4}\} \]
\[ - E\{v_{i_3}\} E\{v_{i_1}v_{i_2}v_{i_4}\} - E\{v_{i_4}\} E\{v_{i_1}v_{i_2}v_{i_3}\} - E\{v_{i_1}v_{i_2}\} E\{v_{i_3}v_{i_4}\} \]
\[ - E\{v_{i_1}v_{i_3}\} E\{v_{i_2}v_{i_4}\} - E\{v_{i_1}v_{i_4}\} E\{v_{i_2}v_{i_3}\} + 2 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\} \]
\[ + 2 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\} - 6 E\{v_{i_1}\} E\{v_{i_2}\} E\{v_{i_3}\} E\{v_{i_4}\}. \]  
(B.2.44d)

Finally, note that the univariate expressions for a single component, say \( v_{i_1} \), can be obtained by substituting \( w_1 = \cdots = w_l = v_{i_1} \) into (B.2.35), or \( v_{i_1} = v_{i_2} = \cdots \) into (B.2.24) or \( v_{i_1} = v_{i_3} = v_{i_4} = v_{i_2} \) into (B.2.43) yields:

\[ \kappa_{i_1i_1i_1i_1}^v \equiv \kappa_{i_1i_1i_1i_1}^{v,4} \triangleq \text{cum}(v_{i_1}, v_{i_1}, v_{i_1}, v_{i_1}) = r_{i_1i_1i_1i_1}^v - 4 r_{i_1i_1}^v r_{i_1i_1}^v - 3 (r_{i_1i_1}^v)^2 + 12 (r_{i_1i_1}^v)^2 r_{i_1i_1}^v - 6 (r_{i_1i_1}^v)^4 \]

By noting that \( \kappa_{i_1i_1i_1i_1}^v \equiv \kappa_{i_1i_1i_1i_1}^{v,4} \equiv \kappa_{i_1i_1i_1i_1}^{v,4} \) it can be seen that this result is exactly equal to that in (B.1.22) and (B.1.23).
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B.2.6.7 Properties of joint cumulants

The following general properties of joint cumulants are very important for manipulating general expressions:

**CP1:** For all constant coefficients \(c^1, \ldots, c^l \in \mathbb{R}\):

\[
\cum (c^1 w^1, \ldots, c^l w^l) = c^1 \cdots c^l \cum (w^1, \ldots, w^l). \tag{B.2.45}
\]

**CP2:** Cumulants are symmetric in their arguments:

\[
\cum (w_{i_1}, \ldots, w_{i_l}) = \cum (w_{1}, \ldots, w_{l}) \tag{B.2.46}
\]

for any permutation \((i_1, \ldots, i_l)\) of \((1, \ldots, l)\).

**CP3:** Cumulants are insensitive to changes in the mean values except for the first-order cumulant. Hence for all constant coefficients \(\mu_1, \ldots, \mu_l \in \mathbb{R}\) and \(l \geq 2\):

\[
\cum (\mu_1 + w_1, \ldots, \mu_l + w_l) = \cum (w_1, \ldots, w_l). \tag{B.2.47}
\]

The first order cumulant of a random variable is equal to the mean, and thus:

\[
\cum (\mu + w) = \mu + \cum (w).
\]

**CP4:** Cumulants are additive in their arguments (also for variables that are not statistically independent):

\[
\cum (w_1, \ldots, w_{i-1}, w_i + v_i, w_{i+1}, \ldots, w_l) = \cum (w_1, \ldots, w_l) + \cum (w_1, \ldots, w_{i-1}, v_i, w_{i+1}, \ldots, w_l). \tag{B.2.48}
\]

**CP5:** If a subset of the \(l\) random variables \(w_1, \ldots, w_l\) is statistically independent of the rest, then:

\[
\cum (w_1, \ldots, w_l) = 0. \tag{B.2.49}
\]

**CP6:** If the random variables \(v_1, \ldots, v_l\) are statistically independent of the random variables \(w_1, \ldots, w_l\), then:

\[
\cum (v_1 + w_1, \ldots, v_l + w_l) = \cum (v_1, \ldots, v_l) + \cum (w_1, \ldots, w_l). \tag{B.2.50}
\]

**CP7:** Cumulants are multilinear in their arguments. If the random vector \(w \in \mathbb{R}_P\) is a linear transformation of the random vector \(v \in \mathbb{R}_G\), i.e. \(w = Cv\) for some matrix \(C = [c^l_i] \in \mathbb{R}^{G \times P}\), then:

\[
\cum (w_{i_1}, \ldots, w_{i_l}) = \sum_{j_1=1}^G \cdots \sum_{j_l=1}^G c_{i_1}^{j_1} \cdots c_{i_l}^{j_l} \cum (v_{j_1}, \ldots, v_{j_l}) \tag{B.2.51}
\]

\[\forall (i_1, \ldots, i_l) \in \mathcal{I}_l^P, \forall l \in \mathbb{N}.\]

**CP8:** Cumulants measure deviation from non-Gaussianity. If the random vector \(w\) is multivariate Gaussian distributed, then all cumulants of (total) order larger than two are identically zero:

\[
\cum (w_{i_1}, \ldots, w_{i_l}) = 0 \quad \forall (i_1, \ldots, i_l) \in \mathbb{N}_l, \forall l \geq 3. \tag{B.2.52}
\]

All those properties can be derived from the definition of the cumulants and/or the results in Section B.2.6.6. Most proofs can be found in [112]. Comparing these properties to the properties of moments listed in Section B.2.6.3, we see that cumulants have many nice properties that moments do not have. This is the main reason for working with cumulants. Several of
the properties above are closely related. For example, CP6 can be derived from CP4 and CP5 only. Likewise, CP7 can be derived from CP1 and CP4. Because CP7 plays a very important role in this work and to give some feeling for the manipulation of cumulants, we briefly derive CP7 from CP1 and CP4 as follows:

$$\text{cum}(w_{i_1}, \ldots, w_{i_l}) = \text{cum} \left( \sum_{j_1=1}^{G} c_{i_1}^{j_1} v_{j_1}, \ldots, \sum_{j_l=1}^{G} c_{i_l}^{j_l} v_{j_l} \right)$$

$$\overset{CP4}{=} \sum_{j_1=1}^{G} \ldots \sum_{j_l=1}^{G} \text{cum} \left( c_{i_1}^{j_1} v_{j_1}, \ldots, c_{i_l}^{j_l} v_{j_l} \right)$$

$$\overset{CP1}{=} \sum_{j_1=1}^{G} \ldots \sum_{j_l=1}^{G} c_{i_1}^{j_1} \ldots c_{i_l}^{j_l} \text{cum} \left( v_{j_1}, \ldots, v_{j_l} \right)$$

$$\forall 1 \leq i_1, \ldots, i_l \leq P, \quad \forall l \in \mathbb{N}.$$  

Note that in our compact notation, CP7 reads as follows:

$$\kappa_{i_1}^{w} = \sum_{j_i \in \mathcal{I}_{G}^{l}} c_{i}^{j_1} \kappa_{v}^{j_1} \quad \forall i_1 \in \mathcal{I}_{l}^{G}.$$  \hspace{1cm} (B.2.53)

### B.2.6.8 Statistical independence criterion based on joint cumulants

The statistical independence criterion in (B.2.10) can also be expressed in terms of joint cumulants. This is often very useful for practical purposes. The following theorem deals with this issue:

**Theorem B.2.3. Statistical independence criterion based on joint cumulants.**

The random variables $v_1, \ldots, v_G$ are mutually statistically independent if and only if their cross-cumulants of all possible orders are zero:

$$\kappa_{i_1}^{w} \triangleq \text{cum} \left( v_{i_1}, \ldots, v_{i_l} \right) = 0 \quad \forall (i_1, \ldots, i_l) \in \mathcal{I}_{G}^{l}, \quad \forall l \in \mathbb{N}.  \hspace{1cm} (B.2.54)$$

See Appendix A for the definition and explanation of the notation $\mathcal{I}_{G}^{l}$. Note that by ‘order’ we mean ‘total order’.

**Proof.** By definition (B.2.10), the random variables $v_1, \ldots, v_G$ are mutually statistically independent if and only if their joint pdf factorizes into marginal pdf’s:

$$p_{v_1, \ldots, v_G} (v_1, \ldots, v_G) = \prod_{m=1}^{G} p_{v_m} (v_m).$$

In terms of the first characteristic functions defined by (B.2.14), this is equivalent to:

$$\phi^{v} (\tilde{\omega}) = \prod_{m=1}^{G} \phi^{v_m} (\omega^{m}),  \hspace{1cm} (B.2.55)$$

where $\phi^{v_m} (\omega^{m})$ denotes the (marginal) characteristic function of $v_m$ (which is univariate). From (B.2.15) it follows that this can be written in terms of the second characteristic functions as follows:

$$\psi^{v} (\tilde{\omega}) = \sum_{m=1}^{G} \psi^{v_m} (\omega^{m}).  \hspace{1cm} (B.2.56)$$
Now, by writing both sides of this equation in terms of Taylor expansions (see (B.2.32) and (B.1.19)), the following equation is obtained:

\[
\sum_{l=0}^{\infty} \sum_{i \in I^l_{c,G}} \kappa_{v}^l \frac{(j)^l}{l!} \omega^{i_1} \ldots \omega^{i_l} = \sum_{m=1}^{G} \sum_{i \in I^l_{(m)}_{c,G}} \kappa_{v}^m \frac{(j)^l}{l!} \omega^{m}^l.
\]  

(B.2.57)

Note that \(\kappa_{v}^m \equiv \kappa_{v}^m \cdot \) denotes the \(l\)-th order univariate cumulant of \(v_m\) (see (A.2.2) for the definition of \((m)\)). In order for this expression to hold for all \((\omega^1, \ldots, \omega^G) \in \mathbb{R}^G\), the coefficient of each product term of \(\omega\)'s on the left hand side must equal the coefficient of the same product term on the right hand side, i.e.:

\[
\sum_{i \in I^l_{c,G}} \kappa_{v}^i \frac{(j)^l}{l!} \omega^{i_1} \ldots \omega^{i_l} = \sum_{m=1}^{G} \kappa_{v}^m \frac{(j)^l}{l!} \omega^{m}^l \quad \forall l \in \mathbb{N}.
\]

Hence, only left-hand terms with \(i_1 = \cdots = i_l = m\), i.e. with equal indices, have non-zero coefficients and all other terms are zero. The non-zero coefficients correspond to the auto-cumulants (or marginal cumulants) of \(v_1, \ldots, v_G\), whereas the zero coefficients correspond to their cross-cumulants. The index tuples \(i_l \equiv (i_1, \ldots, i_l)\) that index these cross-cumulants are precisely the elements of the set \(I^l_{c,G}\) defined in (A.2.18). Now, since \(\kappa_{v}^i \equiv \sum_{G} \{v_1, \ldots, v_i\}\), the theorem is proven.

A similar version of this theorem is proven in [189]. Here, we presented a version that is consistent with our notation and requirements. Two more useful theorems in the same spirit as Theorem B.2.3 are now given.

**Definition B.2.4.** Statistical independence up to order \(l\). The random variables \(v_1, \ldots, v_G\) are said to be mutually statistically independent up to order \(l\) if and only if all their cross-cumulants of orders smaller than or equal to \(l\) are zero:

\[
\kappa_{v}^i \equiv \sum_{G} \{v_{i_1}, \ldots, v_{i_k}\} = 0 \quad \forall (i_1, \ldots, i_k) \in I^k_{c,G}, \quad \forall k \leq l.
\]  

(B.2.58)

**Definition B.2.5.** Statistical independence at order \(l\). The random variables \(v_1, \ldots, v_G\) are said to be mutually statistically independent at order \(l\) if and only if all their cross-cumulants of order \(l\) are zero:

\[
\kappa_{v}^i \equiv \sum_{G} \{v_{i_1}, \ldots, v_{i_k}\} = 0 \quad \forall (i_1, \ldots, i_l) \in I^l_{c,G}.
\]  

(B.2.59)

For example, mutual statistical independence at order two means uncorrelatedness.

**B.2.6.9 Estimation of multivariate expectations, moments and cumulants**

The estimation or computation of multivariate/joint expectations, moments, cumulants and other statistical characterizations is completely similar to the univariate case discussed in Section B.1.3.6. Suppose that the expectation \(E\{g(v)\} = \{g(v_1, \ldots, v_G)\}\) in (B.2.16) has to be estimated. We assume that the involved joint probability density function \(p_v(v)\) is unknown, but that instead a set \(\{v_1, \ldots, v_K\}\) of \(K\) samples of \(v\) is available. Then, a simple standard estimator is given by [154]:

\[
\hat{g}(v) = \frac{1}{K} \sum_{k=1}^{K} g(v_k).
\]  

(B.2.60)
B.3 Complex-valued statistical quantities

The definitions and results presented above for the real-valued case can be generalized to the complex-valued case in a structural and straightforward manner. The main difference is that now we need to combine the statistics of real and imaginary parts. In the thesis several examples of this are provided. We leave the various generalizations to the reader and finish this appendix with some remarks concerning the choice of the conjugation pattern. As we mention several times in this thesis, the conjugation pattern of a moment or cumulant function can be chosen in several ways, which may or may not be sensible depending on the complex-valued statistical structure of the source signals. For example, see Section 3.3.6. As another example, consider the two arguments of the moment function $\text{mom}(\cdot, \cdot)$ in (A.6.4), which can be conjugated in four ways, viz. $\text{mom}(\cdot, \cdot)$, $\text{mom}(\cdot, (\cdot)^*)$, $\text{mom}((\cdot)^*, \cdot)$ and $\text{mom}((\cdot)^*, (\cdot)^*)$. Since the fourth function value can be obtained from the first by conjugation, and likewise the third from the second, two moment functions are redundant. For example, taking the random variables $v$ and $w$ as the first and second arguments of $\text{mom}(\cdot, \cdot)$ respectively, it is easy to see that $(E \{ (v)^* w^* \})^* = (\text{mom}(v^*, (w)^*))^* = E \{ vw \} = \text{mom}(v, w)$, and similarly $\text{mom}(v)^*, w = E \{ (v)^* w \} = (E \{ v (w)^* \})^* = (\text{mom}(v, (w)^*))^*$. Depending on the properties of the joint probability density function of $v$ and $w$ (such as even or odd symmetries), either $\text{mom}(v, w) = 0$ and $\text{mom}(v, w^*) = 0$, or $\text{mom}(v, w) = 0$ and $\text{mom}(v, w^*) \neq 0$, or $\text{cum}(v, w) \neq 0$ and $\text{mom}(v^*, w) = 0$, or $\text{mom}(v, w) \neq 0$ and $\text{mom}(v, w^*) \neq 0$. Similarly, for applications dealing with vector random processes, the most suitable conjugation pattern depends on the type of the involved (stochastic) signals. For example, vector noise processes like $\nu[n]$ in (1.1.1) are often assumed to be zero-mean stationary white circularly complex, which means that $E \{ \nu_1[n_1] (\nu_{12}[n_2])^* \} = (\sigma^v)^2 \delta_{i_1i_2} \delta_{n_1n_2}$ and $E \{ \nu_{11}[n_1] \nu_{12}[n_2] \} = 0$, where $\delta_{i_1i_2}$ and $\delta_{n_1n_2}$ are Kronecker delta functions (see Appendix A) and $(\sigma^v)^2$ is a real-valued positive number. The point we want to make here is that those expressions are merely a result of the specific assumptions on the joint pdf $p_{\nu[n]}(\nu[n])$ of the signals. If a pdf with different properties is assumed, the reverse may hold, i.e. $E \{ \nu_1[n_1] (\nu_{12}[n_2])^* \} = 0$, while $E \{ \nu_{11}[n_1] \nu_{12}[n_2] \} = (\sigma^v)^2 \delta_{i_1i_2} \delta_{n_1n_2}$. The same reasoning applies to higher order moments and cumulants.
APPENDIX C

Basic linear algebra facts

In this appendix some important basic results from linear algebra [72, 115, 150] are listed.

C.1 Definitions

Definition C.1.1. Rank; preliminary definition. The rank \( d(B) \) \( \triangleq \) \( \text{rank}(B) \) of a matrix \( B \in \mathbb{C}^{N \times M} \) is defined as the number of linearly independent columns or rows of \( B \) (recall that for any matrix the number of linearly independent columns equals the number of linearly independent rows). The rank of \( B \) equals the dimension \( \text{dim} \left( \mathcal{L} \left( \{ b_i \}_{1 \leq i \leq N} \right) \right) \) of the linear subspace \( \mathcal{L} \left( \{ b_i \}_{1 \leq i \leq N} \right) \) spanned by the columns of \( B \), or the dimension \( \text{dim} \left( \mathcal{L} \left( \{ \tilde{b}_i \}_{1 \leq i \leq M} \right) \right) \) of the linear subspace \( \mathcal{L} \left( \{ \tilde{b}_i \}_{1 \leq i \leq M} \right) \) spanned by the rows of \( B \). Note that \( \text{dim}(B) \leq \min(M, N) \).

Definition C.1.2. Orthogonal or perpendicular vectors. Let \( S \) be an inner product space, i.e. a vector space equipped with an inner product. Then, two vectors \( v \in S \) and \( w \in S \) are said to be orthogonal or perpendicular if their inner product equals zero:

\[
<v, w> = 0.
\]  
(C.1.1)

Notationally, this is usually stated as \( v \perp w \).

Definition C.1.3. Orthogonal complement. Let \( S \) be a subspace of an inner product space \( S \). Then, the orthogonal complement \( V^\perp \) is defined as the space of all vectors in \( S \) that are orthogonal to \( V \), i.e.:

\[
V^\perp = \{ w \in S \mid w \perp v \ \forall v \in V \}.
\]  
(C.1.2)

From now on, we assume that all vector spaces we work with are closed and equipped with an inner product. Therefore, we will use the terms ‘vector space’ and ‘inner product space’ interchangeably to denote a closed inner product space. All inner products used in this thesis are equal or similar to the following inner product that is defined on the familiar vector space \( \mathbb{C}^N \) of length-\( N \) (column) vectors:

\[
<v, w> \triangleq \sum_{i=1}^{N} v_i (w_i)^*.
\]  
(C.1.3)

Definition C.1.4. Orthogonal or perpendicular subspaces. Let \( S \) be a vector space, i.e. a closed inner product space, and let \( V \) and \( W \) be subspaces of \( S \). Then, \( V \) and \( W \) are said to be orthogonal or perpendicular if every vector \( v \in V \) is orthogonal to every vector \( w \in W \):

\[
V \perp W \iff v \perp w \ \forall v \in V, w \in W.
\]  
(C.1.4)
Some important properties of orthogonal complements and subspaces can be formulated as follows. Let \( S \) be a vector space and let \( V \) and \( W \) be closed linear subspaces of \( S \). Then, the following properties hold:

- **OCP1**: \( V = V^\perp \perp \);
- **OCP2**: \( v \in V \cap V^\perp \implies v = 0 \);
- **OCP3**: \( V \subseteq W \implies W^\perp \subseteq V^\perp \);
- **OCP4**: \( \{0\}^\perp = S \);
- **OCP5**: \( S^\perp = \{0\} \);
- **OCP6**: \( S = V \oplus V^\perp \).

### C.2 The four fundamental subspaces of a matrix

This section discusses the four fundamental subspaces of a matrix and various relations between them.

#### C.2.1 Definitions

**Definition C.2.1. Column space; also called range space or simply range.** The column space \( \mathcal{R}_c(B) \) of a matrix \( B \in \mathbb{C}^{N \times M} \), also called the range space or simply range of \( B \), is the set of all column vectors \( w \in \mathbb{C}^M \) such that \( w = Bv \) for some \( v \in \mathbb{C}^N \):

\[
\mathcal{R}_c(B) \triangleq \{ w = Bv \mid v \in \mathbb{C}^N \}, \tag{C.2.1}
\]

which can also be written as follows:

\[
\mathcal{R}_c(B) \triangleq \left\{ \sum_{i=1}^{N} v_i b_i^* \mid v_i \in \mathbb{C} \quad \forall 1 \leq i \leq N \right\} = \mathcal{L}(b^1, \ldots, b^N). \tag{C.2.2}
\]

Hence, \( \mathcal{R}_c(B) \) is the set of all linear combinations of the columns of \( B \), i.e. the linear subspace \( \mathcal{L}(b^1, \ldots, b^N) \) spanned by the columns of \( B \). It is a subspace of \( \mathbb{C}^M \) with dimension equal to the rank of \( B \), i.e.:

\[
\dim(\mathcal{R}_c(B)) = \text{rank}(B). \tag{C.2.3}
\]

**Definition C.2.2. Row space.** The row space \( \mathcal{R}_r(B) \) of a matrix \( B \in \mathbb{C}^{N \times M} \) is the set of all row vectors \( \tilde{w} \in \mathbb{C}^N \) such that \( \tilde{w} = \tilde{v}B^* \) for some \( \tilde{v} \in \mathbb{C}^M \) (\( B^* \) is the conjugate of \( B \)):

\[
\mathcal{R}_r(B) \triangleq \{ \tilde{w} = \tilde{v}B^* \mid \tilde{v} \in \mathbb{C}^M \}, \tag{C.2.4}
\]

which can also be written as follows:

\[
\mathcal{R}_r(B) \triangleq \left\{ \sum_{i=1}^{M} v^i (\tilde{b}_i)^* \mid v^i \in \mathbb{C} \quad \forall 1 \leq i \leq M \right\} = \mathcal{L}(\tilde{b}_1)^*, \ldots, (\tilde{b}_M)^*. \tag{C.2.5}
\]

Hence, \( \mathcal{R}_r(B) \) is the set of all linear combinations of the conjugated rows of \( B \), i.e. the linear subspace \( \mathcal{L}(\tilde{b}_1)^*, \ldots, (\tilde{b}_M)^* \) spanned by the conjugates of the rows of \( B \). It is a subspace of \( \mathbb{C}^N \) with dimension equal to the rank of \( B^H \) and \( B \), i.e.:

\[
\dim(\mathcal{R}_r(B)) = \text{rank}(B^H) = \text{rank}(B) = \dim(\mathcal{R}_c(B)). \tag{C.2.6}
\]
Although a more natural name for $\mathcal{R}_r(B)$ would be ‘conjugate row space’, the mathematical convention is to use the term ‘row space’. Note that $\mathcal{R}_r(B) = (\mathcal{R}_c(B^H))^T$. In words, the row space $\mathcal{R}_r(B)$ of $B$ is isomorphic to the column space $\mathcal{R}_c(B^H)$ of $B^H$. Using the symbol ‘$\cong$’ to denote isomorphism, we denote this fact by $\mathcal{R}_r(B) \cong \mathcal{R}_c(B^H)$.

**Definition C.2.3. Null space and nullity.** The (right) **null space** $\mathcal{N}_r(B)$ of a matrix $B \in \mathbb{C}^N_M$, also called the kernel of $B$, is the set of all column vectors $v \in \mathbb{C}^N$ such that $Bv = 0_M$:

$$\mathcal{N}_r(B) \triangleq \{ v \in \mathbb{C}^N | Bv = 0_M \}.$$  \hfill (C.2.7)

$\mathcal{N}_r(B)$ is a subspace of $\mathbb{C}^N$. Its dimension is called the (right) **nullity** of $B$ and equals $\dim(\mathcal{N}_r(B)) = N - \text{rank}(B)$. Note the following equality:

$$\mathcal{N}_r(B) \triangleq \{ v \in \mathbb{C}^N | \tilde{b}_i v = b_i > \forall 1 \leq i \leq M \}$$

$$= \{ v \in \mathbb{C}^N | (v)^* \perp \tilde{b}_i = 0 \forall 1 \leq i \leq M \},$$  \hfill (C.2.8)

where the definition of the inner product function $\langle \cdot, \cdot \rangle$ is given by (C.1.3). Hence, $\mathcal{N}_r(B)$ consists of all vectors $v \in \mathbb{C}^N$ whose conjugate is orthogonal to all rows of $B$.

**Definition C.2.4. Left null space and left nullity.** The left **null space** $\mathcal{N}_l(B)$ of a matrix $B \in \mathbb{C}^N_M$ is the set of all row vectors $\tilde{v} \in \mathbb{C}^M$ such that $\tilde{v}B^* = 0^N$:

$$\mathcal{N}_l(B) \triangleq \{ \tilde{v} \in \mathbb{C}^M | \tilde{v}B^* = 0^N \}.$$  \hfill (C.2.9)

$\mathcal{N}_l(B)$ is a subspace of $\mathbb{C}^M$. We will call its dimension the **left nullity** of $B$. This dimension equals $\dim(\mathcal{N}_l(B)) = M - \text{rank}(B)$. The fact that $B^*$ in (C.2.9) is multiplied by $\tilde{v}$ from the left explains the name ‘left null space’. Note that the condition $\tilde{v}B^* = 0^N$ is equivalent to the condition $B^Hw = 0_N$ for $w = (\tilde{v})^T$. In other words, the left null space $\mathcal{N}_l(B)$ of $B$ is isomorphic to the right null space $\mathcal{N}_r(B^H)$ of $B^H$, i.e. $\mathcal{N}_l(B) \cong \mathcal{N}_r(B^H)$ (also see the remark made at the end of Definition C.2.2). Note the following equality:

$$\mathcal{N}_l(B) \triangleq \{ \tilde{v} \in \mathbb{C}^M | (\tilde{v}b_j^*) = 0 \forall 1 \leq j \leq N \}$$

$$= \{ \tilde{v} \in \mathbb{C}^M | \tilde{v} \perp b_j^* = 0 \forall 1 \leq j \leq N \},$$  \hfill (C.2.10)

where again the definition of the inner product function $\langle \cdot, \cdot \rangle$ is given by (C.1.3). Hence, $\mathcal{N}_l(B)$ consists of all vectors $\tilde{v} \in \mathbb{C}^M$ that are orthogonal to all columns of $B$.

Based on definitions C.2.1 and C.2.2, we can now the refine informal Definition C.1.1 to the following formal definition:

**Definition C.2.5. Rank.** The rank $\text{rank}(B)$ of a matrix $B \in \mathbb{C}^N_M$ equals the dimension of the column or row space of $B$:

$$d(B) \triangleq \text{rank}(B) = \dim(\mathcal{R}_c(B)) = \dim(\mathcal{R}_r(B)) = \text{rank}(B^H).$$  \hfill (C.2.11)

For reference purposes we summarize the four fundamental subspaces of $B \in \mathbb{C}^N_M$ and their dimensions:

<table>
<thead>
<tr>
<th>Subspace</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column space $\mathcal{R}_c(B)$</td>
<td>$\dim(\mathcal{R}_c(B)) = \text{rank}(B)$</td>
</tr>
<tr>
<td>Row space $\mathcal{R}_r(B)$</td>
<td>$\dim(\mathcal{R}_r(B)) = \text{rank}(B)$</td>
</tr>
<tr>
<td>Null space $\mathcal{N}_r(B)$</td>
<td>$\dim(\mathcal{N}_r(B)) = N - \text{rank}(B)$</td>
</tr>
<tr>
<td>Left null space $\mathcal{N}_l(B)$</td>
<td>$\dim(\mathcal{N}_l(B)) = M - \text{rank}(B)$</td>
</tr>
</tbody>
</table>
C.2.2 Properties

The four fundamental subspaces defined in the previous section are closely related by certain orthogonality relations. We summarize these important relations using among other things the symbol ‘\(\cong\)’ to denote isomorphism:

**FSP1:** The column space is isomorphic to the orthogonal complement of the left null space:

\[
\mathcal{R}_c(B) \cong (\mathcal{N}_l(B))^\perp \quad \text{or} \quad (\mathcal{R}_c(B))^\perp \cong \mathcal{N}_l(B); \tag{C.2.12}
\]

**FSP2:** The row space is isomorphic to the orthogonal complement of the (right) null space:

\[
\mathcal{R}_r(B) \cong (\mathcal{N}_r(B))^\perp \quad \text{or} \quad (\mathcal{R}_r(B))^\perp \cong \mathcal{N}_r(B); \tag{C.2.13}
\]

**FSP3:** The column space is isomorphic to the row space of the Hermitian:

\[
\mathcal{R}_c(B) \cong \mathcal{R}_r(B^H) \quad \text{or} \quad \mathcal{R}_r(B) \cong \mathcal{R}_c(B^H); \tag{C.2.14}
\]

**FSP4:** The (right) null space is isomorphic to the left null space of the Hermitian:

\[
\mathcal{N}_r(B) \cong \mathcal{N}_l(B^H) \quad \text{or} \quad \mathcal{N}_l(B) \cong \mathcal{N}_r(B^H); \tag{C.2.15}
\]

**FSP5:** The column space equals the orthogonal complement of the (right) null space of the Hermitian:

\[
\mathcal{R}_c(B) = (\mathcal{N}_l(B^H))^\perp \quad \text{or} \quad (\mathcal{R}_c(B))^\perp = \mathcal{N}_l(B^H). \tag{C.2.16}
\]

**FSP6:** The row space equals the orthogonal complement of the left null space of the Hermitian:

\[
\mathcal{R}_r(B) = (\mathcal{N}_r(B^H))^\perp \quad \text{or} \quad (\mathcal{R}_r(B))^\perp = \mathcal{N}_r(B^H). \tag{C.2.17}
\]

From these properties and property OCP6 on page 448 it follows that for any matrix \(B \in \mathbb{C}^{N \times M}\) the vector spaces \(\mathbb{C}^M\) and \(\mathbb{C}^N\) can be decomposed as follows:

\[
\mathbb{C}^M = \mathcal{R}_c(B) \oplus (\mathcal{N}_l(B))^T; \tag{C.2.18}
\]

\[
\mathbb{C}^N = \mathcal{R}_r(B) \oplus (\mathcal{N}_r(B))^T. \tag{C.2.19}
\]

Equivalently (or, ‘isomorphically’), the vector spaces \(\mathbb{C}^M\) and \(\mathbb{C}^N\) can be decomposed as follows:

\[
\mathbb{C}^M = (\mathcal{R}_c(B))^T \oplus \mathcal{N}_l(B); \tag{C.2.20}
\]

\[
\mathbb{C}^N = (\mathcal{R}_r(B))^T \oplus \mathcal{N}_r(B). \tag{C.2.21}
\]
APPENDIX D

Singular and Eigen Value Decompositions

In this section, we briefly recapitulate the standard Singular Value Decomposition (SVD) theorem and express it in our own notation, along with some clarifying examples. Since the theorem is a well-known result in linear algebra, for proofs we refer the reader to standard textbooks on this topic, e.g. see [72]. In addition to the standard matrix representation of the SVD theorem, we also describe its ‘functional’ equivalent because of its importance for the results in this thesis.

D.1 SVD in standard matrix notation

We first formulate the standard ‘matrix-SVD’ theorem and then examine its contents.

**Theorem D.1.1. SVD of matrix.**

Let \( C \in \mathbb{C}^{N \times M} \) be a matrix with \( r \triangleq \text{rank}(C) \). Then, there exist a ‘diagonal’ matrix \( \Sigma = \text{diag}\{\sigma_1, \ldots, \sigma_P\} \) whose entries are real-valued and positive, and unitary matrices \( U \in \mathbb{C}^{M \times M} \) and \( V \in \mathbb{C}^{N \times N} \), such that \( C \) can be decomposed as follows:

\[
C = U \Sigma (V^*)^*,
\]

where:

- \( P = \min(M, N) \);
- \( U^H U = U U^H = I_M^M \);
- \( V^H V = V V^H = I_N^N \);
- \( \sigma_1 \geq \cdots \geq \sigma_r > 0, \sigma_{r+1}, \ldots, \sigma_P = 0 \).

The columns of \( U \) are called the *left singular vectors* of \( C \). Likewise, the rows of \( V \) are called the *right singular vectors* of \( C \). As stated in the theorem, the diagonal elements of \( \Sigma \) are real-valued and positive. They are called the *singular values* of \( C \) and are ordered in such a way that \( \sigma_1 \geq \cdots \geq \sigma_r \geq 0 \). Since \( \text{rank}(C) = r \), only the first \( r \) singular values are non-zero. Hence, \( \sigma_{r+1}, \ldots, \sigma_P = 0 \). Although the matrix \( \Sigma \) is not a square matrix, notationally it is written as \( \text{diag}\{\sigma_1, \ldots, \sigma_P\} \), and its off-diagonal elements are zero. The singular values \( \sigma_1 \geq \cdots \geq \sigma_r \) are written along the main diagonal, and rows or columns of zeros are appended as necessary to obtain the proper dimensions. As an example, consider the following real-valued matrix with \( M = 3 \) rows, \( N = 4 \) columns, and rank \( r = 2 \):

\[
C = \begin{bmatrix}
-2.6296 & 4.3493 & 0.8462 & 4.3311 \\
1.8464 & -1.1257 & 1.1587 & -0.0612 \\
0.8667 & -2.9928 & -1.6964 & -3.8373
\end{bmatrix}
\]  

(D.1.1)
Then the SVD of \( C \) is given by:

\[
C = \begin{bmatrix}
-0.7898 & 0.2207 & 0.5722 \\
0.1373 & -0.8457 & 0.5157 \\
0.5978 & 0.4858 & 0.6377
\end{bmatrix}
\begin{bmatrix}
8.4923 & 0 & 0 \\
0 & 2.5535 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0.3354 & -0.6739 & 0.5583 & -0.3487 \\
-0.6334 & 0.1794 & 0.1345 & -0.7407 \\
-0.1794 & -0.6334 & -0.7407 & -0.1345 \\
-0.6739 & -0.3354 & 0.3487 & 0.5583
\end{bmatrix}
\]

where

\[
\Sigma = \begin{bmatrix}
\Sigma_1 & 0_{N-r} \\
0_{M-r} & \Sigma_2
\end{bmatrix}
\]

Note that \( P = 3, \Sigma = \text{diag}\{\sigma_1, \sigma_2, \sigma_3\} \) with \( \sigma_1 = 8.4923, \sigma_2 = 2.5535, \sigma_3 = 0 \).

For convenience and insight, the matrices in the SVD are usually split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. Since this partitioning is particularly relevant for the subspace techniques that are heavily used in this thesis, we explain the associated notation in some detail. Let \( \Sigma_1 \) represent the square diagonal block of \( \Sigma \) that contains the non-zero singular values, i.e. \( \Sigma_1 \) is the upper left block of \( \Sigma \) of size \( r \times r \). Furthermore, let \( \Sigma_2 \) represent the (not necessarily square) block of zeros of \( \Sigma \) to the right and below \( \Sigma_1 \), i.e. \( \Sigma_2 \) is the lower right block of \( \Sigma \) of size \( (M-r) \times (N-r) \). Thus, we have:

\[
\Sigma_1 \triangleq \text{diag}\{\sigma_1, \ldots, \sigma_r\} \in \mathbb{R}_r^r \quad \text{and} \quad \Sigma_2 \triangleq 0_{M-r}^{N-r},
\]

and \( \Sigma \) can be written as follows:

\[
\Sigma = \begin{bmatrix}
\Sigma_1 & 0_{N-r} \\
0_{M-r} & \Sigma_2
\end{bmatrix} = \begin{bmatrix}
\Sigma_1 & 0_{N-r} \\
0_{M-r} & 0_{M-r}
\end{bmatrix}.
\]

For the example in (D.1.2) we have:

\[
\Sigma_1 = \begin{bmatrix}
8.4923 & 0 \\
0 & 2.5535
\end{bmatrix} \quad \text{and} \quad \Sigma_2 = \begin{bmatrix}
0 & 0
\end{bmatrix}.
\]

The matrix \( U \) is split into two parts as \( U = [U^1 \ U^2] \). The first part \( U^1 \) consists of columns that are multiplied by the non-zero singular values in the SVD-expression of \( C \), whereas the second part \( U^2 \) consists of columns that are multiplied by the zero singular values. Hence:

\[
U^1 \triangleq [u^1 \ \ldots \ u^r] \in \mathbb{C}_r^r \quad \text{and} \quad U^2 \triangleq [u^{r+1} \ \ldots \ u^M] \in \mathbb{C}_M^r,
\]

where \( u^p \) is the \( p \)-th column of \( U \). Likewise, the matrix \( V \) is split as \( V = \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} \), with

\[
V_1 \triangleq \begin{bmatrix}
\tilde{v}_1 \\
\vdots \\
\tilde{v}_r
\end{bmatrix} \in \mathbb{C}_r^N \quad \text{and} \quad V_2 \triangleq \begin{bmatrix}
\tilde{v}_{r+1} \\
\vdots \\
\tilde{v}_N
\end{bmatrix} \in \mathbb{C}_N^{N-r},
\]

where \( \tilde{v}_p \) is the \( p \)-th row of \( V \). Now, the SVD in Theorem D.1.1 can be written as follows:

\[
C = U \Sigma (V)^* = [U^1 \ U^2] \begin{bmatrix}
\Sigma_1 & 0_{N-r} \\
0_{M-r} & \Sigma_2
\end{bmatrix} \begin{bmatrix}
(V_1)^+ \\
(V_2)^+
\end{bmatrix} = U^1 \Sigma_1^1 (V_1)^* + \sum_{p=1}^{r} \sigma_p u^p (\tilde{v}_p)^*.
\]
For the example in (D.1.2), we have:

\[
U^1 = \begin{bmatrix}
-0.7898 & 0.2207 \\
0.1373 & -0.8457 \\
0.5978 & 0.4858 \\
\end{bmatrix}, \quad U^2 = \begin{bmatrix}
0.5722 \\
0.5157 \\
0.6377 \\
\end{bmatrix},
\]

and

\[
V_1 = \begin{bmatrix}
0.3354 & -0.6739 & 0.5583 & -0.3487 \\
-0.6334 & 0.1794 & 0.1345 & -0.7407 \\
\end{bmatrix}, \quad V_2 = \begin{bmatrix}
-0.1794 & -0.6334 & -0.7407 & -0.1345 \\
-0.6739 & -0.3354 & 0.3487 & 0.5583 \\
\end{bmatrix}.
\]

Since the relations between the fundamental subspaces of a matrix and the various parts of its Singular Value Decomposition in (D.1.7) are of paramount importance for this work, whose rationale to a large extent is based on the subspace approach, we now formulate these relations in mathematical terms. First note that due to (D.1.7) the \(i\)-th row of \(C\) can be expressed as follows:

\[
\bar{c}_i = \sum_{p = 1}^{r} \sigma_p u^p_i (\bar{v}_p)^*,
\]

where \(u^p_i\) is the \(i\)-th element of the column vector \(u^p\). Likewise, the \(j\)-th column is expressed as:

\[
c^j = \sum_{p = 1}^{r} \sigma_p (v^p_j)^* u^p,
\]

where \(v^p_j\) is the \(j\)-th element of the row vector \(\bar{v}_p\). Writing \(C \in \mathbb{C}^N_M\) in terms of its columns and rows as follows:

\[
C = \begin{bmatrix}
c^1 & \cdots & c^N
\end{bmatrix} = \begin{bmatrix}
\bar{c}_1 \\
\vdots \\
\bar{c}_M
\end{bmatrix},
\]

we can derive the following relations between the various linear spaces:

\[
\mathcal{R}_c(C) = \mathcal{L} (c^1, \ldots, c^N) = \mathcal{L} (u^1, \ldots, u^r) = \mathcal{R}_c(U^1);
\]

\[
\mathcal{R}_r(C) = \mathcal{L} ((\bar{e}_1)^*, \ldots, (\bar{e}_r)^*) = \mathcal{L} (\bar{e}_1, \ldots, \bar{e}_r) = \mathcal{R}_r((V_1)^*) ;
\]

\[
\mathcal{N}_v(C) = \mathcal{L} ((\bar{v}_{r+1})^T, \ldots, (\bar{v}_N)^T) = \mathcal{R}_c((V_2)^T);
\]

\[
\mathcal{N}_l(C) = \mathcal{L} ((u^{r+1})^T, \ldots, (u^M)^T) = (\mathcal{R}_c(U^2))^T.
\]

Summarizing, we have:

\[
\mathcal{R}_c(C) = \mathcal{R}_c(U^1); \quad (D.1.8)
\]

\[
\mathcal{R}_r(C) = \mathcal{R}_r((V_1)^*); \quad (D.1.9)
\]

\[
\mathcal{N}_v(C) = \mathcal{R}_c((V_2)^T); \quad (D.1.10)
\]

\[
\mathcal{N}_l(C) = (\mathcal{R}_c(U^2))^T. \quad (D.1.11)
\]
D.2 SVD in functional notation

As we have shown in Section 1.4, we can always define a bijective mapping between a function \( f[n] \in \mathbb{C}[\mathcal{T}] (\mathbb{R}[\mathcal{T}]) \) defined on some discrete possibly multi-dimensional Region Of Support (ROS) \( \mathcal{T} \triangleq \{ n_1, \ldots, n_N \} \) with cardinality \( N \triangleq |\mathcal{T}| \), and the row vector given by:

\[
\tilde{f} \triangleq [f[n_1] \cdots f[n_N]] \in \mathbb{C}^N(\mathbb{R}^N).
\]  

(D.2.1)

Likewise, we can define a bijective mapping between a function-valued vector \( \tilde{f}[n] \triangleq [f_1[n] \cdots f_M[n]]^T \in \mathbb{C}_M[\mathcal{T}] (\mathbb{R}_M[\mathcal{T}]) \) and the matrix \( F \in \mathbb{C}_M^N (\mathbb{R}_M^N) \) given by:

\[
F \triangleq \begin{bmatrix}
\tilde{f}_1 \\
\vdots \\
\tilde{f}_M
\end{bmatrix} = [f[n_1] \cdots f[n_N]] \in \mathbb{C}_M^N(\mathbb{R}_M^N).
\]

Because of these bijective mappings, we can formulate an SVD theorem for function-valued vectors, which will be done in the sequel. For convenience, we first consider functions and function-valued vectors that depend on a univariate argument \( n \in \mathcal{T} \), where \( \mathcal{T} \) is a set \( \mathcal{T} \triangleq \{ n_1, \ldots, n_N \} \) with cardinality \( N \triangleq |\mathcal{T}| \). Then, the obtained results are briefly extended to multi-variable functions.

Consider the function-valued vector \( \tilde{f}[n] \triangleq [f_1[n] \cdots f_M[n]]^T \in \mathbb{C}_M[\mathcal{T}] (\mathbb{R}_M[\mathcal{T}]) \) whose elements \( f_1[n], \ldots, f_M[n] \) belong to \( \mathbb{C}[\mathcal{T}] (\mathbb{R}[\mathcal{T}]) \) and span a linear vector space of dimension \( r \). If for clarity we want to denote the cardinality of \( \mathcal{T} \) explicitly in the employed notation, we can write \( \mathcal{T}^N \) instead of \( \mathcal{T} \). Then we say that \( \tilde{f}[n] \in \mathbb{C}_M[\mathcal{T}^N] (\mathbb{R}_M[\mathcal{T}^N]) \) and it is more clear that it can be associated bijectively with a matrix \( F \in \mathbb{C}_M^N (\mathbb{R}_M^N) \) having the appropriate size. Note that due to the bijective mapping, we can also speak of the ‘rank’ of \( \tilde{f}[n] \), which may be defined as follows:

\[
r \triangleq \text{rank} \left( \tilde{f}[n] \right) = \dim \left( \mathcal{L} \left( \{ f_p[n] \}_{1 \leq p \leq M} \right) \right) = \dim \left( \mathcal{L} \left( \{ \tilde{f}_p \}_{1 \leq p \leq N} \right) \right).
\]  

(D.2.2)

In order to be able to define the SVD of the function-valued vector \( \tilde{f}[n] \in \mathbb{C}_M[\mathcal{T}^N] (\mathbb{R}_M[\mathcal{T}^N]) \), two different inner product functions need to be defined. We only give the complex-valued versions because the corresponding real-valued versions can be obtained by omitting the conjugations. The first inner product is a function from \( \mathbb{C}_P \times \mathbb{C}_P \) to \( \mathbb{C} \) and is defined by:

\[
\langle v, w \rangle_v \triangleq \sum_{p=1}^P v_p(w_p)^*,
\]

where the ‘v’ in the subscript position indicates that this inner product is of the ‘vector type’.

The second inner product is a function from \( \mathbb{C}[\mathcal{T}] \times \mathbb{C}[\mathcal{T}] \) to \( \mathbb{C} \) and is defined by:

\[
\langle v[n], w[n] \rangle_\mathcal{T} \triangleq \sum_{n \in \mathcal{T}} v[n]w[n]^*,
\]

where the ‘\( \mathcal{T} \)’ in the subscript position indicates that this inner product is of the ‘functional type’. For multi-variate functions, this definition generalizes easily to a function from \( \mathbb{C}[\mathcal{T}] \times \mathbb{C}[\mathcal{T}] \) to \( \mathbb{C} \) as follows:

\[
\langle v[n], w[n] \rangle_\mathcal{T} \triangleq \sum_{n \in \mathcal{T}} v[n]w[n]^*.
\]  

(D.2.5)
The following theorem presents the functional singular value decomposition of $f[n] \in C_M[T^N]$ and is the functional equivalent of Theorem D.1.1:

**Theorem D.2.1. SVD of univariate function-valued vector.**

Let $f[n] \in C_M[T^N]$ be a univariate function-valued vector with rank $r \triangleq \text{rank}(f[n])$. Then, there exist real-valued positive constants $\sigma_p \in \mathbb{R}$ for $1 \leq p \leq P$, vectors $u^p \in C_M$ for $1 \leq p \leq M$ and functions $v_p[n] \in C[T^N]$ for $1 \leq p \leq N$, such that $f[n]$ can be decomposed as follows:

$$ f[n] = \sum_{p=1}^{P} \sigma_p u^p(v_p[n])^* \quad \forall \ n \in \mathcal{T}, $$

where:

- $P = \min(M, N)$;
- $\langle u^i, u^j \rangle_v = \delta_{ij} \quad \forall 1 \leq i, j \leq M$;
- $\langle v_i[n], v_j[n] \rangle_I = \delta_{ij} \quad \forall 1 \leq i, j \leq N$;
- $\sigma_1 \geq \cdots \geq \sigma_r > 0$, $\sigma_{r+1}, \ldots, \sigma_P = 0$.

**Proof.** The theorem can be proven by using the standard SVD theorem described in the previous section, and the bijective mappings between functions and row vectors on the one hand, and function-valued vectors and matrices on the other.

By analogy with Theorem D.1.1, the columns $u^1, \ldots, u^M$ are called the *left singular vectors* of $f[n]$. Likewise, we call the functions $v_1[n], \ldots, v_N[n]$ the *right singular functions* of $f[n]$.

The following corollary directly follows from the theorem:

**Corollary D.2.2. Reduced SVD of univariate function-valued vector.**

Under the assumptions formulated in Theorem D.2.1, $f[n]$ can be written in the following reduced form:

$$ f[n] = \sum_{p=1}^{r} \sigma_p u^p(v_p[n])^* \quad \forall \ n \in \mathcal{T}. $$

Theorem D.2.1 can be generalized to multi-variable function-valued vectors as follows:

**Theorem D.2.3. SVD of multi-variate function-valued vector.**

Let $f[n] \in C_M[T^N]$ be a multivariate function-valued vector with rank $r \triangleq \text{rank}(f[n])$. Then, there exist real-valued positive constants $\sigma_p \in \mathbb{R}$ for $1 \leq p \leq P$, vectors $u^p \in C_M$ for $1 \leq p \leq M$ and functions $v_p[n] \in C[T^N]$ for $1 \leq p \leq N$, such that $f[n]$ can be decomposed as follows:

$$ f[n] = \sum_{p=1}^{P} \sigma_p u^p(v_p[n])^* \quad \forall \ n \in \mathcal{T}, $$

where:

- $P = \min(M, N)$;
- $\langle u^i, u^j \rangle_v = \delta_{ij} \quad \forall 1 \leq i, j \leq M$;
\( \langle v_i[n], v_j[n] \rangle_l = \delta_{ij} \quad \forall 1 \leq i, j \leq N; \)
\( \sigma_1 \geq \cdots \geq \sigma_r > 0, \sigma_{r+1}, \ldots, \sigma_P = 0. \)

Again, the columns \( u^1, \ldots, u^M \) and functions \( v_1[n], \ldots, v_N[n] \) are called the left singular vectors and right singular functions respectively of \( f[n] \).

The following corollary directly follows from Theorem D.2.3:

**Corollary D.2.4. Reduced SVD of multi-variate function-valued vector.**

Under the assumptions formulated in Theorem D.2.3, \( f[n] \) can be written in the following reduced form:

\[
\begin{align*}
    f[n] &= \sum_{p=1}^{r} \sigma_p u^p(v_p[n])^* \quad \forall n \in T.
\end{align*}
\]

Note from this corollary that the \( i \)-th function of \( f[n] \) can be expressed as follows:

\[
    f_i[n] = \sum_{p=1}^{r} \sigma_p u^p_i(v_p[n])^*.
\]

Similarly to the previous section, for convenience and insight the set of vectors and the set of functions in the functional SVD are split into two parts, one of which corresponds to the non-zero singular values and the other to the zero singular values. Firstly, we define the set \( U \) containing the left singular vectors \( u^1, \ldots, u^M \) of the decomposition as follows:

\[
    U \triangleq \{ u^1, \ldots, u^M \}.
\]

This set is split into the sets \( U^1 \) and \( U^2 \), where

\[
    U^1 \triangleq \{ u^1, \ldots, u^r \}
\]
contains the left singular vectors corresponding to the non-zero singular values, and

\[
    U^2 \triangleq \{ u^{r+1}, \ldots, u^M \}
\]
contains the left singular vectors corresponding to the zero singular values. Likewise, define the set \( V \) containing the right singular functions \( v_1[n], \ldots, v_N[n] \) of the decomposition as follows:

\[
    V \triangleq \{ v_1[n], \ldots, v_N[n] \}.
\]

This set is split into the sets \( V_1 \) and \( V_2 \), where

\[
    V_1 \triangleq \{ v_1[n], \ldots, v_r[n] \}
\]
contains the right singular functions corresponding to the non-zero singular values, and

\[
    V_2 \triangleq \{ v_{r+1}[n], \ldots, v_N[n] \}
\]
contains the right singular functions corresponding to the zero singular values. Now splitting the SVD expression in Theorem D.2.3 accordingly yields:

\[
    f[n] = \sum_{p=1}^{P} \sigma_p u^p(v_p[n])^* = \sum_{p=1}^{r} \sigma_p u^p(v_p[n])^* + \sum_{p=r+1}^{P} \sigma_p u^p(v_p[n])^* \quad \forall n \in T,
\]

where the first summation contains only vectors and functions from \( U^1 \) and \( V_1 \) respectively, and the second contains only vectors and functions from \( U^2 \) and \( V_2 \) respectively.
By analogy with (D.1.8)–(D.1.11) of the previous section, we formulate the following relations between the fundamental subspaces of a function-valued vector and the various parts of its ‘split’ functional Singular Value Decomposition:

\[ \mathcal{L}(f[n]) = \mathcal{L}(U) = \mathcal{L}(u^1, \ldots, u^r) ; \quad (D.2.6) \]

\[ \mathcal{L}_r(f[n]) = \mathcal{L}(V_1) = \mathcal{L}(v_1[n], \ldots, v_r[n]) ; \quad (D.2.7) \]

\[ \mathcal{N}_r(f[n]) = \mathcal{L}(V_2) = \mathcal{L}(v_{r+1}[n], \ldots, v_N[n]) ; \quad (D.2.8) \]

\[ \mathcal{N}(f[n]) = (\mathcal{L}(U^2))^T = \mathcal{L}((u^r+1)^T, \ldots, (u^M)^T) ; \quad (D.2.9) \]

where \( \mathcal{L}_r(\cdot) \) denotes the linear span of the conjugates of the functions in the argument of the function-valued column vector.

**D.3 Generalized Eigenvalue Decomposition**

In this section we briefly recall the basic theory about the GEVD of two matrices \( B \) and \( C \) of size \( D \times D \). The GEVD of \( B \) and \( C \) involves the determination of the set of generalized eigenvectors \( \{u_k\}_{1 \leq k \leq D} \) and corresponding (generalized) eigenvalues \( \{\sigma_k\}_{1 \leq k \leq D} \) that satisfy the following equation:

\[ Bu_k = \sigma_k C u_k \quad \forall \ 1 \leq k \leq D \quad \text{or} \quad (B - \sigma_k C) u_k = 0 \quad \forall \ 1 \leq k \leq D. \quad (D.3.1) \]

The set of matrices \( \{B - \sigma C \mid \sigma \in \mathbb{R}\} \) is said to form a matrix pencil. The eigenvalues of the pencil, denoted by \( \sigma(B, C) \), are those values of \( \sigma \) for which \( \det(B - \sigma C) = 0 \).

For an eigenvalue \( \sigma \in \sigma(B, C) \) of the pencil, a vector \( u \neq 0 \) such that \( Bu = \sigma C u \) is said to be an (generalized) eigenvector of the pencil. Obviously, when \( C \) is nonsingular \( \sigma(B, C) = \sigma(C^{-1}B) \), where \( \sigma(C^{-1}B) \) denotes the set of (standard) eigenvalues of \( C^{-1}B \).

By defining \( U \triangleq [u_1 \cdots u_D] \) and \( \Sigma \triangleq \text{diag}(\sigma_1, \ldots, \sigma_D) \), it follows from (D.3.1) that the GEVD of \( B \) and \( C \) can be written as:

\[ BU = CU \Sigma. \quad (D.3.2) \]

Note that in general \( U \) is not orthogonal. The GEVD of \( B \) and \( C \) can be computed using standard tools from linear algebra (for example, in Matlab the function \texttt{eig} can be used). In functional form, we can write the results as \( [U, \Sigma] = \text{gevd}(B, C) \). It can be shown that under mild conditions, the solution is unique [72] up to some indeterminacies similar to the ones inherent to MIBI (see Section 2.4).
Singular and Eigen Value Decompositions
Homotopy methods for solving nonlinear systems

Homotopy methods provide a deterministic means for solving a system of nonlinear equations by smoothly deforming the known solutions of a simple start system into the desired solutions of the target system \([2, 144]\). They are based on the so-called path following or continuation techniques. In this appendix we give an overview of the basic principles of homotopy methods and summarize their essentials. Excellent discussions can be found in several articles and books \([2, 105, 116, 144]\). In the context of homotopy methods, the system of equations to be solved is commonly called target system. We will denote a general target system by \(p(z) = 0\) and assume that \(p: \mathbb{C}P \to \mathbb{C}P\). Furthermore, its solution set is denoted by \(P\), i.e. \(P \equiv \{z_p \in \mathbb{C}P \mid p(z_p) = 0\}\). The rationale behind homotopy methods is to deform the known solutions of a known and simple start system, which in a sense is compatible with the target system, into the solutions of the target system. The start and target systems are embedded in a family of systems, the homotopy, and then all members in the family are solved in a sequential and iterative manner. In the sequel, we will denote the start system by \(g(z) = 0\), where \(g: \mathbb{C}P \to \mathbb{C}P\). Furthermore, its solution set is denoted by \(G\), i.e. \(G \equiv \{z_g \in \mathbb{C}P \mid g(z_g) = 0\}\). Hence, a homotopy continuation procedure starts with a simple system of equations of which the solutions are known, i.e. the start system. Then this system is deformed slightly in the 'direction' of the target system. Since this new system is close to the previous system, under some mild conditions its solutions deviate only slightly from those of the previous system. Hence, each solution of the new system can be found by a local iterative optimization method that uses the corresponding solution of the previous system as its initial solution. For each solution of the start system, these steps are repeated until the target system is reached. In theory, under some mild uniqueness and smoothness assumptions each path converges to a geometrically isolated solution \([2]\). In the following sections we will describe homotopy methods in more detail and give some examples.

E.1 Basic principles of homotopy methods

Homotopy methods operate in two stages. Firstly, the (expected) number of solutions and the structure of the target system are exploited to construct the start system. Then, both systems are embedded in the convex homotopy defined as follows:

\[
h(z, \lambda) = \gamma(1 - \lambda)g(z) + \lambda p(z) \quad \forall \lambda \in [0, 1],
\]

(E.1.1)

where \(\lambda \in \mathbb{R}\) is called the so-called continuation parameter, \(\gamma \in \mathbb{C}\) is a randomly chosen fixed constant, and \(h: \mathbb{C}P \times \mathbb{R} \to \mathbb{C}P\). Secondly, for each solution \(z_g\) of the start system \(g(z)\), numerical path following or continuation methods attempt to trace the path/curve \((z, \lambda) \in h^{-1}(0)\) defined implicitly by \(h(z, \lambda) = 0\) from the starting point \((z_g, 0)\), which is a solution of the start system (note that \(h(z, 0) = \gamma g(z)\)), to a solution point \((z_p, 1)\) of the target system, where \(p(z_p) = 0\) (note that \(h(z, 1) = p(z)\)). For general nonlinear systems, various numerical problems may occur depending on the behavior of this curve. One
important problem occurs if the curve folds back (at a so-called turning point), i.e. if the values of $\lambda$ decrease as the path progresses. In fact, this implies that the Jacobian matrix of $h(z, \lambda)$ is singular along the curve. This kind of difficulty is usually coped with by parameterizing the curve by a new parameter $s \in [0, s_c]$, e.g. the arc length, and tracking the curve $(z(s), \lambda(s)) \in h^{-1}(0)$ on $s \in [0, s_c]$ defined implicitly by $h(z(s), \lambda(s)) = 0$ from the starting point $(z(0), \lambda(0)) = (z_0, 0)$ to a solution point $(z_p, 1)$ of the target system, where $\lambda(s_c) = 1$. Another important problem is the crossing of different solution paths, which can also occur for points on the curve(s) where the Jacobian is singular. It can be shown [116,144] that this problem is usually solved by the ‘gamma trick’, which is the incorporation of the randomly chosen constant $\gamma$ in (E.1.1). For most systems the presence of this constant, which is often chosen as $\gamma = \exp(\beta \theta)$ with $\theta$ picked at random from a uniform distribution on the interval $[0, 2\pi]$, avoids path crossing singularities with probability one. In [116,144] it is also shown that for most polynomial systems employing the gamma trick the solution curve is parameterized well by the continuation parameter $\lambda$, i.e. it can described by the pair $(z(\lambda), \lambda)$ for $\lambda \in [0, 1]$ without singularities or crossings along the curve. In fact, this means that the Jacobian matrix of $h(z, \lambda)$ is nonsingular along each solution curve. Since our main interest in this thesis is in polynomial and polyconjugal (i.e. polynomial-like, see Chapter 5 and 6) systems we assume that the homotopy curves arising in our problems are without singularities, and we only employ the curve parameterization with monotonically increasing continuation parameter $\lambda$ (possibly along a path in the complex plane, see further). For more general problems that involve curves with turning points and require the use of an additional parameterization parameter, see [2] for example. Notwithstanding the aforesaid, simulations (see following sections) have revealed that for some types of polynomial problems the homotopy defined in (E.1.1) is not adequate because of path merging and crossing. We have solved the involved problems by constructing a new homotopy, viz. the one in (E.1.17), that is slightly more complicated and ‘randomized’ than the one in (E.1.1). After discussing a method for tracing the curves defined by (E.1.1), we briefly extend the results to this homotopy.

The main problem to be solved is to find the curve $(z(\lambda), \lambda)$ that solves the following system as $\lambda$ moves from 0 to 1:

$$h(z(\lambda), \lambda) = 0 \quad \forall \lambda \in [0, 1].$$

(E.1.2)

Before explaining in detail how the curve defined by these equations can be found, we first highlight the basic rationale behind the operation of the homotopy method described in the remainder of this section. Given a certain point on the path, we first consider a single iteration of the method. Suppose that we have a solution $z(\lambda)$ of $h(z(\lambda), \lambda) = 0$ for a certain (known) value of $\lambda$. Then, this solution is an approximate solution of the slightly deformed system $h(z(\lambda+\Delta\lambda), \lambda + \Delta\lambda) = 0$, where $\Delta\lambda$ is a small increment. Then, the solution of the deformed system can be found in two steps. Firstly, in the predictor step an approximation of the solution $z(\lambda + \Delta\lambda)$ of the deformed system is predicted, e.g. by using an Euler step (see further). Secondly, the predicted approximate solution is corrected to lie ‘exactly’ on the solution curve by applying a corrector step, which can be any local zero finding method such as Newton’s method [2]. Performing these two steps for each solution of the start system and each iteration from $\lambda = 0$ to $\lambda = 1$, we finally end up at the solutions of the target system. Although several more sophisticated and optimized methods employing more optimal parameterizations (e.g. employing arc length) exist, for our purposes the above described method suffices. Now we will motivate and describe the method in more detail. Since the value of $\lambda$ is imposed at each iteration, in the sequel by solution curve we mean the curve $z(\lambda), \lambda \in [0, 1]$ defined by $h(z(\lambda), \lambda) = 0 \forall \lambda \in [0, 1]$. By computing the derivative of
h(z(λ), λ) = 0 w.r.t. λ we observe that the curve z(λ) also satisfies the following system of ordinary differential equations (ODE’s):

\[
\frac{d}{d\lambda} h(z(\lambda), \lambda) = 0 \quad \forall \lambda \in [0, 1],
\]  

(E.1.3)

which has to be solved separately for each of the initial conditions z(0) = z_0 ∈ G in order to find all solutions. Given z(0), solving for z(λ) in this problem is a standard ODE initial value problem and is equivalent to solving (E.1.2). Hence, in principle the curve z(λ) can be found by using a standard software package for numerically solving systems of differential equations with initial values. This would come down to only performing the predictor step in the scheme described above. Although this is possible, in general it is not a good and efficient approach because it can lead to the same accumulation of errors occurring in numerical differential equation solvers and ignores the strong contractive properties which the curve has relative to the corrector steps in view of the fact that it satisfies h(z(λ), λ) = 0. In the sequel, we first show how we can exploit (E.1.3) to find an Euler predictor, i.e. a predictor that estimates the solution z(λ + Δλ) of h(z(λ + Δλ), λ + Δλ) = 0 by moving from z(λ) in the direction of the tangent \( \frac{dz(\lambda)}{d\lambda} \) to the curve at z(λ). Then we show how we can use the first-order Taylor expansion of (E.1.2) to find a Newton corrector for correcting this estimated solution for fixed \( \lambda + Δλ \).

To derive the Euler predictor, we consider system (E.1.3) and write it as follows:

\[
\frac{d}{d\lambda} h(z(\lambda), \lambda) = \nabla_z h(z(\lambda), \lambda) \frac{dz(\lambda)}{d\lambda} + \partial_{\lambda} h(z(\lambda), \lambda) = 0 \quad \forall \lambda \in [0, 1],
\]  

(E.1.4)

where:

\[
\nabla_z h(z(\lambda), \lambda) = \begin{bmatrix} \frac{\partial h_1(z, \lambda)}{\partial z_1} & \cdots & \frac{\partial h_1(z, \lambda)}{\partial z_p} \\ \vdots & \ddots & \vdots \\ \frac{\partial h_p(z, \lambda)}{\partial z_1} & \cdots & \frac{\partial h_p(z, \lambda)}{\partial z_p} \end{bmatrix}
\]

and

\[
\partial_{\lambda} h(z(\lambda), \lambda) \equiv \frac{\partial h(z(\lambda), \lambda)}{\partial \lambda},
\]

(E.1.5)

which are the Jacobian and partial derivative of h(z(λ), λ) w.r.t. z and λ respectively. This is equivalent to:

\[
\nabla_z h(z(\lambda), \lambda) \frac{dz(\lambda)}{d\lambda} = -\frac{\partial h(z(\lambda), \lambda)}{\partial \lambda} \quad \forall \lambda \in [0, 1].
\]  

(E.1.6)

Solving this system for \( \frac{dz(\lambda)}{d\lambda} \) yields:

\[
\frac{dz(\lambda)}{d\lambda} = -\left[ \nabla_z h(z(\lambda), \lambda) \right]^{-1} \frac{\partial h(z(\lambda), \lambda)}{\partial \lambda} \quad \forall \lambda \in [0, 1].
\]  

(E.1.7)

Hence, the Euler predictor step is given by:

\[
z(\lambda + Δλ) = z(\lambda) + Δλ \frac{dz(\lambda)}{d\lambda} = z(\lambda) - Δλ \left[ \nabla_z h(z(\lambda), \lambda) \right]^{-1} \frac{\partial h(z(\lambda), \lambda)}{\partial \lambda},
\]  

(E.1.8)

which we briefly write as:

\[
z := z + Δz = z - Δλ \left[ \nabla_z h \right]^{-1} \frac{\partial h}{\partial \lambda},
\]  

(E.1.9)

where ‘:=’ denotes the assignment operation. Note from (E.1.1) that:

\[
\nabla_z h(z, \lambda) = γ(1 - λ) \nabla_z g(z) + λ \nabla_z p(z),
\]  

(E.1.10)
and:
\[
\partial_\lambda \mathbf{h}(z, \lambda) = -\gamma \mathbf{g}(z) + \mathbf{p}(z) = \mathbf{p}(z) - \gamma \mathbf{g}(z). \quad (E.1.11)
\]

To derive the Newton corrector, we consider system (E.1.2) for continuation parameter value \(\lambda + \Delta \lambda\) and write it in terms of its first-order Taylor expansion in \(z\) around the point \(\hat{z}(\lambda + \Delta \lambda)\) predicted by the Euler step:
\[
\mathbf{h}(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda) \approx \mathbf{h}(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda) \\
+ \nabla_{\mathbf{x}} \mathbf{h}(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda) (\hat{z}(\lambda + \Delta \lambda) - \hat{z}(\lambda + \Delta \lambda)) \quad \forall \lambda \in [0, 1]. \quad (E.1.12)
\]
Since the left hand side of this equation should be zero due to (E.1.2), we obtain the following Newton corrector step:
\[
\hat{z}(\lambda + \Delta \lambda) = \hat{z}(\lambda + \Delta \lambda) - \left[\nabla_{\mathbf{x}} \mathbf{h}(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda)\right]^{-1} \mathbf{h}(\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda). \quad (E.1.13)
\]
Realizing that the left hand side is an estimate of \(z(\lambda + \Delta \lambda)\), and that we can repeatedly apply the corrector, we briefly write (E.1.13) as follows:
\[
z := z + \Delta z = z - \left[\nabla_{\mathbf{x}} \mathbf{h}\right]^{-1} \mathbf{h}. \quad (E.1.14)
\]
Hence, for each fixed value of the continuation parameter the solution can be refined iteratively by performing several Newton corrections. Path following methods that keep the continuation parameter fixed during the correction of the predicted solutions are often called \textit{increment-and-fix} methods [143, 182]. At each fixed value of \(\lambda\) we refine the solution until a certain (combined) stopping criterion is satisfied. For example, we could stop applying the corrector steps after the Newton correction becomes smaller than a certain tolerance, or after a certain (combined) stopping criterion is satisfied. For example, we could stop applying the corrector steps after the Newton correction becomes smaller than a certain tolerance, or after a fixed number of Newton corrections has been applied, or a combination of those criteria. As with numerical differential equation solvers the key to efficiency of the whole scheme lies in the use of a variable step size \(\Delta \lambda\) for the continuation parameter \(\lambda\). Depending on the outcome of the corrector the step size is increased or decreased. Although we have developed several working algorithms using this principle, for simplicity, and because our main interest is not in efficiency but rather in the rationale behind the methods, in this thesis we work with fixed step sizes.

Summarizing, we see that the predictor is obtained from the system of equations resulting from taking the derivative of (E.1.2) w.r.t. \(\lambda\), whereas the corrector is obtained from the system of equations resulting from taking the derivative of (E.1.2) w.r.t. \(z\). In fact, both can be derived by considering a local model of the homotopy function via its first order Taylor expansion in both \(z\) and \(\lambda\):
\[
\mathbf{h}(z + \Delta z, \lambda + \Delta \lambda) \approx \mathbf{h}(z, \lambda) + \nabla_{\mathbf{x}} \mathbf{h}(z, \lambda) \Delta z + \partial_{\lambda} \mathbf{h}(z, \lambda) \Delta \lambda \quad \forall \lambda \in [0, 1].
\]
If we have a point \((z, \lambda)\) on or near the path, we can predict a new approximate solution \(z + \Delta z\) of \(z\) at \(\lambda + \Delta \lambda\) by setting \(\mathbf{h}(z, \lambda)\) and \(\mathbf{h}(z + \Delta z, \lambda + \Delta \lambda)\) to zero and solving the first-order terms to obtain:
\[
\Delta z \approx -\left[\nabla_{\mathbf{x}} \mathbf{h}(z, \lambda)\right]^{-1} \partial_{\lambda} \mathbf{h}(z, \lambda) \Delta \lambda \quad \forall \lambda \in [0, 1]. \quad (E.1.15)
\]
This is equivalent to the Euler predictor step in (E.1.9). On the other hand, if we have a point \((z, \lambda)\) near the path for which \(\mathbf{h}(z, \lambda)\) is not (yet) sufficiently small, we can correct to a new approximate solution \(z + \Delta z\) of \(z\) at \(\lambda\) by setting \(\Delta \lambda\) and \(\mathbf{h}(z + \Delta z, \lambda + \Delta \lambda)\) to zero and solving the first-order terms to obtain:
\[
\Delta z \approx -\left[\nabla_{\mathbf{x}} \mathbf{h}(z, \lambda)\right]^{-1} \mathbf{h}(z, \lambda) \quad \forall \lambda \in [0, 1]. \quad (E.1.16)
\]
This is equivalent to the Newton corrector step in (E.1.14). The key ingredients of the resulting algorithm are summarized in Alg. E.1. Note that at each continuation iteration of the homotopy algorithm the Euler predictor is evaluated at \((\hat{z}(\lambda), \lambda)\) according to (E.1.8), whereas

Algorithm E.1 Overview of homotopy continuation method for solving a nonlinear system of equations by an increment-and-fix method with constant step size.

1: Initialize \(\gamma, MaxNnwtIt, NwtTol\) and \(NwtNoConvergenceTol\);
2: Construct a start system \(g(z) = 0\) that has the same structure and number of solutions as the target system \(p(z) = 0\) (or more), and whose solutions are known;
3: Embed \(g(z)\) and \(p(z)\) in the following convex homotopy system:

\[
h(z, \lambda) = \gamma(1 - \lambda)g(z) + \lambda p(z) \quad \forall \lambda \in [0, 1];
\]
4: Compute the solutions of the start system \(g(z) = 0\), which are the solutions of the homotopy system for \(\lambda = 0\), and store them in a set \(G\);
5: Choose a step size \(\Delta \lambda\) for \(\lambda \in [0, 1]\) that is 'sufficiently small';
6: For each solution \(z_g \in G\) of \(h(z, 0) = g(z) = 0\), trace the curve \((z(\lambda), \lambda) \in h^{-1}(0) \) defined implicitly by \(h(z(\lambda), \lambda) = 0\) from the starting point \((z_g, 0)\) to a solution point \((z_p, 1)\) of \(h(z, 1) = p(z) = 0\) by the following continuation method:

for all \(z_g \in G\) do
    \(z := z_g;\)
    for \(\lambda = 0 \rightarrow 1\) in steps of \(\Delta \lambda\) do
    % Euler predictor step:
    \(\frac{d\lambda}{d\lambda} = -[\nabla_z h]^{-1} \partial_\lambda h;\)
    \(z := z + \Delta \lambda \frac{d\lambda}{d\lambda};\)
    % Newton corrector steps:
    \(\lambda := \lambda + \Delta \lambda;\)
    for \(m = 1 \rightarrow MaxNnwtIt\) do
    \(NwtCorr := -[\nabla_z h]^{-1} h;\)
    \(z := z + NwtCorr;\)
    if \(\text{norm}(NwtCorr) < NwtTol\) then
        Leave corrector loop;
    end if
    end for
    if \(\text{norm}(NwtCorr) > NwtNoConvergenceTol\) then
        Print warning or break because Newton corrector did not converge;
    end if
    end for
    Store solution \(z_p = z\) in set \(P\);
end for
Return \(P\);
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Figure E.1: Possible continuation parameter paths in the complex plane.

the Newton corrector is evaluated at \((\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda)\) according to (E.1.13). Also notice that at each fixed value of \( \lambda \) we stop applying the corrector steps either if the Newton correction becomes smaller than a certain tolerance \( \text{NwtTol} \), or when a certain maximum number \( \text{MaxNwIt} \) of Newton corrections has been applied. See the next sections for examples.

Now we will extend the results obtained above to the new homotopy referred to at the end of the first paragraph of Section E.1. We define this more natural and intuitive homotopy as:

\[
h(z, \lambda) = \gamma_g(\lambda - \lambda_c)g(z) + \gamma_p(\lambda - \lambda_0)p(z) \quad \forall \lambda \in \mathbb{C},
\]

(E.1.17)

where \( \mathbb{C} \) is a certain curve in the complex plane that has to be chosen by the user. Similarly to \( \gamma \) in (E.1.1), the constants \( \gamma_g \in \mathbb{C} \) and \( \gamma_p \in \mathbb{C} \) are randomly chosen fixed constants that serve to avoid singularities and crossings along the different paths. Now, the continuation parameter \( \lambda \in \mathbb{R} \) that parameterizes each solution path \((z(\lambda), \lambda)\) of (E.1.17) is allowed to be complex. In the course of tracing such a path by a homotopy continuation method, \( \lambda \) follows the curve \( \mathcal{C} \) from its starting point \( \lambda_0 \in \mathbb{R} \) to its end point \( \lambda_c \in \mathbb{R} \), where \( \lambda_0 \neq \lambda_c \).

Some examples of possible paths that may be traversed in both directions are depicted in Fig. E.1. The end points of each trajectory are indicated by a solid star and a circle. Note that \( h(z, \lambda_0) = \gamma_g(\lambda_0 - \lambda_c)g(z) \) and \( h(z, \lambda_c) = \gamma_p(\lambda_c - \lambda_0)p(z) \) with \( \lambda_0 \neq \lambda_c \). Hence, solving \( h(z, \lambda_0) = 0 \) is equivalent to solving \( g(z) = 0 \), and solving \( h(z, \lambda_c) = 0 \) is equivalent to solving \( p(z) = 0 \). From our simulations, we have noticed that our new homotopy (E.1.17) with the ‘generalized gamma trick’ and ‘generalized continuation parameter’ significantly outperforms that in (E.1.1) in avoiding crossings of different solution paths. Contrary to homotopy (E.1.1), for the considered systems we did not encounter any problems with homotopy (E.1.17). Useful and common choices for \( \gamma_g \) and \( \gamma_p \) are given by \( \gamma_g = \exp(j\theta_g) \) and \( \gamma_p = \exp(j\theta_p) \) with \( \theta_g \) and \( \theta_p \) picked at random from a uniform distribution on the interval \([0, 2\pi]\). Since the homotopy in (E.1.17) contains two different randomly chosen fixed constants, it is slightly more ‘randomized’ than the one in (E.1.1).

Virtually all results developed above remain valid for the new homotopy, possibly in a slightly modified form. In fact, essentially only the expressions for \( \nabla_z h(z, \lambda) \) and \( \partial_\lambda h(z, \lambda) \) in (E.1.10) and (E.1.11) respectively change and become:

\[
\nabla_z h(z, \lambda) = \gamma_g(\lambda - \lambda_c)\nabla_z g(z) + \gamma_p(\lambda - \lambda_0)\nabla_z p(z),
\]

(E.1.18)

and:

\[
\partial_\lambda h(z, \lambda) = \gamma_g g(z) + \gamma_p p(z).
\]

(E.1.19)

Adapting Alg. E.1 to the new homotopy in (E.1.17) yields Alg. E.2 on the facing page.
Algorithm E.2 Overview of homotopy continuation method with ‘generalized gamma trick’ and ‘generalized continuation parameter’.

1: Initialize \( \gamma_g, \gamma_p, \text{MaxNnwtIt}, NwtTol \) and \( NwtNoConvergenceTol \);

2: Construct a start system \( g(z) = 0 \) that has the same structure and number of solutions as the target system \( p(z) = 0 \) (or more), and whose solutions are known;

3: Embed \( g(z) \) and \( p(z) \) in the following convex homotopy system:
   \[
   h(z, \lambda) = \gamma_g(\lambda - \lambda_0) g(z) + \gamma_p(\lambda - \lambda_0) p(z) \quad \forall \lambda \in \mathbb{C},
   \]
   where the continuation parameter \( \lambda \in \mathbb{C} \) follows the predefined curve \( C \) in the complex plane from \( \lambda_0 \) to \( \lambda_e \) with \( \lambda_0 \neq \lambda_e \);

4: Compute the solutions of the start system \( g(z) = 0 \), which are the solutions of the homotopy system for \( \lambda = \lambda_0 \), and store them in a set \( G \);

5: Choose an ordered sequence \( C_o \) of values for \( \lambda \) lying on \( C \) such that \( \lambda \) progresses sequentially from \( \lambda_0 \) to \( \lambda_e \) in ‘sufficiently small’ steps;

6: For each solution \( z_g \in G \) of \( h(z, \lambda_0) = 0 \equiv g(z) = 0 \), trace the curve \( (z(\lambda), \lambda) \in h^{-1}(0) \) defined implicitly by \( h(z(\lambda), \lambda) = 0 \) from the starting point \( (z_g, \lambda_0) \) to a solution point \( (z_p, \lambda_e) \) of \( h(z, \lambda_e) = 0 \equiv p(z) = 0 \) by the following continuation method:

   for all \( z_g \in G \) do
   \[
   z := z_g;
   \]
   for \( \lambda = \lambda_0 \rightarrow \lambda_e \) along \( C_o \) do
   % Euler predictor step:
   \[
   \frac{dz}{d\lambda} = -\left[ \nabla_z h \right]^{-1} \partial_\lambda h;
   \]
   \[
   z := z + \Delta \lambda \frac{dz}{d\lambda};
   \]
   % Newton corrector steps:
   \[
   \lambda := \text{next } \lambda \text{ from } C_o;
   \]
   for \( m = 1 \rightarrow \text{MaxNnwtIt} \) do
   \[
   NwtCorr := -\left[ \nabla_z h \right]^{-1} h;
   \]
   \[
   z := z + NwtCorr;
   \]
   if \( \text{norm}(NwtCorr) < NwtTol \) then
   Leave corrector loop;
   end if
   end for
   if \( \text{norm}(NwtCorr) > NwtNoConvergenceTol \) then
   Print warning or break because Newton corrector did not converge;
   end if
   end for
   Store solution \( z_p = z \) in set \( P \);
   end for
   Return \( P \);
E.2 Example for univariate polynomials

In order to develop a feeling for the operation of the homotopy method described in the previous section, we apply it to one of the simplest possible problems in this context, viz. that of solving one equation in one variable. More specifically, we consider the problem of finding all roots of a univariate polynomial \( p : \mathbb{C} \to \mathbb{C} \) of degree \( P \) defined as follows:

\[
p(z) = \sum_{p=0}^{P} a_p(z)^p = a_0 + a_1 z + \cdots + a_{P-1}(z)^{P-1} + a_P(z)^P. \tag{E.2.1}
\]

Without loss of generality, we assume that \( a_P = 1 \) and choose the start system \( g : \mathbb{C} \to \mathbb{C} \):

\[
g(z) = (z)^{P-1}, \tag{E.2.2}
\]

which has the following known solutions lying on the unit circle:

\[
z = \exp(j2\pi p/P), \quad 0 \leq p \leq P - 1. \tag{E.2.3}
\]

Note that \( g(z) \) is ‘compatible’ with \( p(z) \) in the sense that it has the same structure, i.e. it is also a univariate polynomial of degree \( P \), and has the same number of solutions \( P \). Now, the target system (more precisely, the target function) \( p(z) \) is embedded in the convex homotopy according to (E.1.1):

\[
h(z, \lambda) = \gamma(1 - \lambda) g(z) + \lambda p(z) \quad \forall \lambda \in [0, 1], \tag{E.2.4}
\]

where \( \lambda \in \mathbb{R} \) is the continuation parameter, \( \gamma \) is the randomly chosen fixed constant used for avoiding path crossing singularities, and \( h : \mathbb{C} \times \mathbb{R} \to \mathbb{C} \) is the homotopy function. In order to derive the Euler predictor and Newton corrector steps, we first compute \( \frac{\partial h}{\partial z} \) and \( \frac{\partial h}{\partial \lambda} \) as follows:

\[
\frac{\partial h(z, \lambda)}{\partial z} = \gamma(1 - \lambda) \frac{dg(z)}{dz} + \lambda \frac{dp(z)}{dz} \triangleq \gamma(1 - \lambda)g'(z) + \lambda p'(z) \tag{E.2.5}
\]

respectively:

\[
\frac{\partial h(z, \lambda)}{\partial \lambda} = -\gamma g(z) + p(z), \tag{E.2.6}
\]

where:

\[
g'(z) \triangleq \frac{dg(z)}{dz} = P(z)^{P-1} \tag{E.2.7}
\]

and

\[
p'(z) \triangleq \frac{dp(z)}{dz} = \sum_{p=1}^{P} p a_p(z)^{p-1} = a_1 + 2a_2 z + \cdots + P a_P(z)^{P-1}. \tag{E.2.8}
\]

From (E.1.7) it follows that:

\[
\frac{dz(\lambda)}{d\lambda} = -\left[ \frac{\partial h(z, \lambda)}{\partial z} \right]^{-1} \frac{\partial h(z, \lambda)}{\partial \lambda} = \frac{\gamma g(z) - p(z)}{\gamma(1 - \lambda)g'(z) + \lambda p'(z)}. \tag{E.2.9}
\]

Substituting this result into (E.1.8) gives the Euler predictor at \((z(\lambda), \lambda)\):

\[
\dot{z}(\lambda + \Delta \lambda) = z(\lambda) + \Delta \lambda \frac{dz(\lambda)}{d\lambda} = z(\lambda) + \Delta \lambda \frac{\gamma g(z) - p(z)}{\gamma(1 - \lambda)g'(z) + \lambda p'(z)}. \tag{E.2.10}
\]

Substituting (E.2.5) into (E.1.13) or (E.1.16) gives the Newton corrector at \((z(\lambda), \lambda)\):

\[
\dot{z}(\lambda) := z(\lambda) - \left[ \frac{\partial h(z, \lambda)}{\partial z} \right]^{-1} h(z, \lambda) = z(\lambda) - \frac{\gamma(1 - \lambda)g(z) + \lambda p(z)}{\gamma(1 - \lambda)g'(z) + \lambda p'(z)}. \tag{E.2.11}
\]
Algorithm E.3 Homotopy continuation method for finding all roots of the univariate polynomial \( p(z) = \sum_{p=0}^{\infty} a_p(z)^p \) by an increment-and-fix method with constant step size.

1: Initialize \( \gamma \), \( \text{MaxNnwtIt} \), \( \text{NwtTol} \) and \( \text{NwtNoConvergenceTol} \);
2: Choose the start system \( g(z) = (z)^P - 1 = 0 \);
3: Embed \( g(z) \) and \( p(z) \) in the following convex homotopy system:
\[
h(z, \lambda) = \gamma(1 - \lambda) g(z) + \lambda p(z) \quad \forall \lambda \in [0, 1]; 
\]
4: Compute the solutions of the start system:
\[
G = \{1, \exp(\frac{j2\pi}{P}), \exp(\frac{j4\pi}{P}), \ldots, \exp(\frac{j2\pi(P-1)}{P})\};
\]
5: Choose a step size \( \Delta \lambda \) for \( \lambda \in [0, 1] \);
6: For each solution \( z_g \in G \) of \( h(z, 0) = \gamma g(z) = 0 \), trace the curve \((z(\lambda), \lambda) \in h^{-1}(0)\) defined implicitly by \( h(z(\lambda), \lambda) = 0 \) from the starting point \((z_g, 0)\) to a solution point \((z_p, 1)\) of \( h(z, 1) = p(z) = 0 \) by the following continuation method:
   \[
   \text{for } p = 0 \rightarrow P - 1 \text{ do}
   \]
   \[
   z := \exp(\frac{j2\pi p}{P});
   \]
   \[
   \text{for } \lambda = 0 \rightarrow 1 \text{ in steps of } \Delta \lambda \text{ do}
   \]
   \[
   \% \text{ Euler predictor step:}
   z := z + \Delta \lambda \frac{\gamma g(z) - p(z)}{\gamma(1 - \lambda)g(z) + \lambda p(z)};
   \]
   \[
   \% \text{ Newton corrector steps:}
   \lambda := \lambda + \Delta \lambda;
   \]
   \[
   \text{for } m = 1 \rightarrow \text{MaxNnwtIt} \text{ do}
   \]
   \[
   \text{NwtCorr} := -\frac{\gamma (1 - \lambda)g(z) + \lambda p(z)}{\gamma(1 - \lambda)g(z) + \lambda p(z)};
   z := z + \text{NwtCorr};
   \]
   \[
   \text{if } \text{abs}(\text{NwtCorr}) < \text{NwtTol} \text{ then}
   \]
   \[
   \text{Leave corrector loop;}
   \]
   \[
   \text{end if}
   \]
   \[
   \text{if } \text{norm}(\text{NwtCorr}) > \text{NwtNoConvergenceTol} \text{ then}
   \]
   \[
   \text{Print warning or break because Newton corrector did not converge;}
   \]
   \[
   \text{end if}
   \]
   \[
   \text{end for}
   \]
   \[
   \text{Store solution } z_p = z \text{ in set } \mathcal{P};
   \]
   \[
   \text{end for}
   \]
   \[
   \text{Return } \mathcal{P};
   \]

Substituting the results derived in this section into Alg. E.1 yields an algorithm tailored to the current problem, see Alg. E.3. Note again that at each iteration of this algorithm, i.e. for each value of \( \lambda \), the Euler predictor (E.2.10) is evaluated at \((\hat{z}(\lambda), \lambda)\), whereas the Newton corrector (E.2.11) is evaluated at \((\hat{z}(\lambda + \Delta \lambda), \lambda + \Delta \lambda)\).
Now, we will provide a specific example for a univariate polynomial of degree \( P = 6 \). The coefficients \( a_0, \ldots, a_P \) of the polynomial \( p(z) \) in (E.2.1) are generated by firstly drawing \( P+1 \) independent samples from a uniform probability distribution on the interval \([-0.5, 0.5]\), and then normalizing this sequence in such a way that the coefficient for \((z)^P\) equals one. The resulting polynomial is given by:

\[
p(z) = 0.0917 + 1.6506z - 0.2802(z)^2 + 1.6698(z)^3 + 0.4810(z)^4 + 2.2242(z)^5 + (z)^6.
\] (E.2.12)

The solutions of the start system \( g(z) = (z)^6 - 1 = 0 \) are given by:

\[
G = \{1, \exp(j1/3\pi), \exp(j2/3\pi), \exp(j\pi), \exp(j4/3\pi), \exp(j5/3\pi)\}.
\] (E.2.13)

The randomly generated constant \( \gamma \) used in (E.2.4) equals \( 0.9563 - 0.2923 \). Furthermore, the other parameters used in Alg. E.3 are chosen as \( \Delta \lambda = 10^{-2} \), \( MaxNwttIt = 2 \), \( NwttTol = 10^{-4} \) and \( NwttNoConvergenceTol = 10^{-2} \) respectively. The real and imaginary parts of each of the six solution paths of the homotopy system in (E.2.4) with \( p(z) \) and \( g(z) \) as defined above are depicted in Fig. E.2 as a function of the continuation parameter \( \lambda \) running from 0 to 1. The beginnings of the paths, i.e. the roots of \( g(z) \) are denoted by the crosses ‘\( \times \)’, whereas the endpoints, i.e. the estimated roots of \( p(z) \), are denoted by the stars ‘\( * \)’. With four decimals accuracy, the six roots of \( p(z) \) found by the algorithm are:

\[
\mathcal{P} = \{-2.3862, -0.0549, -0.4015 \pm 0.9128j, 0.5100 \pm 0.6664j\}.
\]

Any algebra package can be used to verify that these are the correct roots. The figure shows that the solution paths smoothly run from the roots of \( g(z) \) to those of \( p(z) \) without crossing each other, i.e. without going through the same point. Using an ODE solver we also verified that the solutions of differential equation (E.2.9) for each of the initial conditions in \( G \) (E.2.13) yielded the same roots, but with less accuracy.

![Figure E.2: Solution paths of homotopy system \( h(z, \lambda) = 0 \) with \( h(z, \lambda) \) defined in (E.2.4) and \( p(z) \) in (E.2.12).](image)
E.3 Example 1 for bivariate polynomials

In this section we further develop our feeling for the operation of the homotopy method described in Section E.1 by applying it to an example that is more general and more complicated than the one presented in the previous section, viz. that of solving a system of two bivariate polynomial equations of degree two. Although our focus is on solving systems numerically, to provide more insight we choose a system that can also be solved algebraically. More specifically, we consider the problem of finding all solutions of the system \( p(z) = 0 \) with \( p : \mathbb{C}_2 \to \mathbb{C}_2 \) defined as follows:

\[
p(z) = \begin{pmatrix} p_1(z_1, z_2) \\ p_2(z_1, z_2) \end{pmatrix} \triangleq \begin{pmatrix} (z_1 - \frac{1}{3} z_2)(z_1 - 2z_2) \\ (z_1)^2 + (z_2)^2 - 1 \end{pmatrix} = \begin{pmatrix} (z_1)^2 - 2\frac{1}{3} z_1 z_2 + \frac{2}{3} (z_2)^2 \\ (z_1)^2 + (z_2)^2 - 1 \end{pmatrix} \tag{E.3.1}.
\]

Note that in general we do not know the factorization of the first function in the upper equation and that in fact the purpose of solving system (E.3.1) is to compute such a factorization; see also Section 4.4.1. System (E.3.1) is reminiscent of the type of systems that arise in this thesis, see Chapter 4 for example, where we need to solve a system of homogeneous bivariate polynomial equations subject to a unit-norm constraint on the solutions. Geometrically, solving a system of equations means finding the intersections between the curves defined by the equations. Now, we first examine the structure of the solution set. Firstly, from (E.3.1) it is clear that the curves defined by the homogeneous polynomial equation \( p_1(z_1, z_2) = 0 \) are straight lines through the origin that in the real \( z_1 \) plane can be represented by the following parameterizations:

\[
z(\eta) \triangleq \begin{bmatrix} z_1(\eta) \\ z_2(\eta) \end{bmatrix} = \eta \begin{bmatrix} 1 \\ 3 \end{bmatrix}, \quad z(\eta) \triangleq \begin{bmatrix} z_1(\eta) \\ z_2(\eta) \end{bmatrix} = \eta \begin{bmatrix} 2 \\ 1 \end{bmatrix} \quad \forall \eta \in \mathbb{R}. \tag{E.3.2}
\]

Secondly, it is also clear from (E.3.1) that the equation \( p_2(z_1, z_2) = 0 \) corresponds to a circle with center in the origin and radius one that can be parameterized as follows:

\[
z(\theta) \triangleq \begin{bmatrix} z_1(\theta) \\ z_2(\theta) \end{bmatrix} = \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix} \quad \forall \theta \in [0, 2\pi]. \tag{E.3.3}
\]

Obviously, (E.3.2) and (E.3.3) represent the zero contour levels of the functions \( p_1(z_1, z_2) \) and \( p_2(z_1, z_2) \) respectively, see Fig. 4.16. Obviously, there are four intersection points, two of which are essentially different because points that are opposite w.r.t. the origin are (projectively) equivalent according to (4.5.4). Using simple algebra, it can easily be shown that these points are given by:

\[
z = \pm \frac{1}{\sqrt{10}} \begin{bmatrix} 1 \\ 3 \end{bmatrix} \quad \text{and} \quad z = \pm \frac{1}{\sqrt{5}} \begin{bmatrix} 2 \\ 1 \end{bmatrix}, \tag{E.3.4}
\]

which are simply the vectors in (E.3.2) normalized to unit Euclidian norm. In Fig. E.3 they are indicated by the solid black asterisks. With five decimals accuracy, the solution set of \( p(z) = 0 \) is given by:

\[
P = \begin{Bmatrix} 0.31623 \\ 0.94868 \end{Bmatrix} - \begin{Bmatrix} 0.31623 \\ 0.94868 \end{Bmatrix}, \quad \begin{Bmatrix} 0.89443 \\ 0.44721 \end{Bmatrix} - \begin{Bmatrix} 0.89443 \\ 0.44721 \end{Bmatrix}.
\tag{E.3.5}
\]

Now we will demonstrate how the same solutions can be obtained numerically by means of the homotopy method discussed in Section E.1 and summarized in Alg. E.1.

We first compute the quantities needed for applying Alg. E.1. The Jacobian of \( p(z) \) is:

\[
\nabla_z p(z) = \begin{bmatrix} \frac{\partial p_1(z_1, z_2)}{\partial z_1} & \frac{\partial p_1(z_1, z_2)}{\partial z_2} \\ \frac{\partial p_2(z_1, z_2)}{\partial z_1} & \frac{\partial p_2(z_1, z_2)}{\partial z_2} \end{bmatrix} = \begin{bmatrix} 2z_1 - 2\frac{1}{3} z_2 \\ 2z_1 - 2\frac{1}{3} z_2 \end{bmatrix} - \begin{bmatrix} 2z_1 - 2\frac{1}{3} z_2 + 1\frac{1}{3} z_2 \\ 2z_2 - 2\frac{1}{3} z_2 + 1\frac{1}{3} z_2 \end{bmatrix}. \tag{E.3.6}
\]
We choose the start system \( g(z) = 0 \) with \( g : \mathbb{C}^2 \rightarrow \mathbb{C}^2 \) defined as follows:

\[
g(z) = \begin{bmatrix} g_1(z_1, z_2) \\ g_2(z_1, z_2) \end{bmatrix} \triangleq \begin{bmatrix} (z_1)^2 - (\beta_1)^2 \\ (z_2)^2 - (\beta_2)^2 \end{bmatrix}, \tag{E.3.7} \]

where \( \beta_1 \) and \( \beta_2 \) are randomly chosen fixed complex constants \([2, 116]\). We choose \( \beta_k \) as \( \beta_k = \exp(\pi \theta_k) \) with \( \theta_k \) picked at random from the interval \([0, 2\pi]\). This system has the following four solutions:

\[
z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} \pm \beta_1 \\ \pm \beta_2 \end{bmatrix}. \tag{E.3.8} \]

Hence:

\[
G = \left\{ \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix}, - \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix}, - \begin{bmatrix} -\beta_1 \\ -\beta_2 \end{bmatrix}, - \begin{bmatrix} -\beta_1 \\ -\beta_2 \end{bmatrix} \right\}. \tag{E.3.9} \]

The Jacobian of \( g(z) \) is given by:

\[
\nabla_z g(z) = \begin{bmatrix} \frac{\partial g_1}{\partial z_1}(z_1, z_2) & \frac{\partial g_1}{\partial z_2}(z_1, z_2) \\ \frac{\partial g_2}{\partial z_1}(z_1, z_2) & \frac{\partial g_2}{\partial z_2}(z_1, z_2) \end{bmatrix} = \begin{bmatrix} 2z_1 & 0 \\ 0 & 2z_2 \end{bmatrix}. \tag{E.3.10} \]

Note that \( g(z) \) is compatible with \( p(z) \) in the sense that it has a similar structure, i.e. it also consists of two bivariate polynomials of degree 2 and has the same number of solutions 4. Moreover, the solution sets have a similar structure in that each solution is paired by its negative version. Now, the target function vector \( p(z) \) is embedded in the convex homotopy according to (E.1.1):

\[
h(z, \lambda) = \gamma(1 - \lambda)g(z) + \lambda p(z)
= \gamma(1 - \lambda) \begin{bmatrix} (z_1)^2 - (\beta_1)^2 \\ (z_2)^2 - (\beta_2)^2 \end{bmatrix} + \lambda \begin{bmatrix} (z_1)^2 - 2^\frac{1}{2}z_1z_2 + \frac{3}{4} (z_2)^2 \\ (z_1)^2 + (z_2)^2 - 1 \end{bmatrix}. \tag{E.3.11} \]

To compute the Euler predictor and Newton corrector steps in Alg. E.1 we need the quantities \( \nabla_z h(z, \lambda) \) and \( \partial_{\lambda} h(z, \lambda) \). According to (E.1.10), (E.3.6), and (E.3.10), the first is given by:

\[
\nabla_z h(z, \lambda) = \gamma(1 - \lambda) \begin{bmatrix} 2z_1 & 0 \\ 0 & 2z_2 \end{bmatrix} + \lambda \begin{bmatrix} 2z_1 - 2\frac{1}{\pi}z_2 \\ -2\frac{1}{\pi}z_1 + 2\frac{1}{\pi}z_2 \end{bmatrix}. \tag{E.3.12} \]
and according to (E.1.11) the second is given by:

\[ \partial_\lambda h(z, \lambda) = \left[ \left( z_1 \right)^2 - 2 \frac{1}{3} z_1 z_2 + \frac{2}{3} \left( z_2 \right)^2 \right] \gamma \left[ \left( z_1 \right)^2 - \left( \beta_1 \right)^2 \right] - \gamma \left[ \left( z_2 \right)^2 - \left( \beta_2 \right)^2 \right]. \] 

(E.3.13)

We now have all ingredients required by Alg. E.1. The parameters \( \gamma, \Delta\lambda, \text{MaxNnwtIt}, \text{NwtTol} \) and \( \text{NwtNoConvergenceTol} \) are the same as in Section E.2. Furthermore, picking \( \beta_1 \) and \( \beta_2 \) as described above yielded \( \beta_1 = -0.2846 - 0.9586j \) and \( \beta_2 = 0.9583 - 0.2858j \).

For each of the four solution paths of homotopy system (E.1.1), the real and imaginary parts of \( z_1(\lambda) \) and \( z_2(\lambda) \) are depicted in Fig. E.4 as a function of the continuation parameter \( \lambda \) in the interval \([0, 1]\). The \( z_1 \)-components of the solution paths are represented by the solid lines, whereas the \( z_2 \)-components are represented by the dotted lines. A pair of lines consisting of a solid and a dotted line of the same color or gray shade constitutes one solution path. The \( z_1 \)-components of the beginnings of the paths, i.e. the \( z_1 \)-components of the solutions of \( g(z) = 0 \), are denoted by the crosses ‘\( \times \)’, whereas the corresponding \( z_2 \)-components are denoted by the diamonds ‘\( \Diamond \)’. Likewise, the \( z_1 \)-components of the endpoints of the paths, i.e. the \( z_1 \)-components of the solutions of \( p(z) = 0 \), are denoted by the stars ‘\( \ast \)’, whereas the corresponding \( z_2 \)-components are denoted by the dots ‘\( \cdot \)’. For reference, we have drawn the unit circle in the \( z_1 - z_2 \) plane for \( \lambda = 0 \), and the \( z_1 \)- and \( z_2 \)-axes in the \( z_1 - z_2 \) plane for \( \lambda = 1 \). With five decimals accuracy, the solution set of \( p(z) = 0 \) found by the algorithm is:

\[ \mathcal{P} = \left\{ \begin{bmatrix} 0.31623 \\ 0.94868 \end{bmatrix}, \begin{bmatrix} 0.31623 \\ 0.94868 \end{bmatrix}, \begin{bmatrix} 0.89443 \\ 0.44721 \end{bmatrix}, \begin{bmatrix} 0.89443 \\ 0.44721 \end{bmatrix} \right\}. \] 

(E.3.14)

As can be verified by comparing this set to that in (E.3.5), all roots have been found correctly.
Fig. E.4 shows that the solution paths run smoothly from those of \( g(z) = 0 \) to those of \( p(z) = 0 \) without going through the same point. Our algorithm has computed the solution paths in such a way that the \( j \)-th solution of the start system, i.e. the \( j \)-th element of \( G \) in (E.3.9), leads to the \( j \)-th solution of the target system, i.e. the \( j \)-th element of \( P \) in (E.3.14). This can also be seen in the figure. Hence, for the current problem we see that if a solution \( z_g \) of \( g(z) = 0 \) leads to a solution \( z_p \) of \( p(z) = 0 \), then \( -z_g \) leads to \( -z_p \). More generally, it can be shown that this also holds for homotopies with a start and target system of the same type as in (E.3.1) with a zero contour level set similar to that in Fig. E.3. This implies that in order to obtain only the solutions that are essentially different according to (4.5.4), we only need to trace two solution paths of the homotopy system that start from two essentially different solutions of the start system, e.g. \( \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} \) and \( \begin{bmatrix} -\beta_1 \\ \beta_2 \end{bmatrix} \), or \( \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} \) and \( \begin{bmatrix} \beta_1 \\ -\beta_2 \end{bmatrix} \), thereby reducing the computational complexity.
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