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Quantitative two-photon laser-induced fluorescence measurements of atomic hydrogen densities, temperatures, and velocities in an expanding thermal plasma

M. G. H. Boogaarts, S. Mazouffre, G. J. Brinkman, H. W. P. van der Heijden, P. Vankan,
J. A. M. van der Mullen, and D. C. Schram
Department of Applied Physics, Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands

H. F. Döbele
Institut für Laser- und Plasmaphysik, Universität GH Essen, 45117 Essen, Germany

(Received 9 August 2001; accepted for publication 15 October 2001)

We report on quantitative, spatially resolved density, temperature, and velocity measurements on ground-state atomic hydrogen in an expanding thermal Ar–H plasma using two-photon excitation laser-induced fluorescence (LIF). The method’s diagnostic value for application in this plasma is assessed by identifying and evaluating the possibly disturbing factors on the interpretation of the LIF signal in terms of density, temperature, and velocity. In order to obtain quantitative density numbers, the LIF setup is calibrated for H measurements using two different methods. A commonly applied calibration method, in which the LIF signal from a, by titration, known amount of H generated by a flow-tube reactor is used as a reference, is compared to a rather new calibration method, in which the H density in the plasma jet is derived from a measurement of the two-photon LIF signal generated from krypton at a well-known pressure, using a known Kr to H detection sensitivity ratio. The two methods yield nearly the same result, which validates the new H density calibration. Gauging the new “rare gas method” by the “flow-tube reactor method,” we find a krypton to hydrogen two-photon excitation cross section ratio of 0.56, close to the reported value of 0.62. Since the H density calibration via two-photon LIF of krypton is experimentally far more easy than the one using a flow-tube reactor, it is foreseen that the “rare gas method” will become the method of choice in two-photon LIF experiments. The current two-photon LIF detection limit for H in the Ar–H plasma jet is $10^{15}$ m$^{-3}$. The accuracy of the density measurements depends on the accuracy of the calibration, which is currently limited to 33%. The reproducibility depends on the signal-to-noise (S/N) ratio in the LIF measurements and is orders of magnitude better. The accuracy in the temperature determination also depends on the S/N ratio of the LIF signal and on the ratio between the Doppler-width of the transition and the linewidth of the excitation laser. Due to the small H mass, the current linewidth of the UV laser radiation is never the accuracy limiting factor in the H temperature determination, even not at room temperature. Quantitative velocity numbers are obtained by measuring the Doppler shift in the H two-photon excitation spectrum. Both the radial and axial velocity components are obtained by applying a perpendicular and an antiparallel excitation configuration, respectively. The required laser frequency calibration is accomplished by simultaneously recording the I$_2$ absorption spectrum with the fundamental frequency component of the laser system. This method, which is well-established in spectroscopic applications, enables us to achieve a relative accuracy in the transition frequency measurement below $10^{-6}$, corresponding to an accuracy in the velocity of approximately 200 m/s. This accuracy is nearly laser linewidth limited. © 2002 American Institute of Physics. [DOI: 10.1063/1.1425777]
netics as well as of the processes taking place at the interface between plasma and condensed material. The study of the ETP features, and of low-temperature plasmas in general, requires a technique that is nonintrusive, in situ, and species-selective. In addition, the technique should give quantitative results, and when it is applied for the detection of reactive (and thus short-lived) species, it should have a sensitivity that is sufficiently high to detect the consequently low density of such species. Optical/spectroscopic techniques generally are nonintrusive, in situ (and remote), and species-selective, and the laser-induced fluorescence (LIF) technique adds an extreme sensitivity and an excellent spatial and temporal resolution to that. Numerous publications show the high diagnostic value of LIF as a probe for small molecules, molecular radicals, and atoms in their ground or excited states, in which easy concepts are used to interpret the LIF signal in terms of density, temperature, and velocity of the probed species. Consequently, the technique has found widespread application in many research areas including low-temperature plasma research.4

When applying LIF (and any other active optical/spectroscopic technique) for the detection of ground-state atoms, one has to deal with the large energy spacing between the ground state and any excited electronic state in these atoms. In the case of atomic hydrogen, the energy difference between the \( n = 1 \) ground state and the \( n = 2 \) state is 10.2 eV, corresponding to a 121.6 nm Lyman-\( \alpha \) photon, which is well in the vacuum ultraviolet (VUV) wavelength range. The use of a single-photon excitation LIF scheme for ground-state atoms has some serious drawbacks. First of all one needs experimentally demanding techniques for the generation of the necessary VUV photons. Moreover, many of the investigated media will be optically thick for these VUV photons due to a large single-photon absorption cross section and/or a relatively high ground-state atom density. These problems can be avoided by using a two-photon excitation scheme.

Such a two-photon excitation scheme was first demonstrated for atomic hydrogen and deuterium by Yokor et al. in 1981.5 In a short period of time two-photon excitation laser-induced fluorescence detection of ground-state atoms was also reported for nitrogen,6 oxygen,6-8 chlorine,9 sulfur,10 carbon11 and fluorine.12,13 After this pioneering work in which the measurement principle for these species was demonstrated, the two-photon LIF technique has been successfully applied to study a variety of reactive environments. In the field of low-temperature plasma research, where the technique is also referred to as “two-photon absorption laser induced fluorescence (TALIF),” there has been a considerable effort on atomic hydrogen detection, with important contributions from the group of Miller14-18 and many others.19-23

In these studies, the H LIF signal from the plasma is used to determine the hydrogen concentration, assuming that the LIF signal intensity is proportional to the ground-state density. The valuable density information gained in these experiments, however, is usually only qualitative in nature, due to one of the few disadvantages of the LIF technique. Unless an analytical expression for the relation between the LIF signal intensity and the density of the probed species can be derived that can be evaluated from first principles, quantitative density measurements require a calibration of the LIF setup. In the case of stable neutral atoms or molecules a calibration is easily accomplished with, e.g., a gas cell containing a well-known pressure of the probed species. In the case of short-lived species like radicals or ions, calibration is less trivial.

The urgent need of quantitative data in this and other research fields has led to the proposal and/or demonstration of a few calibration methods for (two-photon) LIF measurements of ground-state atom densities. These methods can be distinguished by their different approach. The most common approach is to use a known amount of the probed species from an independent source as a reference that is subsequently measured in the same measurement setup. In this approach often a “flow-tube reactor” is used as a source of ground-state atomic radicals, in which the concentration of these radicals is determined by a chemical titration. This method is based on well-established flow reactor and titration techniques in chemistry24 and has been applied for the calibration of LIF density measurements of several atomic radicals in plasmas, including atomic hydrogen17,25 and atomic oxygen.26

Another approach is to also use an independent quantitative measurement technique to determine the density of the probed species. An example of such an approach is to compare the LIF measurements on a line through the investigated medium with the line-of-sight integrated absorption by the medium. Since this approach requires the availability of two independent accurate measurement techniques, it is less commonly reported.20

A third and rather new approach is to generate a LIF signal from a known amount of a different, stable species by an excitation scheme that is very close to the one applied for the atomic radical. The atomic radical density in the plasma can then be determined from the ratio of the LIF signals when the relative detection sensitivity for the two species is known. This approach avoids the cumbersome generation of a known amount of atomic radicals from an independent source. The method has recently been demonstrated for the calibration of ground-state H densities27 as well as of ground-state N densities27,28 using a two-photon transition in krypton. The method has also been applied to calibrate the fluorescence yield of oxygen atoms via a two-photon transition in xenon.29 This method is quite elegant and experimentally easy compared to others, but it relies on critical excitation cross section data not yet confirmed by other experiments.

The LIF technique also enables the determination of the temperature of the probed species, which is an important parameter in plasma research since it characterizes the plasma and it determines the plasma kinetics. In the case of molecules, the internal (rotational and/or vibrational) temperature can be derived from the relative distribution over internal quantum states. In the case of atoms, this concept can only be used to determine an “electronic temperature,” which often has a poor correlation with the kinetic temperature. The kinetic temperature can instead be derived from the velocity spread of the atoms, which is reflected in the Doppler width of the laser-induced transition. Of course this
simple measurement concept only applies when the linewidth of the exciting radiation is of the same order or smaller than the Doppler width. For light atoms in reactive environments (like H in plasmas) this is often the case, thus enabling a reasonably accurate determination of the kinetic temperature of these atoms.16

Besides determining the velocity spread, and from that the temperature, of the particles from the Doppler width, the Doppler shift of the center frequency of the laser-induced transition can be used to determine the average velocity of these particles. The Doppler shift can be determined either in an absolute way, i.e., on an absolute frequency scale, in which case the laser frequency needs to be calibrated, or in a relative way by comparing the signal of the moving particles to that of a nonmoving reference. In the field of low-temperature plasma research, the velocity and the corresponding kinetic energy of plasma particles is an important parameter, for instance, to determine particle and/or energy fluxes in plasma processing. Nevertheless, only a few studies exist in which the LIF technique is applied to measure velocities of particles in plasmas,30,31 and to the best of our knowledge our group was the first to report velocity measurements of ground-state atoms using the two-photon LIF technique.32

In this study, two-photon excitation laser-induced fluorescence is applied to perform quantitative and spatially resolved measurements of the density, temperature, and velocity of ground-state hydrogen atoms in an expanding thermal Ar–H plasma created by a cascaded arc. The excitation and detection scheme for ground-state H applied in this work is the scheme that was originally demonstrated by Bokor et al. in 1981.17 In this scheme H is excited with two 205 nm photons from the $n = 1$ ground state to the $n = 3$ state. The resulting nonresonant laser-induced fluorescence on the Balmer-$\alpha$ transition between the $n = 3$ and $n = 2$ state is detected at 656 nm. After a description of the experimental setup in Sec. II, this scheme and its suitability for application in the ETP is discussed in detail in Sec. III. Next, the applied LIF measurement concept is described, and the determination of the local density, temperature, and velocity of H from the acquired LIF signal is discussed separately in the subsequent sections IV, V, and VI, respectively. Since we aim at accurate quantitative measurements, these sections give a careful analysis of the phenomena that (could) affect the interpretation of the LIF signal in terms of these quantities.

Quantitative velocity measurements are obtained by calibrating the laser frequency. This is accomplished by using a part of the output of the laser system at the fundamental frequency around 615 nm for the simultaneous recording of the molecular iodine absorption spectrum. In this region, the $I_2$ spectrum shows many absorption lines that are tabulated in frequency to a high accuracy.33 This frequency calibration method is widely used in spectroscopic applications and it allows us to reach an accuracy in the velocity measurements that is sufficient to gain valuable information about the flow pattern in the ETP.

For the calibration of the LIF setup for the H density measurements, two different approaches are used. Section VII A describes the density calibration via the “classical” approach of a measurement of the H LIF signal from a flow-tube reactor. This method is experimentally quite elaborate and needs careful execution. Therefore we also performed a calibration via the above mentioned “new” approach of generating a two-photon LIF signal from krypton at a fixed pressure, which is the subject of Sec. VII B. The subsequent comparison between the two calibration methods enables a first validation of the previously reported excitation cross section data.27

The two-photon LIF technique has been used to completely map the H density, temperature, and velocity (along two independent axes) in the ETP. A lot of effort has been spent to quantify the data and to assess its reliability. Among others a time-resolved study has been performed, both experimentally and computationally, to investigate the occurrence and the effect of collisional quenching of the two-photon LIF signal in our experiments. All this resulted in a large data set from which a lot of physical information can be extracted. It enables, for instance, a detailed study of the expansion properties of the plasma jet. Here we focus on the basic measurement method, its applicability in the type of plasma we are studying, and on the techniques to quantify the data. The time-resolved study on collisional quenching of the two-photon LIF signal from low-temperature plasmas is reported in a separate paper,34 as is the in-depth physical discussion of the expansion properties of the plasma jet.32,35

II. EXPERIMENTAL SETUP

A scheme of the experimental setup is depicted in Fig. 1. The cascaded arc plasma source has already been described in detail elsewhere.36 In the experiments described in this article it is operated on a 40 A dc current with a typical corresponding voltage of 100 V between the three cathodes and the anode plate. The plasma expands from the 3 mm diameter arc channel, where the pressure is typically 0.6 bar, into a roots-blower pumped vacuum vessel with a background pressure of 14 Pa. For the atomic hydrogen measurements a 6 to 1 Ar–H$_2$ gas mixture with a 50 sccs Ar flow and a 8.3 sccs H$_2$ flow is fed into the cascaded arc. These experimental conditions are close to those used for the fast deposition of a-Si:H.3 The cascaded arc plasma source is mounted on a translation stage. Spatial scans through the expanding plasma are performed by moving the cascaded arc relative to the intersection of the laser beam and the detection volume.

The laser system that is used to produce the tunable UV radiation is based on a pulsed Nd:YAG/dye-laser combination. The frequency-doubled output (300 mJ pulse energy at 532 nm) of a 50 Hz injection-seeded Nd:YAG laser (Spectra-Physics/Quanta-Ray, GCR-230) is used to pump a tunable dye laser (Spectra-Physics/Quanta-Ray, PDL-3). The dye laser has a bandwidth of 0.07 cm$^{-1}$ and is used around 615 nm. The output of the dye laser (typically 60 mJ) is frequency-tripled in two stages. First, the fundamental dye-laser frequency is doubled in a KD*P crystal and then this frequency-doubled UV light is mixed with the residual red dye-laser output in a BBO crystal for sum-frequency generation. In between the KD*P and the BBO crystal a wave plate
(\(\lambda/4\) for the blue beam) is used to match the polarization angles of the fundamental and the frequency-doubled light to each other again. The tripled frequency component is separated from the others and directed towards the vacuum vessel using high-power, high-reflective dielectric mirrors for 205 nm, which are transparent for the other wavelengths (LaserOptik GmbH). Wavelength separation is in this way less perfect compared to, for instance, using Pellin-Broca prisms, but due to absorption losses with the latter method, the use of the mirrors is found to easily enhance the 205 nm output energy by a factor of 2. This procedure results in typically 1 mJ of tunable UV light around 205 nm, with an estimated bandwidth of 0.2 cm\(^{-1}\). Both crystals are automatically tracked while tuning the wavelength of the dye laser.

The frequency-tripled laser light is directed into the vessel either perpendicular to the plasma expansion axis or counterpropagating with respect to the expansion, depending on the required velocity measurement. In the default perpendicular configuration, where radial velocities can be measured, the UV laser light is focused into the plasma with a 60 cm lens. When axial velocities are to be measured, a 1 m focusing lens is used in combination with a quartz right-angle prism which is at a distance of at least 65 cm from the cascaded arc nozzle. The prism directs the light antiparallel to the plasma jet. In this way only the prism is exposed to the plasma, and the combination of its relatively large distance from the plasma source with its mounting in a water-cooled protection cylinder ensures a few hours of measurement time before cleaning of the prism is necessary.

The laser-induced fluorescence originating from the focus is imaged onto a slit mask, in a direction perpendicular to the plane formed by the laser beam and the symmetry axis of the expansion. This is done by two 10 cm diameter plano-convex lenses with focal lengths of 40 cm. The 40 cm distance of the first lens from the laser focus is imposed by the geometry of the vessel. As a consequence, the solid angle of the detection is limited to 4.9\(\times\)10\(^{-2}\) sr. The slit mask, which is 0.35 mm wide and has a variable length up to 10 mm, is placed parallel to the laser beam and defines the spatial resolution. The width of the slit mask ensures that all H fluorescence will pass the mask up to the highest observed H velocity. For a velocity of 4500 m/s (see Sec. VI), the transit time through the detection volume is \(\approx\)80 ns, which is nearly one order of magnitude longer than the \(H(n=3)\) fluorescence lifetime (10 ns, see Sec. IV). The laser-induced fluorescence that passes the slit mask is detected by a photomultiplier tube (PMT). For almost all LIF measurements a highly sensitive, gated PMT is used (Hamamatsu, R928).

The continuous background light emitted by the plasma is strongly reduced by a Balmer-\(\alpha\) (\(H_\alpha\)) bandpass filter with a 10 nm bandwidth [full width at half maximum (FWHM)] centered around 656 nm in front of the PMT. However, the suppression of the plasma emission by the optical filter is not always sufficient to allow the PMT to be used with maximum gain. This is, for instance, the case in the Ar–H plasma close to the nozzle orifice where the plasma emits much Balmer-\(\alpha\) radiation. This is a well-known problem in the application of the LIF technique in light emitting media like those encountered in plasma and combustion research, which is usually solved by gating the detection. The Hamamatsu PMT R928 is equipped with a gate unit that enables triggered operation of the PMT during a short time interval with a preset duration between 0.8 and 10 \(\mu\)s. This further reduces the continuous background by a factor of 2\(\times\)10\(^4\), in principle enabling operation of the PMT with maximum gain in all circumstances. In the case of the Kr LIF measurements (see Sec. VII B) a long-pass filter that cuts off below 700 nm is used to reduce the laser stray light impinging onto the PMT.

For time-resolved fluorescence measurements a very fast “metal package” photomultiplier tube (Hamamatsu R5600P-01) is used.\(^{34}\) This rather new type of PMT combines a 1.5 ns FWHM single photon response time with a gain of up to 10\(^6\). The PMT signal is recorded by a 500 MHz 1 Gs/s 8-bit digital sampling oscilloscope. The signal trace is transferred to a PC where it can be analyzed. This enables both time-integrated and time-resolved measurements. In the case of time-integrated measurements, it allows for baseline corrections and a precise signal integration over time, yielding a
signal-to-noise ratio better than those of analog integration devices, especially in the case of a high background signal. The PC also controls the wavelength scanning of the dye laser.

The laser wavelength is calibrated by recording simultaneously the I2 absorption spectrum, of which the line positions are tabulated to a high accuracy. For this, part of the red dye-laser output is directed through a I2 absorption cell. This glass cell has a 2.5 cm diameter and a 60 cm length and contains only iodine (solid and vapor). The transmitted light intensity is measured behind the cell with a photodiode. The length of the cell is chosen to ensure easily measurable absorptions at room temperature. The absorption can be optimized by adjusting the I2 vapor pressure with a heating wire around the cell.

III. EXCITATION AND DETECTION OF GROUND-STATE ATOMIC HYDROGEN

The excitation and detection scheme for ground-state atomic hydrogen applied in this work is the one that was first demonstrated by Bokor et al. in 1981. In this scheme (depicted on the left in Fig. 2) H is excited with two 205.14 nm photons from the 1s2 S1/2 ground state to the n = 3 level. The n = 3 fine-structure sublevels cannot be resolved within the bandwidth of the 205 nm laser radiation (∼0.2 cm⁻¹). As a result, in a spectral scan over the two-photon transition both the 3s2 S1/2 and the 3d²Dj states will be excited, according to the two-photon selection rules Δl = 0, ± 2. The excitation is monitored by detection of the nonresonant fluorescence on the Balmer-α transition at 656.3 nm from the 3d and 3s states to the 2p³Pj states. Usually it is mentioned that the 3d − 1s transition dominates over the 3s − 1s transition due to a 7.56 times higher two-photon absorption cross section, but actually it depends on the degree of saturation of the transition whether the relative population of 3d and 3s is determined by the relative transition strength or rather by the ratio of the statistical weights of the respective quantum states. Moreover, we found evidence for a pure statistical distribution of the population over all the n = 3 sublevels from an accurate measurement of the lifetime of the excited state, even though the applied laser intensity assures that the transition is far from saturation (see Fig. 3). This can be explained by a complete l mixing of the quantum states in an electric field. Thus far we have not been able to unambiguously establish the origin of this electric field, but since the n = 3 lifetime is short and the degree of l mixing does not vary within the plasma jet, it is likely to be the electric field associated with the propagating laser beam.

The scheme described here has some distinct advantages over various other schemes that have been proposed and/or demonstrated. First of all, two-photon excitation avoids some of the problems connected with single-photon excitation, as was mentioned in the Introduction. In addition, when exciting to n = 3 or higher, fluorescence detection can be performed on a transition back to a state other than the ground state, which will significantly relax the need for suppression of stray light from the laser beam. Several schemes for two-photon excitation of H to n = 3 and n = 4 with detection of nonresonant fluorescence have been directly compared to each other. These schemes differ in the number of laser beams and the wavelength combinations used for excitation, the intensity, polarization, and bandwidth of the laser beams, and the wavelength of the fluorescence light. This detailed comparison shows that the above described scheme for two-photon excitation of H with a pulsed, narrow-band 205 nm laser beam gives the largest average number of fluorescence photons per incident laser photon.

Another characteristic of the applied H excitation scheme is that only one additional laser photon is needed for ionization of the excited atom, as is indicated in Fig. 2. When the laser intensity is increased, this ionization pathway will eventually limit the fluorescence yield, as the rate of n = 3 depopulation via this process starts to compete with the radiative depopulation rate. This picture can be quantified by applying a rate-equation model for the laser-excited state population, as is, for instance, done in Ref. 19. This shows that for the H excitation scheme described here “the average number of fluorescence photons emitted per ground-state atom” saturates at ∼0.1 for a laser intensity around 10⁷ W/cm². Usually, as is the case in the experiments described in this article, the laser intensity is kept at least one
order of magnitude lower, thereby limiting the total number of particles that emit fluorescence photons to a few percent. Figure 3 shows the two-photon LIF signal of atomic hydrogen from the expanding Ar–H plasma as a function of the laser intensity. For low laser intensities a quadratic dependence of this signal on the laser intensity should be observed, saturating to a lower order dependence for higher intensities. The slope of the data points in the log-log plot indeed equals 2 within the experimental accuracy, from which it can be concluded that the H two-photon excitation does not reach saturation in our experiment and that the LIF signal remains in the quadratic regime over the entire range of laser pulse energies used in our measurements.

Although keeping the laser intensity low, and thereby keeping the LIF signal in the quadratic regime, seems to be a safe situation at first sight, it needs a closer look. Average fluorescence photon numbers per ground-state atom of a few percent indicate relative excited state populations of the same order or higher, and a significant part of this population will end up as an ion–electron pair. In fact, one additional laser photon is sufficient to ionize not only the laser-excited atoms, but all atoms in excited states. Depending on the type of plasma and the ionization degree, these laser-induced excited state, ion, and electron densities can be several orders of magnitude higher than the respective stationary densities. In such a case, the applied laser diagnostic method can hardly be qualified as “nonintrusive.” A more complete model is then needed to quantitatively assess the effect of the pulsed laser excitation on the local plasma parameters. This has been investigated in another study concurrently performed in our group.34 In this study, a time-resolved “collisional radiative model (CRM)” for H has been developed that models the response of a system of levels to a temporary disturbance of the level population distribution by, for instance, pulsed laser excitation of one of the levels. The study also deals with the implications for the observed signals and their interpretation. One of the conclusions is that, for conditions typically encountered in the ETP, the ion and electron densities can indeed temporarily increase easily by a factor of 5. Consequently, depending on the exact local plasma conditions, the two-photon LIF signal might suffer from “self-quenching,” i.e., quenching of the laser-excited states by electrons that were created through laser-induced ionization. The issue of fluorescence quenching in the ETP is addressed in Sec. IV.

The above described H excitation and detection scheme is used to map the ground-state H distribution in the expanding plasma jet. To achieve this, two-photon LIF measurements are performed at various axial and radial positions. All LIF measurements are acquired by tuning the excitation laser and recording the resulting spectral profile of the two-photon absorption. In the case of velocity measurements, the I2 absorption spectrum is recorded simultaneously. This will be described in more detail in Sec. VI. As an example, Fig. 4 shows a spectral scan that is recorded in the expanding Ar–H plasma at an axial position z = 50 mm on the centerline of the expansion (radial position r = 0 mm). The H fluorescence signal is for all spectral scans fitted to a Gaussian profile. No non-Gaussian profiles have been observed. From these fits three local quantities are obtained. The local (relative) density is obtained from the integrated intensity (i.e., the area under the curve), while the local temperature is derived from the Doppler width of the spectral profile. In addition, the component of the velocity in the direction of the laser is determined from the absolute shift of the center frequency of the spectral profile. In the following sections the determination of each of these quantities will be discussed in more detail.

IV. DENSITY MEASUREMENTS

More important than being truly nonintrusive, a diagnostic method should give representative and reproducible results. In a general pulsed LIF experiment, the observed fluorescence light intensity will be proportional to the laser-created upper state density after the laser pulse, which in turn will be proportional to the initial lower state density before the laser pulse. The pulse-integrated fluorescence signal \( S_f \) will therefore be proportional to the density \( N_i \) of particles in this lower state \( i \), and the LIF technique can effectively probe this density. These general characteristics of the relation between \( S_f \) and \( N_i \) can be expressed in the following way:

\[
S_f = N_i \cdot \eta_{exc} \cdot q_f \cdot \eta_{det}. \tag{1}
\]

In this equation the detection efficiency \( \eta_{det} \) is the signal generated per fluorescence photon. This factor is only determined by the characteristics of the experimental setup, and its value can be estimated from the solid angle that is captured by the detection optics, the transmission of these optics, the quantum efficiency and gain of the photon detector, etc.

The fluorescence quantum yield \( q_f \) is given by the Stern–Vollmer factor:
This factor is the ratio between the spontaneous emission rate \( A_{kl} \) of level \( k \) on the transition to level \( l \) where the fluorescence is monitored, and the total depopulation rate of the excited state, which is the sum of the total spontaneous emission rate \( A_k \) and the nonradiative depopulation (quenching) rate \( Q \) of level \( k \). The total depopulation rate determines the lifetime \( \tau_k \) of this state. The excitation efficiency \( \eta_{\text{exc}} \) generally contains the excitation cross section and the laser photon fluence (derived from the laser beam intensity), and it depends on the temporal and spectral profile of the laser pulse as well as on the (existence of) couplings of the excited upper state with other states.\(^{38,39}\) The derivation of an analytical expression for \( \eta_{\text{exc}} \) involves the solution of a set of coupled rate equations for the population of all the levels involved. The value of the proportionality constants can alternatively and more reliably be obtained from a calibration. This is the usual approach to get quantitative density information from a LIF experiment. The calibration procedure for the LIF detection of ground-state hydrogen atoms is the subject of Sec. VII.

The linear correspondence (1) between the LIF signal and the probed lower state density holds not only in the so-called linear limit, i.e., for low laser power and low particle density, but also for higher laser power (as is quite common in two-photon excitation LIF experiments), as long as the excitation laser conditions do not change. The danger of the LIF technique is in the Stern–Vollmer factor. When uncontrolled depopulation pathways for the laser-excited upper state exist, the value of this factor will change and the observed signal will no longer be proportional to the density of the probed state. This is a serious threat to the diagnostic value of the method.

The most common uncontrolled depopulation mechanism is the collisional quenching of the upper state, which occurs when numerous collisions take place during the radiative lifetime of the excited state, i.e., \( Q > A_k \). This is a well-known problem in the application of LIF in experiments at a high density, as, for instance, encountered in combustion research, but in the field of (low-temperature) plasma research, where the quenching by electrons can be very efficient, the importance of fluorescence quenching is easily underestimated. As already addressed in Sec. III, the mere application of an intense UV laser for two-photon LIF experiments in plasmas can create a significant (extra) electron density which potentially leads to a “self-quenching” of the fluorescence.\(^{34}\)

The occurrence of quenching can be readily checked in a time-resolved LIF experiment, where the effective lifetime \( \tau_k \) of the upper state \( k \) is measured. This lifetime is directly related to the quenching as can be seen from Eq. (2). In fact, a measurement of the lifetime will establish the value of the Stern–Vollmer factor, which potentially allows one to correct the density values accordingly. Time-resolved measurements of the fluorescence decay of \( H \) in the \( n=3 \) state require a special fast PMT and a careful deconvolution of the recorded signal with the response function of the detection system to be able to determine the decay time with sufficient accuracy. These time-resolved LIF measurements on \( H \) in the expanding thermal Ar–H plasma are reported in detail and compared with model calculations in the above mentioned paper.\(^{34}\) From that study we conclude that quenching of the \( H \) fluorescence from the ETP does not occur. A decay time of \((10.0\pm0.5)\) ns has been observed over the entire range of plasma parameters encountered in the Ar–H plasma jet. Summarizing the discussion in Ref. 34, this is exactly the decay time expected in the case of a statistical distribution of the population over the \( n=3 \) sublevels. Arguments that the 10 ns decay time is the result of quenching of the 15.5 ns \( 3d\rightarrow2p \) natural decay time can be discarded, since the same decay time has been found for a large range of ground-state \( H \) and electron densities. Notice that a pressure-dependent measurement, normally performed to generate a Stern–Vollmer plot in a collisional quenching study, is in this case experimentally very difficult, since a change in background pressure will affect the characteristics of the expanding plasma jet all together.

Another uncontrolled depopulation mechanism that might occur is the amplified spontaneous emission (ASE) of the laser-excited state. The ASE will propagate within a small solid angle around the laser beam axis, and consequently, the upper state population lost in this way will not be observed by the LIF detection branch. ASE of Balmer-\( \alpha \) radiation (\( H_{\alpha} \), 656 nm) in a two-photon LIF experiment for detection of ground-state \( H \) has been reported both for measurements in a flame,\(^{40}\) as well as for measurements in a glow discharge plasma.\(^{20}\) In these studies the possibility of explicitly using the ASE signal for the detection of \( H \) is investigated. In the experiments on the ETP reported here, no ASE of \( H_{\alpha} \) light has been observed.

A further phenomenon that can disturb the proportionality between lower-state density and an observed LIF signal is the production of the measured atoms by the UV laser itself via photodissociation of molecules. In that way, the laser generates its own signal. This is commonly recognized and described in a number of papers.\(^{16,21,23}\) The effect can even be turned into an advantage by using it to identify an impurity and measure its density via a careful analysis of the line profile in the excitation spectrum\(^{16,21}\) (see also Sec. V). In the expanding thermal plasma generated from a mixture of Ar and \( H_2 \), the only species that could produce \( H \) atoms from photodissociation is molecular hydrogen. We checked the possibility of 205 nm photodissociation of \( H_2 \) by filling the vessel with pure molecular hydrogen at room temperature. For the highest laser intensity used in our experiments, we did not observe any \( H \) LIF signals for pressures up to 100 Pa. This does not fully exclude that photodissociation of \( H_2 \) occurs in the plasma, as was also pointed out by Miyazaki \textit{et al.}\(^{23}\) While the effect is negligible for room-temperature \( H_2 \), it could still be noticable for hot molecules when the photodissociation cross section is sufficiently enhanced for vibrationally excited molecules. The relative importance of the contribution of photodissociation to the \( H \) LIF signal depends in that case among others on the amount of \( H_2 \) present in the plasma jet.

Probably the best way to check for photodissociation is...
to measure the laser-intensity dependence of the two-photon LIF signal from the plasma jet. From Fig. 3 we have already seen that the H LIF signal shows a quadratic dependence on the laser intensity over the entire range of laser pulse energies used in our measurements. When photodissociation by the UV laser occurs, a higher order dependence should be observed, since one extra photon is needed to first generate the atom to be detected.\textsuperscript{16} We therefore conclude that in this plasma there is no contribution to the H LIF signal from photodissociation by the UV laser.

Figure 5 gives the atomic hydrogen density in the expanding Ar–H plasma as a function of the distance z from the nozzle, i.e., along the symmetry axis of the plasma jet (r = 0). The measurements have been performed with the laser perpendicular to the plasma jet axis. Notice that the density profile (i.e., its shape) is determined from the LIF measurements as described above, while the absolute scale for the densities is obtained from a separate calibration as described in Sec. VII A. The H density on the expansion axis starts at $\approx 5 \times 10^{20} \text{m}^{-3}$ at 1 mm behind the nozzle and drops more than two orders of magnitude in the supersonic part of the expansion (0 < z ≤ 20 mm). It then further decays at a slower rate in the region of the shock front (20 mm ≤ z ≤ 100 mm) and in the subsonic part of the expansion (z ≥ 100 mm). This axial density profile was quite a surprise to us since it seems to deny the existence of a stationary shock wave structure in the expansion. All the peculiar expansion properties of the Ar–H plasma jet are discussed in a separate paper.\textsuperscript{32}

V. TEMPERATURE MEASUREMENTS

The local atom temperature is derived from the width of the spectral profile of the two-photon transition. The experimentally observed linewidth is the result of the convolution of all contributions to the width. The main contribution comes from the Doppler broadening that results from the velocity distribution of the ground-state atoms. The general expression for the Doppler width $\Delta \nu_D$ (FWHM) of a two-photon transition, induced by the absorption of one photon with frequency $\nu_1$ and one photon with frequency $\nu_2$ with an angle $\theta$ between their k vectors, is\textsuperscript{39}

$$\Delta \nu_D = 2(\nu_1^2 + \nu_2^2 + 2\nu_1 \nu_2 \cos \theta)^{1/2} \cdot \bar{u} / c,$$

where $\bar{u}$ is the average velocity of the atom or molecule and $c$ is the speed of light. In the case of absorption of two photons from one single laser beam with a frequency of half the transition frequency $\nu_0$ ($\nu_1 = \nu_2 = \nu_0/2$, $\theta = 0$), and with a Maxwellian velocity distribution ($\bar{u} = (2/kT)^{1/2}$), this expression reduces to the well-known relation between the Doppler width and the temperature $T$:

$$\Delta \nu_D = \nu_0 / c \cdot \sqrt{8 \ln 2 \cdot kT/m} = 7.16 \times 10^{-7} \nu_0 \cdot \sqrt{T/M},$$

with $k$ the Boltzmann constant, $m$ the mass of the atom or molecule, and $M$ its weight in amu. The Doppler width $\Delta \nu_D$ is convoluted twice with the linewidth $\Delta \nu_L$ of the UV laser radiation. Assuming a Gaussian spectral profile for the latter, the experimentally observed linewidth $\Delta \nu$ is simply given by $\Delta \nu = \sqrt{\Delta \nu_D^2 + 2\Delta \nu_L^2}$. In the case of atomic hydrogen, the error in $\Delta \nu_D$, and thus in the temperature, introduced by this squared summation when the laser spectral profile is non-Gaussian, is expected to be small since the observed linewidths are typically one order of magnitude larger than the laser linewidth.

When the above expressions are applied for the determination of the kinetic temperature from the observed linewidth, one has to ascertain that there are no other effects that have a significant contribution to this width. One effect that can be safely neglected is saturation broadening. The degree of saturation of a transition is given by the saturation parameter, which is basically the ratio between the induced and the spontaneous emission rate of the excited level.\textsuperscript{37} Since the induced emission rate is directly proportional to the excitation cross section, the saturation parameter for a two-photon transition will generally be small. More direct evidence that we can neglect saturation broadening in our H measurements comes of course from Fig. 3, which shows that the H two-photon excitation remains in the quadratic regime under the present experimental conditions.

Another effect that should be seriously considered when determining temperatures from LIF measurements in plasmas is Stark broadening. In the plasma investigated in this work it will not significantly contribute to the experimentally observed linewidth, since the Stark broadening of the $3s - 1$ transition in atomic hydrogen, which is mainly determined by the Stark coefficients of the $n = 3$ level, is negligible for the range of electron densities and temperatures encountered in the expanding thermal Ar–H plasma ($n_e \leq 10^{19} \text{m}^{-3}$, $T_e \approx 0.3 \text{eV}$).\textsuperscript{41}

There is, however, one effect that could seriously disturb the temperature determination, and that is the photodissociation of molecules by the UV laser by which atoms are produced that are subsequently measured in the same laser pulse. This effect is already mentioned in the density section (IV) since it also affects the proportionality between the initially present lower-state density and the observed LIF signal. The UV photon energy ($\approx 6 \text{eV}$) is sufficient to dissoci-
ate a large variety of molecules. Depending on the excess energy, the atomic fragments end up with more than their thermal share of kinetic energy. This gives rise to a large Doppler width and an apparent high atom temperature. Observations of high atomic hydrogen temperatures in rf, microwave, and dc discharges have been associated with photolysis of NH$_3$, H$_2$S, C$_2$H$_2$, C$_2$H$_4$, and Si$_2$H$_6$.\textsuperscript{16,21,23} In fact, “the photolytically produced atoms bear a spectral profile characteristic of their precursor molecule,” and the Doppler width can be used to determine the excess translational energy enabling an identification of the precursor molecule.\textsuperscript{16} As already pointed out in Sec. IV, the contribution of photolytically produced atoms to the H LIF signal from the expanding Ar–H plasma is negligible. Special care, however, is needed in the case of H LIF measurements taken from the flow-tube reactor that is used for the calibration of the H LIF signals (see Sec. VII A). The flow-tube reactor uses a remote microwave plasma to produce H atoms, and these plasmas are prone to produce ammonia with only small quantities of N$_2$ present in the plasma.\textsuperscript{16}

The atomic hydrogen temperature profile along the expansion axis of the Ar–H plasma jet is presented in Fig. 6. The temperature data in this figure have been derived from the same spectral scans as the density data in Fig. 5. The accuracy in the temperature determination depends on the signal-to-noise (S/N) ratio of the LIF signal, and on the ratio between the Doppler width of the transition and the linewidth of the excitation laser. Due to the small H mass, the current linewidth of the UV laser radiation is never the accuracy limiting factor in the H temperature determination, not even at room temperature. The profile clearly shows the rapid cooling of the plasma from $\approx$4000 K to $<$800 K in the supersonic part of the expansion, and the subsequent temperature rise over the shock region of the expansion due to the conversion of directed kinetic energy into random kinetic energy when the plasma particles collide with the background gas. In contrast to the density profile in Fig. 5, the temperature profile does exhibit a stationary shock wave structure, thereby constituting a scientific puzzle that is further discussed in Refs. 32 and 35.

VI. VELOCITY MEASUREMENTS

Besides determining the velocity spread, and from that the temperature, of the particles in the plasma jet from the Doppler width, the Doppler shift of the center frequency of the transition can be used to determine the average velocity of these particles. The Doppler shift can be determined either in a relative or in an absolute way. To determine the Doppler shift in a relative way, a Doppler-shifted signal must be compared to a nonshifted signal, which usually requires two laser beams. An absolute determination of the Doppler-shift “only” requires an absolute frequency scale, and then the shift is obtained from a comparison of the center frequency with the literature value, but obviously in that case the laser frequency needs to be accurately calibrated. In our case, this is accomplished by using a part of the red dye-laser output for the simultaneous recording of the absorption spectrum of molecular iodine, as is described in Sec. II.

An example of such a simultaneous recording is given in Fig. 4. In the region of the fundamental dye-laser frequency, the I$_2$ spectrum shows many absorption lines that are tabulated in frequency to an accuracy of 0.015 cm$^{-1}$.\textsuperscript{13} The width of the I$_2$ absorption lines, which is at room temperature mainly determined by the underlying hyperfine structure, amounts to $\approx$0.03 cm$^{-1}$. The medium is therefore very well suited for the frequency calibration of pulsed dye lasers whose bandwidth is usually in the same order of magnitude (in our case 0.07 cm$^{-1}$), and the method is widely used in spectroscopic applications.

Since the Doppler-shift method determines velocities relative to the velocity of light ($\Delta v/v_0=\nu/c$), accurate results are not to be expected \textit{a priori}, and it is worthwhile to address the topic of accuracy into somewhat more detail. In the applied method, the error in the velocity has several sources. The error in the calibrated frequency scale depends on the stepsize in the spectral scan, the signal-to-noise (S/N) ratio in the I$_2$ absorption spectrum, and is ultimately limited by the bandwidth of the laser. The attainable minimum error in the (fundamental) frequency scale is $\approx$0.01 cm$^{-1}$. A further error comes from the determination of the center position of the two-photon transition from the Gaussian fit to the H LIF signal. The error in the observed center frequency depends again on the stepsize in the spectral scan and on the S/N ratio of the H LIF signal. In practice, the overall error in the velocity is mainly determined by this contribution.

A last uncertainty concerns the literature value for the transition frequency. Accurate values for the energies of the individual $n=3$ sublevels can, for instance, be found in Ref. 42, but since the maximum energy separation between these levels is smaller than the bandwidth of the 205 nm laser radiation (and much smaller than the Doppler width), these levels are not resolved and the resulting center frequency will be at an averaged value. This leaves some room for the exact reference value to take for the velocity determination. A reference transition frequency could, for instance, be obtained by taking an average that accounts for the selection rules and the relative excitation cross sections of the two-photon transition. The reference value used in this work, however, is obtained from the experiment itself. In a mea-
in the expanding plasma jet, where H atom velocities in the sufficient to gain valuable information about the flow pattern accuracy is nearly laser linewidth limited and is certainly experimentally observe in our velocity measurements. This value is consistent with the S/N ratio that we observed lifetime of the excited state, 34 as is discussed in Sec. II

The resulting maximum accuracy that can be attained in the determination of the velocity of atomic hydrogen from the Doppler shift of the transition frequency in the two-photon LIF measurements in the Ar–H plasma jet is ≈200 m/s, which is a fraction of less than 10^{-6} of the speed of light. This value is close to the averaged literature value that accounts for a pure statistical distribution of the population over all the n = 3 sublevels, which is consistent with the observed lifetime of the excited state, 34 as is discussed in Sec. IV.

The density information gained in a LIF experiment, although in principal quantifiable, is in practice qualitative in nature. It was already mentioned above that, in order to get quantitative results from a LIF experiment, the setup usually needs to be calibrated. In the case of short-lived species like radicals or ions, calibration is not trivial. In the Introduction, three different calibration approaches have been mentioned. Here, two of these approaches are used to calibrate the setup for the atomic hydrogen measurements. The first approach uses a “flow-tube reactor” as a source of ground-state H atoms, in which the atomic hydrogen concentration is determined by a titration. This method is based on well-established flow reactor and titration techniques in chemistry, 34 and is commonly accepted for LIF measurements of ground-state atomic radical densities in plasmas. The method, though, is experimentally quite elaborate and needs careful execution. Of course, one needs to have available a flow-tube reactor specifically adapted to the plasma chamber in which the LIF measurements are performed, and one should attain proper control of the chemistry in this reactor for a reliable calibration result.

The second approach avoids the cumbersome generation of a known amount of atomic hydrogen radicals from an independent source. Instead, a LIF signal is generated from a fixed pressure of a different, stable species by a comparable two-photon excitation scheme. The H density in the plasma jet can then be determined from the ratio of the LIF signals when the ratio of the two-photon excitation cross sections is known. This method is more elegant and experimentally far more easy than the first one, but it relies on critical cross section data not yet confirmed by other experiments.

We will first address both methods separately, and make an assessment based on their comparison afterwards.

A. Titration in a flow-tube reactor

A scheme of the flow-tube reactor is depicted in Fig. 8. It has been designed to allow implementation in the setup of Fig. 1 without changing any of the other components. A small amount of molecular hydrogen that is diluted in helium flows through a quartz tube that is mounted through the center of a Beenakker-type microwave cavity. 56 Atomic hydrogen is produced in the flow-tube by dissociation of H2 in the microwave discharge (typical power of 50 W) that is sustained in the cavity. The main flow continues down the quartz tube and a 0.5 m long teflon tube, transporting H atoms to a position 60 cm downstream from the discharge and only 1 or 2 mm away from the scattering volume of the laser where they are detected with identical excitation and detection geometry and efficiency as in the ETP. The tube material has been chosen to minimize the H atom loss be-

FIG. 7. Axial component of the atomic hydrogen velocity in the Ar–H plasma jet as a function of the distance from the nozzle. The velocity is determined from the Doppler shift in the spectral scans that are taken with the laser beam counterpropagating with respect to the expansion (antiparallel configuration in Fig. 1). The laser frequency is calibrated by simultaneously recording the I2 absorption spectrum. The local acoustic velocity of the Ar–H mixture that is derived from the temperature data in Fig. 6 is plotted as a reference.
between the microwave discharge and the point where H is detected. The length of the tube, or better the transport time, ensures that no excited H atoms arrive at the scattering volume of the laser.

The amount of H present in the scattering volume and responsible for the observed signal is determined via a titration with NO₂. The NO₂ comes from a calibrated mixture of 2.11% NO₂ in He that can be added to the main flow via a small insert that enters the main transport tube near the end of it. The end of the small titration tube is perforated around its perimeter to enhance the mixing with the main flow. The titration actually determines the H density in the mixing region. To ensure that this density is as close as possible to the H density responsible for the LIF signal in the laser scattering volume, the mixing region should be as close to the exit of the main tube as possible. The 3.5 cm distance between the end of the titration tube and the exit of the main tube, however, is the minimum distance needed for the titration reaction to be complete, as will be discussed below. This distance is small compared to the length of the main tube, and it can therefore be safely assumed that the ground-state H density is constant over the last 3.5 cm of the flow tube. All flows in the flow-tube reactor are accurately controlled with mass flow controllers.

Upon addition of NO₂, H atoms are lost in the fast reaction:

\[ \text{H} + \text{NO}_2 \rightarrow \text{OH} + \text{NO}, \]  

(5)

with a rate constant \( k \) of \( 1.3 \times 10^{-10} \text{cm}^3/\text{s} \). Solving the symmetric set of rate equations

\[ \frac{dn}{dt} = -kn_hn_{\text{NO}_2} = \frac{dn_{\text{NO}_2}}{dt} \]  

(6)

for the densities \( n_h \) and \( n_{\text{NO}_2} \) of H and NO₂, respectively, shows that when \( t \rightarrow \infty \), i.e., when the reaction is complete, the remaining H density depends linearly on the initial NO₂ density. Figure 9 shows a typical titration curve, i.e., a measurement of the H fluorescence signal from the flow-tube reactor as a function of the admixed NO₂ flow. The dependence is recorded both in a series with increasing flow (up) and in one with decreasing flow (down). The H LIF signal decreases linearly with increasing NO₂ flow, as it should, until it becomes indistinguishable from the background (end point of titration). Given the 1:1 stoichiometric ratio of the titration reaction, the NO₂ density \( n_{\text{NO}_2}^{(T)} \) at the x intercept in Fig. 9, which is necessary to remove all H atoms, equals the original H density \( n_h \) at the beginning of the titration that gives rise to the LIF signal at the y intercept, or

\[ n_h = n_{\text{NO}_2}^{(T)} = n_{\text{tot}} \cdot \frac{\Phi_{\text{NO}_2}^{(T)}}{\Phi_{\text{tot}}} = \frac{p}{kT} \cdot \frac{\Phi_{\text{NO}_2}^{(T)}}{\Phi_{\text{tot}}} \]  

(7)

with \( p \) and \( T \) the pressure and temperature in the vessel, respectively, \( k \) Boltzmann’s constant, \( \Phi_{\text{NO}_2}^{(T)} \) the NO₂ flow rate, and the subscript “tot” denoting the total density or flow. During the titration, the total flow \( \Phi_{\text{tot}} \) is kept constant in order to keep the pressure \( p \) in the vessel constant. The increasing flow of the calibrated NO₂–He mixture is balanced by a decreasing additional pure He flow in the small titration tube.

The first equality in Eq. (7) only holds under certain conditions. First of all, the titration reaction should be complete, i.e., there should be enough time for all the particles to react before they reach the laser scattering volume. This condition can be quantified by evaluating the solution of the set of equations (6) for the case that the initial NO₂ density \( n_{\text{NO}_2,0} \) at \( t = 0 \) approaches the initial H density \( n_{H,0} \), i.e., near the end point of titration. This yields

FIG. 9. H fluorescence signal from the flow-tube reactor vs the admixed NO₂ flow. The dependence is recorded both in a series with increasing flow (up) and in one with decreasing flow (down). The linear fits to these series both intersect the ordinate at a value for the NO₂ flow of (0.69±0.04) sccm.
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\begin{equation}
 n_\text{H}_1(t) = \frac{n_{\text{H}_2\text{O}}}{1 + kn_{\text{H}_1,t}}.
 \end{equation}

The end point of titration \((n_{\text{NO}_2,0}/n_{\text{H}_2\text{O}})\) is only sharply determined \([n_{\text{H}_1}(t) = 0]\) if \(kn_{\text{H}_1,t} \gg 1\). This is the condition for linearity and complete titration.

In addition, the \([\text{NO}_2]/[\text{H}]\) stoichiometry should be 1:1. Other reactions that could change the stoichiometry should only play a minor role. The secondary reactions \(\text{OH} + \text{OH} \rightarrow \text{H}_2\text{O} + \text{O}\) and \(\text{O} + \text{OH} \rightarrow \text{O}_2 + \text{H}\) are significantly reduced at the low H concentrations in the flow-tube reactor, and other interfering reactions such as \(\text{O} + \text{NO}_2 \rightarrow \text{O}_2 + \text{NO}\) and \(\text{OH} + \text{H}_2 \rightarrow \text{H}_2\text{O} + \text{H}\) are made negligible by diluting both \(\text{NO}_2\) and \(\text{H}_2\) in \(\text{He}\). The second equality in Eq. (7) implies the assumption of efficient mixing between the \(\text{NO}_2/\text{He}\) flow from the titration tube and the main flow.

A proper density calibration furthermore avoids a “self-generated signal.” As already stated in Sec. IV, the photolysis of H containing molecules by the UV laser, producing H atoms that are subsequently measured in the same laser pulse, disturbs the proportionality between the initially present lower-state density and the observed LIF signal. This effect is likely to occur in the flow-tube reactor since it uses a microwave plasma for the production of H atoms, and these plasmas are known to produce, for instance, ammonia with only small quantities of nitrogen present in the plasma. The occurrence of UV photolysis of impurities from the flow-tube reactor can be easily checked by examining the Doppler width of the H LIF signal. This should yield a temperature close to room temperature. As already pointed out in Sec. V, impurities can be identified by an apparent high atom temperature. The Doppler width of the H LIF signal from the flow-tube reactor corresponded to a temperature of \(\approx 400\) K, which is slightly elevated above room temperature. We strongly believe, however, that this is not the result of photolysis of impurities. It is more likely the residual temperature from the microwave plasma in which the H atoms are produced.

In the titration shown in Fig. 9, the end point of titration is not very sharply determined and is therefore derived from a linear fit to all the data points except for the ones at the two highest \(\text{NO}_2\) flow rates, yielding \(\Phi_{\text{NO}_2} = 0.69 \pm 0.04\) secm. The corresponding initial H density can now be derived from Eq. (7) using the settings \(p = 2.4 \times 10^5\) Pa, \(T = 300\) K, and \(\Phi_{\text{tot}} = 504\) secm, resulting in \(n_{\text{H}_1} = (7.8 \pm 2.6) \times 10^{19}\) m\(^{-3}\). The accuracy in \(n_{\text{H}_1}\) is mainly determined by the relatively large uncertainty in the value for the vessel pressure \(p\) that was read from a mechanical manometer. This is currently subject to improvement.

We can now evaluate the condition for linearity and complete titration, i.e., the value of \(kn_{\text{H}_1,t}\). The reaction time \(t\) is determined by the 3.5 cm distance between the end of the titration tube and the exit of the main tube and by the flow velocity. Using the above values yields \(t = 2.1\) ms and \(kn_{\text{H}_1,t} = 21\). This shows that the condition for linearity and complete titration is only just fulfilled. According to Eq. (8), the remaining H density at the end point of titration is \(\approx 5 \times 10^{-2}n_{\text{H}_2\text{O}}\), which corresponds to a signal value of about 4 mV in Fig. 9. This is in agreement with the measured signal at the end point of titration that is determined from the linear fit.

The H fluorescence signal in Fig. 9 is expressed as the amplitude of the PMT signal on the oscilloscope. This signal value sensitively depends on the laser pulse energy (120 \(\mu\)J for this case), the laser frequency, and the degree of overlap of the excitation volume with the detection volume. The difference between the signal value at the beginning of the first measurement series (up) and at the end of the second series (down) is indicative of the reproducibility of the measurement. It is therefore of utmost importance to change as little as possible when switching between the recording of the H LIF signal from the flow-tube reactor and that from the expanding thermal plasma. In practice this means that the two measurements should be performed directly after each other. Finally, when converting H LIF signal values from the ETP to H densities one should take into account that the laser linewidth is smaller than the width of the induced transition. Since the H atom temperature in the two recordings will generally be different, this demands one to compare only spectrally integrated signal values. Thus by scaling the above found H density with the ratio between the spectrally integrated LIF intensity from the plasma jet and that from the flow-tube reactor, we are able to determine the spatially resolved absolute H density in the ETP.

Now that we have quantitative H density values, we can estimate the detection limit of the two-photon excitation laser-induced fluorescence technique for ground-state atomic hydrogen in the plasma jet. From the density measurements we infer a noise-equivalent two-photon LIF detection limit for H in our experimental setup of \(10^{15}\) m\(^{-3}\). Notice that the solid angle of detection is limited to \(4.9 \times 10^{-2}\) sr by the geometry of our experimental setup. In smaller setups the detection limit can be smaller by a factor proportional to the increase in solid angle. The absolute accuracy of the density measurements depends on the accuracy of the calibration, which is currently limited to 33%. The relative accuracy (reproducibility), however, depends on the signal-to-noise ratio in the LIF measurements and can be orders of magnitude better (see, for instance, Fig. 5).

**B. Two-photon excitation of krypton**

The basic idea behind a radical density calibration using a known density of a stable species is to find and use an excitation and detection scheme in a stable species as similar as possible to that of the radical. This warrants a comparable response [Eq. (1)] to the laser excitation, especially when (in addition) the excitation wavelengths are close to each other, which allows the excitation conditions (laser spectral, temporal, and beam profile, intensity, and focusing) to be the same in the two LIF measurements.

The excitation and detection scheme for krypton that is used in the atomic hydrogen density calibration is depicted on the right in Fig. 2. In this scheme \(\text{Kr}\) is excited with two 204.2 nm photons from the \(4p^63S_0\) ground state to the \(5p^7[3/2]_2\) state. The resulting nonresonant fluorescence from this state to the \(5s^7[1/2]_1\) state is detected at 826 nm. Figure
2 clearly shows the resemblance of the H and Kr excitation and detection schemes. In both schemes the excitation is on a two-photon transition, which gives a quadratic response to the laser intensity in the small signal limit (low laser intensity). The wavelengths used for excitation are in addition nearly equal and can actually be generated from the same dye solution in the tunable dye laser. This means in practice that we can switch between H and Kr measurements within an instant; the laser is tuned to the other wavelength and only the fluorescence filter in front of the PMT has to be replaced.

In the quadratic regime and under equal excitation conditions, the ratio of the (temporally and spectrally integrated) fluorescence signals \( S_X \), that are given by Eq. (1), where \( X = \text{Kr or H} \), reduces to \(^{27,29} \):

\[
\frac{S_{\text{Kr}}}{S_{\text{H}}} = \frac{n_{\text{Kr}}}{n_{\text{H}}} \left( \frac{\sigma_{\text{Kr}}^{(2)}}{\sigma_{\text{H}}^{(2)}} \right) \left( \frac{I_{\text{Kr}p}}{I_{\text{H}p}} \right)^2 \left( \frac{\nu_{\text{Kr}}}{\nu_{\text{H}}} \right)^2 \frac{A_{\text{Kr}\tau_{\text{Kr}}}}{A_{\text{H}\tau_{\text{H}}}} \frac{T_{\text{Kr}}}{T_{\text{H}}} \frac{\zeta_{\text{Kr}}}{\zeta_{\text{H}}} \tag{9} \]

Here \( n_X \) is the ground-state density of X atoms, \( I_X \) is the corresponding laser beam energy, \( \nu_X \) is the photon frequency, \( A_X \) is the Einstein transition probability for the detected spontaneous emission, \( \tau_X \) is the lifetime of the excited state, \( T_X \) is the transmission of the optical detection branch for the detected fluorescence, and \( \zeta_X \) is the detector quantum efficiency at the corresponding wavelength. The solid angle that is captured by the detection optics and the gain of the photon detector are the same in the two LIF measurements. The ratio of the two-photon excitation cross sections \( \sigma_X^{(2)} \) has recently been measured to be \( \sigma_{\text{Kr}}^{(2)}/\sigma_{\text{H}}^{(2)} = 0.62 \).^{27}

For the Kr LIF measurements the vacuum chamber has been filled with 10 Pa Kr at room temperature which corresponds to a Kr density of \( 2.4 \times 10^{21} \text{ m}^{-3} \). The two-photon transition in Kr, that is induced here for the H density calibration, is easily saturated. The transition is, for instance, known to readily generate ASE, enhanced by its small Doppler width.\(^{39} \) Since Eq. (9) only holds in the quadratic regime, special care has been taken to avoid saturation of the transition. Figure 10 shows a measurement of the Kr fluorescence signal at resonance as a function of the laser pulse energy. Two different regimes can be clearly distinguished. At energies below 0.18 mJ the Kr fluorescence yield is a quadratic function of the laser energy. At higher energies the transition starts to saturate and in this regime the Kr LIF signal has a lower order response to the laser intensity. The Kr LIF measurements for the H density calibration have therefore been performed at a 0.12 mJ laser pulse energy. From Fig. 3 we know that the H two-photon transition does not saturate for laser pulse energies \( \leq 1 \) mJ. For the calibration measurements on H a 0.4 mJ laser pulse energy has been used.

As already mentioned in Secs. III and IV, the lifetime \( \tau_{\text{H}} \) of the \( n = 3 \) excited state has been measured to be \( 10.0 \pm 0.1 \) ns, which suggests a statistical distribution of the population over the \( n = 3 \) sublevels. This is independent of the position in the plasma jet and of the plasma parameters, as discussed in Ref. 34. The lifetime \( \tau_{\text{Kr}} \) of the Kr \( 5p' [3/2]_2 \) state is found to be \( 35.4 \pm 2.7 \) ns, in agreement with the value recently measured by Niemi et al.\(^{27} \). This value differs from the previously reported radiative lifetime of this state (26.9 ns\(^{30} \)). We obtain the product \( A_{\text{Kr}}\tau_{\text{Kr}} \) from the branching ratio of the observed Kr transition, which is 0.95.\(^{30} \) This implies a value of \( 2.7 \times 10^7 \text{ s}^{-1} \) for the Einstein coefficient \( A_{\text{Kr}} \). Table I summarizes the values of all parameters.

![FIG. 10. Two-photon excitation laser-induced fluorescence signal of atomic krypton as a function of the 204 nm laser pulse energy. The solid lines are fits to the experimental data. Two separate regimes can clearly be distinguished. The Kr LIF signal depends quadratically on the laser intensity for laser pulse energies below 0.18 mJ.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{\text{laser (mJ)}} )</td>
<td>0.12</td>
<td>0.39</td>
</tr>
<tr>
<td>( r (\text{cm}^{-3}) )</td>
<td>48972.985</td>
<td>48746.15</td>
</tr>
<tr>
<td>( A (\text{s}^{-1}) )</td>
<td>( 2.7 \times 10^7 ) ( 4.4 \times 10^7 )</td>
<td></td>
</tr>
<tr>
<td>( \sigma (\text{ns}) )</td>
<td>35.4</td>
<td>10.0</td>
</tr>
<tr>
<td>( T )</td>
<td>0.95</td>
<td>0.447</td>
</tr>
<tr>
<td>( \zeta ) (relative)</td>
<td>0.088</td>
<td>1.0</td>
</tr>
</tbody>
</table>

![FIG. 11. Comparison between absolute atomic hydrogen density profiles along the expansion axis that are calibrated via a titration in a flow-tube reactor (□) and via two-photon excitation of krypton (△).](image)
involved in the H density calibration via krypton, using Eq. (9).

Figure 11 shows two axial profiles of the absolute atomic hydrogen density in the expansion of a thermal Ar–H plasma. One density profile is calibrated via a titration in a flow-tube reactor, the other via a two-photon LIF measurement of Kr, which is experimentally compared. Therefore validates the H density calibration via aaccuracy estimated to be around 50% in both cases. This comparison shows that the H density values determined by the two different methods agree quite well with each other when the two-photon excitation cross-section ratio $\alpha_{Kr}^{(2)}/\alpha_{H}^{(2)} = 0.62$ from Ref. 27 is used. Actually, there seems to be a small systematic difference between the two profiles. We can alternatively calibrate the new “rare gas method” with the “flow-tube reactor method.” Putting the two profiles on top of each other gives $\alpha_{Kr}^{(2)}/\alpha_{H}^{(2)} = 0.56$. These values agree with each other within the experimental accuracy estimated to be around 50% in both cases. This comparison therefore validates the H density calibration via a two-photon LIF measurement of Kr, which is experimentally far more easy than the calibration with the flow-tube reactor once the values of the parameters in Eq. (9) are accurately determined.
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