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Transient growth in linearly stable gravity-driven flow in porous media

G. J. M. Pieters and C. J. van Duijn
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Abstract

In this paper we study gravitational instability of a saline boundary layer formed by evaporation induced upward throughflow at the horizontal surface of a porous medium. Van Duijn et al., [33], derived stability bounds by means of linear stability analysis and an (improved) energy method. These bounds do not coincide, i.e. there exists a subcritical region or stability gap in the system parameter space which is due to the asymmetry of the linear part of the perturbation equations. We show that the linear operator can be symmetrized by means of a similarity transformation. For system parameter values in the stability gap, we show that there exist optimal initial perturbations for which the linearly stable system exhibits transient growth. We show that transient growth is norm dependent by considering weighted norms, which are induced by a one-parameter family of similarity transformations.
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1 Introduction

In this paper we investigate the dynamics of groundwater beneath salt lakes. In particular we study the stability of an equilibrium boundary layer formed by evaporation induced upward throughflow at the horizontal surface of a porous medium. Central issue is to quantify the boundary layer stability or its gravitational instability in terms of the system parameters. This problem was first introduced by [35, 36]. It was later further detailed in [33] where the method of linearised stability and the energy method (with different constraints) were used to establish stability criteria for the boundary layer. Starting point for both methods is a nonlinear perturbation equation which has the abstract form
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\[
\begin{align*}
\frac{ds}{dt} &= \mathcal{L}s + \mathcal{N}(s) \\
s(t) &\in \mathcal{H} \\
s(0) &= f^* ,
\end{align*}
\]  \quad (1)

where \( s \) denotes the perturbation with respect to some ground state solution, and where \( \mathcal{L} \) represents a linear and \( \mathcal{N} \) a nonlinear operator. The boundary conditions are grouped in the solution space \( \mathcal{H} \) to which \( s \) is said to belong. The energy method uses both \( \mathcal{L} \) and \( \mathcal{N} \), whereas linear stability analysis is applied to the operator \( \mathcal{L} \) only. Both approaches give stability bounds in terms of the system parameters.

The stability bounds found by [33] do not coincide, i.e. there exists a stability gap which was shown to depend on the constraints used in the energy method. One of the first observations regarding the occurrence of stability gaps was given by [2, 3, 4], and, independently and in a different context, by [13, 14] and later by [7]. For a general overview we refer to [6]. These authors showed that one of the essential connections between linear and nonlinear theory is the idea of symmetry of the linear operator \( \mathcal{L} \). Therefore we write \( \mathcal{L} = \mathcal{L}_s + \mathcal{L}_a \), where \( \mathcal{L}_s \) denotes the symmetric and \( \mathcal{L}_a \) the asymmetric part of \( \mathcal{L} \). In particular, when the nonlinear term satisfies \( (\mathcal{N}(s), s) \leq 0 \), where \( (\cdot, \cdot) \) denotes an appropriately chosen inner product, usually the \( L^2 \)-inner product, [7] showed that nonlinear stability analysis reduces to the study of the spectrum of the symmetric part of the linear operator. Hence, when \( \mathcal{L} \) is symmetric, both methods give similar stability bounds.

The presence of throughflow in the salt-lake problem results in a first-order term in the stability equation implying \( \mathcal{L}_a \neq 0 \). Hence the spectrum of \( \mathcal{L} \) does not coincide with the spectrum of \( \mathcal{L}_s \), and this results in a stability gap.

To quantify this gap and to understand the behaviour of the physical system in this so-called subcritical region, a modified energy method is needed [7]. One method is to formulate a “generalized energy” by coupling different norms with suitable coupling parameters, see [31]. The idea is to optimize these coupling parameters to obtain a sharper energy stability bound. In some cases it even removes the stability gap. Such energies are introduced on purely heuristic grounds.

An alternative approach, which is followed in this paper, is to use the concept of symmetrizable operators. By this we mean that \( \mathcal{L} \) may be asymmetric with respect to one inner product, but symmetric with respect to another. This can usually be achieved by reformulating the original problem in terms of a newly defined quantity. For example, such a new quantity may be equal to the original quantity multiplied by a weight function. A sufficient condition for which an operator \( \mathcal{L} \) is symmetrizable, is that there exists an invertible operator \( \mathcal{M} \) such that \( \mathcal{M}^{-1} \mathcal{L} \mathcal{M} \) is symmetric. Such an operator defines a similarity transformation and the resulting operator \( \mathcal{M}^{-1} \mathcal{L} \mathcal{M} \) is called similar (to \( \mathcal{L} \)). Besides being symmetric, a similar operator has the important property that its spectrum is a subset of the spectrum of \( \mathcal{L} \). Once we have found such an operator \( \mathcal{M} \), we can apply [7]: due to the symmetry of the similar operator, the linear stability bound coincides with the nonlinear
stability bound provided that the nonlinear term satisfies $(\mathcal{N}(s), s)_{\mathcal{M}} \leq 0$, where $(\cdot, \cdot)_{\mathcal{M}} := (\mathcal{M}^{-1}(\cdot), \mathcal{M}^{-1}(\cdot))$. Here nonlinear stability is measured in the energy norm induced by $(\cdot, \cdot)_{\mathcal{M}}$. For other applications of similarity transformations we refer to [6, Sections 4 and 5]. The use of transformations and the consequences for the stability analysis is also discussed in [32].

The introduction of different inner-products affects the orthogonality of the eigenfunctions of the (asymmetric) operator $L$: for instance, the eigenfunctions may be non-orthogonal with respect to the $L^2$ inner-product, but orthogonal with respect to a weighted $L^2$ inner-product. This results from the fact that the operator is nonnormal [16]. Due to the non-orthogonality of the eigenfunctions, nonnormal operators exhibit particular transient behaviour which cannot be captured by linear stability analysis. In other words, the linearly stable but nonnormal system may temporarily move far away from equilibrium before approaching it as $t \to \infty$, while undergoing a considerable (transient) algebraic growth of the energy norm. This is studied by [25] and later by [5]. The concept is that a group of eigenfunctions are nearly linearly dependent so that particular initial disturbances may involve large coefficients.

With this mechanism in mind, one could determine the optimal initial condition that produces the largest relative energy growth during a certain time period. This is done by [25]. Their variational optimization method relies on the fact that every initial perturbation can be decomposed into eigenfunctions, i.e. the eigenfunctions form a complete set. For certain problems on semi-infinite domains, however, like the Blasius boundary layer [10, 27], one can show that there is a finite number of eigenfunctions corresponding to a discrete point spectrum and that there are solutions that correspond to an uncountable point spectrum. The latter is sometimes referred to as the continuum. In this paper we consider a saline boundary layer in a semi-infinite domain for which both spectra occur. It is clear the one can only determine a finite number of discrete eigenvalues and corresponding eigenfunctions. Hence the determinations of the optimal initial perturbation via a variational optimization procedure is limited since one should have to incorporate the remaining part of the spectrum, see also [18].

However, it is still possible to find initial perturbations that initiate transient growth. These special perturbations can be determined by analysing the numerical range [16] of the operator $L$. The numerical range is the largest eigenvalue of the operator $L_s$ and this eigenvalue is equal to the initial slope of the energy norm ([15]).

This interpretation has led to general analysis of nonnormal systems that has since been used extensively to understand transient growth in deformation and shear flows. For further references see, for example, [28] and [1].

This paper is organized as follows. In Section 2, we formulate the porous medium flow problem and we introduce the equilibrium saline boundary layer as the ground state solution.

In Section 3 we analyse the spectrum of the linear operator; i.e. we study the linearised perturbation equations. We also recall some earlier results [33] about the stability bounds: a stability bound resulting from the linear theory and a smaller
bound resulting from from an energy method. Below the latter bound all perturba-
tions decay in $L^2$-sense with respect to time.

In Sections 4 and 5 we consider the behaviour of the linearised perturbation
equations for parameter values between these stability bounds. In Section 4 we
demonstrate transient growth of the $L^2$-norm of perturbations and we construct
some bounds on this growth. In Section 5 we show that transient growth is norm-
dependent. In particular we introduce a one-parameter family of transformations
that imply weighted $L^2$-norms. Dependent on the parameter value, transient growth
may still occur or disappear.

At various parts of this paper we present numerical results about spectra and
eigenfunctions. For this we used a modified Chebyshev–Galerkin method. Details
are outlined in the appendix. Conclusions are summarized in Section 6.

2 Problem formulation

Following [33], we consider a homogeneous and uniform isotropic porous medium
occupying the three-dimensional halfspace

\[ \Omega = \{(x, y, z) : (x, y) \in \mathbb{R}^2, z > 0\} . \]

The dimensionless equations in terms of the Boussinesq approximation are given
by ([35, 20]):

- Fluid incompressibility
  \[ \text{div} \, U = 0 ; \]

- Darcy’s law
  \[ U + \text{grad} \, P - S e_z = 0 ; \]

- Salt transport
  \[ \frac{\partial S}{\partial t} + R_s \, U \cdot \text{grad} \, S = \text{div} \, \text{grad} \, S \]

in $\Omega$ and for all $t > 0$, subject to the boundary conditions

\[ U \cdot e_z = -R_s^{-1} \quad \text{and} \quad S = 1 \quad \text{at} \ z = 0, \text{ for all } t > 0 . \]

Here $S$ denotes salt saturation, $U$ fluid velocity and $P$ an appropriately chosen
dimensionless pressure. Further, $e_z$ denotes the unit vector in $z$-direction, pointing
downwards. The system Rayleigh number $R_s$ is given by

\[ R_s = \frac{(\rho_m - \rho_r) g \kappa}{\mu E} , \]
where $\mu$ is fluid viscosity, $\kappa$ medium permeability, $g$ gravity constant, $E$ evaporation rate, $\rho_m$ maximum fluid density at the outflow boundary, and $\rho_r$ fluid density in 'natural circumstances' (i.e. far away from the outflow boundary).

To obtain a unique solution satisfying equations (2) and boundary conditions (3), an initial condition is needed:

$$S\big|_{t=0} = f^* \quad \text{in } \Omega,$$

where $f^*$ denotes the – as yet – unspecified salt saturation at the initial time $t = 0$.

**Remark 1** Note that we do not impose boundary conditions at $z = \infty$. The behaviour at $z = \infty$ is implied by the initial condition $f^*$ and by physically plausible growth conditions for the solutions. This is explained in [21].

### 2.1 The ground state solution

In this paper we are concerned with the stability of the time-independent solution of (2) and (3) that vanishes at large depth, i.e. as $z \to \infty$. This solution is called the ground state. It represents an equilibrium boundary layer below the surface $z = 0$, which is sustained by evaporation induced throughflow. It is explicitly given by the uniform upflow

$$U = U_0 := -\frac{1}{R_s} e_z \quad \text{in } \Omega,$$

and by the salt saturation $S = S_0(z)$ satisfying

$$\begin{aligned}
\frac{\partial^2 S_0}{\partial z^2} + \frac{\partial S_0}{\partial z} &= 0, \quad \text{for } z > 0, \\
S_0(0) &= 1, \\
S_0(\infty) &= 0.
\end{aligned}$$

Clearly,

$$S_0(z) = e^{-z}, \quad z > 0.$$

The corresponding ground state pressure $P = P_0$ is found by integrating Darcy’s law (2b).

### 2.2 Perturbation equations

The stability analysis is based on the expansion

$$S = S_0 + s, \quad U = U_0 + u, \quad P = P_0 + p,$$
where \( \mathbf{u} = (u, v, w) \). Substituting (8) into equations (2) and writing \( R \) instead of \( R_s \), yields for the perturbations the system (in \( \Omega \) and for all \( t > 0 \))

\[
\begin{align*}
\text{div} \, \mathbf{u} &= 0, \quad (9a) \\
\mathbf{u} + \text{grad} \, p - s \mathbf{e}_z &= \mathbf{0}, \quad (9b) \\
\frac{\partial s}{\partial t} - \frac{\partial s}{\partial z} + R \frac{\partial S_0}{\partial z} w + R \mathbf{u} \cdot \text{grad} \, s &= \Delta s, \quad (9c)
\end{align*}
\]

and the homogeneous boundary conditions

\[
s = \mathbf{u} \cdot \mathbf{e}_z = w = 0 \quad \text{at } z = 0, \text{ for all } t > 0. \quad (10)
\]

As in [17] we note that equations (9a) and (9b) can be combined to give for \( s \) and \( w \) the linear relation

\[
\Delta w = \Delta \perp s \quad \text{in } \Omega. \quad (11)
\]

Here \( \Delta \perp \) denotes the horizontal Laplacian \( \partial_{xx} + \partial_{yy} \).

### 3 Linear stability of the equilibrium boundary layer

The stability of the ground state (6), (7) was investigated by [33]. They used linear stability theory, i.e. disregarding the product term \( R \mathbf{u} \cdot \text{grad} \, s \) in equation (9c), and an improved energy method using equation (11) as pointwise constraint. Restricted to periodic perturbations of the form

\[
\{s, w\}(x, y, z, t) = \{s, w\}(z, t) e^{i(a_x x + a_y y)}, \quad (12)
\]

where \( a_x \) and \( a_y \) denote the horizontal wavenumbers, they obtained two stability bounds. With \( a^2 = a_x^2 + a_y^2 \), these bounds are represented in the \((a, R)\)-plane by the curves

\[
0 < R_E(a) < R_L(a) \quad \text{for } a > 0. \quad (13)
\]

The ground state is unstable above the curve \( R_L(a) \), and definitely stable below the curve \( R_E(a) \) in the sense that the \( L^2 \)-norm of any periodic perturbation decays in time when \( 0 < a < \infty \) and \( 0 < R < R_E(a) \). The two bounds are shown in Figure 1. The main goal of this paper is to understand the behaviour of \((x, y)\)-periodic solutions of the linearized perturbation equations for points \((a, R)\) in between these stability bounds. We start with some observations concerning the spectrum and the corresponding eigenfunctions.

### 3.1 Properties of the spectrum of the linear operator

We consider the linear part of (9c) and (11) in \( Q := \{(z, t) : z > 0, t > 0\} \). Assuming \( f^* = f^*(z) \) and periodicity of \( s \) and \( w \) with respect to the horizontal
plane, as in (12), we obtain the equations

\[
\begin{align*}
\frac{\partial s}{\partial t} &= D^2 s + D s - a^2 s + R e^{-z} B(s) =: L s \quad \text{in } Q, \\
B^{-1}(w) &:= -a^{-2} D^2 w + w = s \quad \text{in } \mathbb{R}_+ \text{ and for each } t > 0, \\
w(0, t) = s(0, t) &= 0 \quad \text{for all } t > 0, \\
s(z, 0) &= f(z) \quad \text{for all } z > 0.
\end{align*}
\]

In (LP) we used the notation \( D := \partial_z \). Because \( s \) is the perturbation of (7) we have \( f(z) = f^*(z) - e^{-z} \). Note that we do not impose the boundary condition \( w(\infty) = 0 \) to solve the \( w \)-problem. This is a consequence of the fact that \( s(\cdot, t) \in L^2(\mathbb{R}_+) \), see [21] for details. To investigate the spectrum of \( L \), we fix \( a > 0 \) and \( R > 0 \) and consider the eigenvalue problem

\[
L s = D^2 s + D s - a^2 s + R e^{-z} B(s) = \sigma s, \quad s \in H^1_0(\mathbb{R}_+).
\]

Here \( H^1_0(\mathbb{R}_+) \) denotes the Hilbert space of square integrable functions having a square integrable derivative and vanishing at \( z = 0 \). Since no explicit solutions of (14) are known, we solved the eigenvalue problem numerically by means of a modified Chebyshev–Galerkin method. Details of this method are given in the appendix. Later on in this section we show by means of a similarity transformation that the discrete eigenvalues \( \{\sigma_i = \sigma_i(a, R)\} \) of (14) are real. Let them be ordered
Fig. 2. (A) Isocurves of the largest approximate eigenvalue $\sigma_{\text{max}}$ of operator $L$. The dashed curve $\sigma_{\text{max}} \equiv 0$ corresponds to the neutral stability curve $R_L(a)$ (see text for its definition). (B) Upper and lower bounds of $R_{\text{min}}(a, \sigma)$ for $a = 0.759$ as function of the growthrate $\sigma$.

given by

\[ \cdots < \sigma_n < \cdots < \sigma_2 < \sigma_1 =: \sigma_{\text{max}}. \]

For $a$ and $R$ in relevant ranges, Figure 2 shows numerically obtained isocurves of $\sigma_{\text{max}}$. Putting $R = 0$ in (14) gives the explicit expression $\sigma_{\text{max}} = -a^2 - \frac{1}{4}$. This is recovered numerically. Further observe that the isocurves become vertical as $R \downarrow 0$.

The dashed isocurve (corresponding to $\sigma_{\text{max}} \equiv 0$) in Figure 2 (left) is usually referred to as the neutral stability curve. It is often found by solving the rewritten eigenvalue problem

\[ \mathcal{L}_\sigma s := D^2 s + Ds - (a^2 + \sigma)s = -Re^{-z} B(s) =: R \delta s, \quad (15) \]

with $s \in H^1_0(\mathbb{R}_+)$, see [33]. In other words, the role of $\sigma$ and $R$ as eigenvalues can be interchanged. Suppose again that the set of eigenvalues $\{R_i = R_i(a, \sigma)\}$ of problem (15) are ordered by $R_{\text{min}} := R_1 < R_2 < \cdots < R_n < \cdots$. Then the neutral stability curve is defined by $R_L(a) := R_{\text{min}}(a, \sigma = 0)$. It is also shown as the top curve in Figure 1.

In the sequel of this section we investigate the behaviour of $R_{\text{min}}(a, \sigma)$ near $\sigma = 0$. Figure 2 suggests that for fixed $a > 0$, at least for $\sigma$ sufficiently close to zero, we have $\sigma \gtrless 0$ if and only if $R \gtrless R_{\text{min}}(a, \sigma = 0) = R_L(a)$. This property is crucial in linearised stability theory. Its physical interpretation is that the conductive ground state exchanges stability with a convective flow regime. In general, exchange of stability is straightforward to prove when the linear operator $L$ is symmetric with respect to $L^2(\mathbb{R}_+)$, see [7]. However, the operator $L$ (and $\mathcal{L}_\sigma$) is asymmetric in $L^2(\mathbb{R}_+)$ due to the occurrence of the first order derivative. To show the stability exchange, we will make use of a particular (similarity) transformation

\[ \cdots < \sigma_n < \cdots < \sigma_2 < \sigma_1 =: \sigma_{\text{max}}. \]
which symmetrizes the operator $L$ in $L^2(\mathbb{R}_+)$. Following [26, Section 5], we set
\begin{equation}
    s(z, t) = Mu(z, t) := e^{-\frac{1}{2}z} u(z, t).
\end{equation}
Then
\begin{equation}
    Ls = e^{-\frac{1}{2}z} \left[ D^2u + \left( -\frac{1}{4} - a^2 \right) u + Re^{-\frac{1}{2}z} B(e^{-\frac{1}{2}z} u) \right] =: \hat{M} \hat{L} \hat{M}^{-1} s,
\end{equation}
where $\hat{L}$ is given by
\begin{equation}
    \hat{L} = D^2 + \left( -\frac{1}{4} - a^2 \right) I + Re^{-\frac{1}{2}z} B(e^{-\frac{1}{2}z} u),
\end{equation}
in which $I$ denotes the identity operator. Now we consider the problem
\begin{equation}
    \begin{aligned}
    \left( \hat{L}P \right) & \frac{\partial u}{\partial t} = D^2u + \left( -\frac{1}{4} - a^2 \right) u + Re^{-\frac{1}{2}z} B(e^{-\frac{1}{2}z} u) = \hat{L} u, \\
    B^{-1}(w) &= -a^{-2} D^2w + w = e^{-\frac{1}{2}z} u,
    \end{aligned}
\end{equation}
in $Q$, with
\begin{equation}
    w(0, t) = u(0, t) = 0 \quad \text{for all } t > 0
\end{equation}
and
\begin{equation}
    u(z, 0) = g(z) := e^{\frac{1}{2}z} f(z) \quad \text{for all } z > 0.
\end{equation}
Note that the operator $\hat{L}$ is symmetric with respect to $L^2(\mathbb{R}_+)$. Clearly, the spectrum of $\hat{L}$ is contained in the spectrum of $L$. In fact, the part of the spectrum of $L$ for which the eigenfunctions belong to $\{ s \in L^2(\mathbb{R}_+) : se^{\frac{1}{2}z} \in L^2(\mathbb{R}_+) \}$ coincides with the spectrum of $\hat{L}$ with respect to $L^2(\mathbb{R}_+)$. We are now in a position to prove exchange of stability quite easily by using $\hat{L}$ instead of $L$. For this purpose we rewrite the eigenvalue problem $\hat{L}u = \sigma u$, as in (15), in the form
\begin{equation}
    \hat{\mathcal{H}}_\sigma u := D^2u - (a^2 + \frac{1}{4} + \sigma) u = R \hat{\mathcal{B}}u,
\end{equation}
with $\hat{\mathcal{B}}u := -e^{-\frac{1}{2}z} B(e^{-\frac{1}{2}z} u)$. We prove
\begin{theorem}
Let the smallest eigenvalue of (21) be denoted by $R_{\min}(a, \sigma)$ and suppose that it depends smoothly on $a > 0$ and $\sigma > -a^2 - \frac{1}{4}$. Then there exist a positive constant $c$ and a smooth function $h : (-a^2 - \frac{1}{4}, \infty) \mapsto \mathbb{R}$, satisfying $h(0) = 0$, $h(\sigma) \geq 0$ if $\sigma \geq 0$ and $h(\sigma) \leq c\sigma$ for all $\sigma > -a^2 - \frac{1}{4}$, such that
\begin{equation}
    h(\sigma) \leq R_{\min}(a, \sigma) - R_L(a) \leq c\sigma.
\end{equation}
Moreover, $h''(0) < 0$.  
\end{theorem}
PROOF. First observe that

$$(\mathcal{B} u, u) = -(B(e^{-\frac{1}{2}z} u), e^{-\frac{1}{2}z} u) = -(w, s),$$

and $(w, s) = a^{-2} \| Dw \|_2^2 + \| w \|_2^2 > 0$. Here $(\cdot, \cdot)$ denotes the usual $L^2(\mathbb{R}_+)$ inner product. Hence $(\mathcal{B} u, u) < 0$. Further, $\mathcal{L}_\sigma = \mathcal{L}_0 - \sigma I$ where $I$ denotes the identity operator. Since $\mathcal{L}_\sigma$ and $\mathcal{B}$ are self-adjoint, we have the following variational characterization of $R_{\min}(a, \sigma)$:

$$0 < R_{\min}(a, \sigma) = \inf_{\tilde{u} \in H^1_0(\mathbb{R}_+)} \frac{(\mathcal{L}_\sigma \tilde{u}, \tilde{u})}{(\mathcal{B} \tilde{u}, \tilde{u})} = (\mathcal{L}_\sigma u_\sigma, u_\sigma) = (\mathcal{B} u_\sigma, u_\sigma).$$

In particular, for $\sigma = 0$, we have

$$0 < R_{\min}(a, 0) = \inf_{\tilde{u} \in H^1_0(\mathbb{R}_+)} \frac{(\mathcal{L}_\sigma \tilde{u}, \tilde{u})}{(\mathcal{B} \tilde{u}, \tilde{u})} = (\mathcal{L}_\sigma u_0, u_0) = (\mathcal{B} u_0, u_0) = R_{\min}(a, 0) + \sigma \| u_\sigma \|_2^2.$$

This implies

$$R_{\min}(a, \sigma) - R_{\min}(a, 0) \geq \sigma \| u_\sigma \|_2^2 - (\mathcal{B} u_\sigma, u_\sigma) =: h(\sigma).$$

In a similar way we find the upper bound

$$R_{\min}(a, \sigma) - R_{\min}(a, 0) \leq \frac{\| u_\sigma \|_2^2}{(\mathcal{B} u_\sigma, u_\sigma)} =: c \sigma.$$

This proves (22) and in particular $R_{\min}(a, \sigma) \gtrless R_{\min}(a, 0)$ for $\sigma \geq 0$. Because $(\mathcal{B} u_\sigma, u_\sigma) < 0$, inequalities (24) and (25) also imply

$$0 < \frac{\| u_\sigma \|_2^2}{(\mathcal{B} u_\sigma, u_\sigma)} = \frac{\partial R_{\min}(a, \sigma)}{\partial \sigma} \bigg|_{\sigma = 0}.$$

Differentiating $\mathcal{L}_\sigma u_\sigma = R_{\min}(a, \sigma) \mathcal{B} u_\sigma$ with respect to $\sigma$ and setting $v_\sigma = du_\sigma / d\sigma$ gives

$$(\mathcal{L}_\sigma v_\sigma - u_\sigma) = R_{\min}(a, \sigma) \mathcal{B} v_\sigma + \frac{\partial R_{\min}(a, \sigma)}{\partial \sigma} \mathcal{B} u_\sigma,$$

implying

$$(\mathcal{L}_\sigma v_\sigma - R_{\min}(a, \sigma) \mathcal{B} v_\sigma, v_\sigma) - (u_\sigma, v_\sigma) = \frac{\partial R_{\min}(a, \sigma)}{\partial \sigma} (\mathcal{B} u_\sigma, v_\sigma).$$
Since $\hat{\mathcal{B}}$ is self-adjoint in $L^2(\mathbb{R}_+)$, we have

$$(u_\sigma, v_\sigma) = \frac{1}{2} \frac{d}{d\sigma} \|u_\sigma\|_2^2, \quad (\hat{\mathcal{B}}u_\sigma, v_\sigma) = \frac{1}{2} \frac{d}{d\sigma} (\hat{\mathcal{B}}u_\sigma, u_\sigma),$$

$$(\hat{L}_\sigma v_\sigma - R_{\text{min}}(a, \sigma) \hat{\mathcal{B}}v_\sigma, v_\sigma) < 0,$$

we thus find

$$\frac{d}{d\sigma} \|u_\sigma\|_2^2 < -\frac{d}{d\sigma} \frac{R_{\text{min}}(a, \sigma)}{\hat{\mathcal{B}}u_\sigma, u_\sigma}.$$ (27)

Next we define $\tilde{h}(\sigma) := \frac{\|u_\sigma\|_2^2}{2} - (\hat{\mathcal{B}}u_\sigma, u_\sigma)$ such that $h(\sigma) = \sigma \tilde{h}(\sigma)$. Differentiating $\tilde{h}(\sigma)$ and using (26) and (27) results in

$$- (\hat{\mathcal{B}}u_0, u_0) \frac{d}{d\sigma} \|u_\sigma\|_2^2 \bigg|_{\sigma=0} + \|u_0\|_2^2 \frac{d}{d\sigma} (\hat{\mathcal{B}}u_\sigma, u_\sigma) \bigg|_{\sigma=0} < 0,$$

which immediately implies $\tilde{h}'(0) < 0$. Since $h''(\sigma) = 2\tilde{h}'(\sigma) + \sigma \tilde{h}''(\sigma)$, we find $h''(0) < 0$ which proves the second assertion of the theorem.

The function $R_{\text{min}}(a, \sigma)$ for $a = 0.759$ together with the upper and lower bounds are shown in Figure 2 (right). Theorem 2 implies the following. Let the system Rayleigh number $R_s$ be sufficiently close to $R_L(a)$. If $R_s > R_L(a)$, then there exists a $\sigma > 0$ such that $R_s = R_{\text{min}}(a, \sigma)$. In other words, if $R_s > R_L(a)$, there exists an infinitesimal perturbation which will grow in time, implying that the boundary layer is unstable. If $R_s < R_L(a)$ no definite statement about stability can be made. Only certain infinitesimal perturbations now decay. Others, and in particular large perturbations, may still grow in time.

4 Transient growth behaviour

In this section we investigate the previous statement further. Employing the energy method, one seeks for conditions in terms of the system parameters $(a, R)$ for which a suitable norm – mostly the $L^2$-norm – decays in time. In [33] we showed that if $a > 0$ and $R < R_E(a)$, see also Figure 1, then solutions of the linear problem (LP) satisfy

$$\frac{d}{dt} \int_{\mathbb{R}_+} s^2(z, t) \, dz < 0 \quad \text{for all } t > 0,$$

provided $f \in H^1_0(\mathbb{R}_+)$. Moreover, this statement holds for periodic solutions of the original nonlinear perturbation equations (9).

To exploit the behaviour when $R_E(a) < R < R_L(a)$, we first introduce some notation.
Fig. 3. (A) Isocurves of the largest eigenvalue $\omega_{\text{max}}$ of (31). Dashed curve corresponds to $R_L(a)$ and dotted curve to $R_E(a)$ (= zero level curve). (B) Transient growth for $a = 0.38$ and $R = 15$ (in G) of the scaled ‘energy’. For the dashed curve the initial condition is given by $f = \tilde{f}$ (see (LP)). The initial perturbation for the solid curves is given by a specific $f$ for which $e^{zt}f \in L^2(\mathbb{R}_+)$. The upper bound (34) is shown as the composition of the dotted lines.

Definition 3 Let $s(z, t)$ be the solution of problem (LP) with $f \in L^2(\mathbb{R}_+)$ and let

$$\mathcal{E}(t) := \int_{\mathbb{R}^+} s^2(z, t) \, dz =: \|s(t)\|^2_2.$$  \hfill (28)

(i) The spectral bound of the operator $L$ is defined by

$$\sigma(L) = \sup_{\lambda \in \Sigma(L)} \text{Re} \, \lambda,$$

where $\Sigma(L)$ denotes the spectrum of $L$.

(ii) The numerical range of the operator $L$ is the set

$$W(L) = \{(Ls, s) : \|s\|_2 = 1\}.$$  \hfill (28)

(iii) A related quantity is the numerical bound of $L$, defined by

$$\omega(L) = \sup_{\lambda \in W(L)} \text{Re} \, \lambda.$$  \hfill (29)

(iv) For $a > 0$ and $R > 0$ let $G := \{(a, R) : \omega(L) > 0, \, \sigma(L) < 0\}$ denote the stability gap. Clearly, $G = \{(a, R) : a > 0, \, R_E(a) < R < R_L(a)\}$. An important property of the numerical range is that the spectrum of the operator $L$ is contained in the closure of its numerical range: i.e. $\Sigma(L) \subset W(L)$, see for instance [15]. This implies that $\omega(L) \geq \sigma(L)$. 
From (LP), using Definition 3, we find the relation
\[
\frac{1}{2} \frac{d}{dt} \mathcal{E}(t) = \frac{(Ls, s)}{\|s\|_2^2} \mathcal{E}(t) \leq \omega(L) \mathcal{E}(t). \tag{30}
\]
The linear problem is stable with respect to \(\|\cdot\|_2\) provided \(\omega(L) < 0\) and neutral stable when \(\omega(L) \equiv 0\). The Euler–Lagrange equation for the maximum problem (30) is given by
\[
D^2 s - a^2 s + \frac{1}{2} R \left\{ e^{-z} B(s) + B(e^{-z} s) \right\} = \omega s, \tag{31}
\]
which we solve for \(s \in H^1_0(\mathbb{R}^+)\). Let \(\omega_{\text{max}}\) be the largest real eigenvalue of (31). Then \(\omega(L) = \omega_{\text{max}}\). Figure 3(A) shows the isocurves of \(\omega_{\text{max}}\). Observe that the zero-level curve corresponds to \(R_E(a)\), see also Figure 1.

A formal Taylor expansion of \(E(t)\) at \(t = 0\) gives
\[
E(t) = E(0) + E'(0) t + O(t^2). \tag{33}
\]
Now using (30), we have \(E''(0)/E(0) = 2 (Lf, f) / \|f\|_2^2\), where \(f\) is the initial condition given by (LP). Let \(\mu\) denote the maximal initial slope of \(\mathcal{E}(t)/\mathcal{E}(0)\), i.e.
\[
\frac{1}{2} \mu = \sup_{f \in H^1_0(\mathbb{R}^+)} \frac{(L f, f)}{\|f\|_2^2} = \omega(L) \quad \text{by Definition 3(ii, iii)}. \tag{32}
\]
The initial condition \(f\) that maximizes the initial slope is found by solving the eigenvalue problem
\[
\frac{1}{2} (L + L^\dagger) \tilde{f} = \frac{1}{2} \mu \tilde{f} \quad \text{in } H^1_0(\mathbb{R}^+). \tag{32}
\]
The ‘energy’ \(\mathcal{E}(t)\) corresponding to the maximal initial growth \(\tilde{f}(z)\) is shown in Figure 3(B), dashed curve. The computed evolution of the initial perturbation \(\tilde{f}(z)\) is shown in Figure 4. The perturbation ‘mass’ is redistributed due to the existing upward throughflow, implying transient growth of \(\mathcal{E}(t)\). Since the system is (linearly) stable, i.e. \(\sigma(L) < 0\), the perturbation will eventually decay to zero.

We conclude with some bounds on the growth of \(\mathcal{E}(t)\). From (LP) and using Definition 3(i) we obtain
\[
\|u(t)\|_2^2 \leq e^{2\sigma(\hat{L})t} \|g\|_2^2. \tag{33}
\]
From (33), (16) and using the fact that \(\sigma(\hat{L}) = \sigma(L)\), it follows that
\[
\|s(t)\|_2^2 \leq \|u(t)\|_2^2 \leq K e^{2\sigma(L)t} \|f\|_2^2, \tag{33}
\]
where \(K := \|g\|_2^2 / \|f\|_2^2\). Further, we have the estimate
\[
\|s(t)\|_2^2 \leq e^{2\omega(L)t} \|f\|_2^2, \tag{33}
\]
throughflow
depth
t = 0

\[ E(t) \leq \min_{t \geq 0} \left\{ e^{2\omega(L)t}, K e^{2\sigma(L)t} \right\}, \quad (34) \]

see also the dashed curves in Figure 3(B). Note that this upper bound is not sharp.

5 Elimination of transient growth by weighted norms

In Section 3 we showed that the linear operator $L$ can be symmetrized by transformation (16). In this section we generalize this idea by defining

\[ s(z, t) := e^{-\frac{1}{2}az} u(z, t), \quad \alpha \in [0, 1]. \quad (35) \]

Substitution of (35) in (LP) gives the problem

\[ \begin{cases}
    \frac{\partial u}{\partial t} = D^2 u + (1 - \alpha) Du + \left( \frac{1}{4} \alpha^2 - \frac{1}{2} \alpha - a^2 \right) u + \\
    + R e^{\left( \frac{1}{2} \alpha - 1 \right) z} B \left( e^{-\frac{1}{2}az} u \right) =: L_\alpha u \quad \text{in } Q, \\
    B^{-1}(w) := -a^{-2} D^2 w + w = e^{-\frac{1}{2}a^2} u \quad \text{in } \mathbb{R}_+, \text{ for each } t > 0, \\
    w(0, t) = u(0, t) = 0 \quad \text{for all } t > 0, \\
    u(z, 0) = g(z) \quad \text{for all } z > 0.
\end{cases} \quad \text{(LP}_{\alpha} \right)
\]

Note that $e^{-\frac{1}{2}az} L_\alpha e^{\frac{1}{2}az} \equiv L$, i.e. $L_\alpha$ is similar to $L$ for each $\alpha \in [0, 1]$. 

Fig. 4. Evolution of the solution of (LP) with initial perturbation $\tilde{f}(z)$. The corresponding functional $\mathcal{E}$ is depicted in Figure 3(B) for $\alpha = 0$. which follows directly from Definition 3. Combining these two estimates results in the upper bound
Fig. 5. Lowest eigenvalue $R_E(a; \alpha)$, for various $\alpha \in [0, 1]$, versus wavenumber $a > 0$ for the equilibrium boundary layer (cf. Proposition 4). Bold solid curve ($\alpha = 0$) and bold dashed curve ($\alpha = 1$) are taken from Figure 1. The dashed curve corresponds to $\alpha = \beta \in (0, 1)$.

From this point on we redefine the energy functional. Let $u(z, t)$ be a solution of \((LP_\alpha)\). Then

$$E(t) := \int_{\mathbb{R}^+} u^2(z, t) \, dz = \int_{\mathbb{R}^+} s^2(z, t) e^{\alpha z} \, dz,$$

where $s(z, t)$ is the solution of \((LP)\). We want to investigate the transient growth of solutions of \((LP_\alpha)\) for $\alpha \in [0, 1]$. We argue as in Section 4 to achieve monotonic decay of $E(t)$ with respect to time. The variational formulation based on $L_\alpha$ yields the eigenvalue problem

$$D^2 u + \left(\frac{1}{4} \alpha^2 - \frac{1}{2} \alpha - a^2\right) u = -\frac{1}{2} R \left\{ e^{(\frac{1}{2} \alpha - 1)z} B(e^{-\frac{1}{2} \alpha z} u) + e^{-\frac{1}{2} \alpha z} B(e^{(\frac{1}{2} \alpha - 1)z} u)\right\}, \quad (36)$$

for $u \in H^1_0(\mathbb{R}^+).$ For given $a > 0$ and $\alpha \in [0, 1], \text{let } R_E(a; \alpha)$ be the smallest positive eigenvalue of (36). Observe that for $\alpha = 1$ we regain eigenvalue problem (21) with $\sigma = 0$, i.e. neutral stability. Therefore, $R_E(a; 1) = R_L(a).$ For $\alpha = 0$, eigenvalue problem (36) reduces to the one discussed in [33] and hence $R_E(a; 0) = R_E(a).$ The stability curves $R = R(a; \alpha)$ for $a > 0$ and for fixed $\alpha \in [0, 1]$ are shown in Figure 5, see also Figure 1. They are ordered in the following sense.

**Proposition 4** For any $\alpha \in [0, 1]$ we have $R_E(a; \alpha) < R_L(a)$ for all $a > 0.$

**PROOF.** Let $a > 0$ be fixed and let $(s_1, w_1, R_L(a))$ be the first eigensolution of the
that i.e. the numerical bound becomes negative, see Figure 5. From this we conclude \( \beta \) since for some \( \alpha \) with \( s \), we have \( \alpha \) dotted curve. Then the described construction implies that for each \( 3 \) (B) a way that \( a \) for all \( \mathbb{R} \) system Rayleigh number \( R \) we have \( R \) (fined in equation \( u \). The maximal initial growth of \( R \) (38a) by \( u \) and integrating over \( \mathbb{R}_+ \) gives for \( \alpha \in [0, 1) \)

\[
\frac{1}{R_L(a)} = \frac{\left( e^{(\frac{1}{2}a - 1)z} w_1, u_1 \right)}{\|Du_1\|_2^2 - (\frac{1}{4}a^2 - \frac{1}{2}a - a^2) \|u_1\|_2^2}.
\]

From this we immediately derive

\[
\frac{1}{R_E(a; \alpha)} > \frac{1}{R_L(a)},
\]

for all \( a > 0 \).

The curves in Figure 5 have the following interpretation. The operator \( L_\alpha \), defined in equation (LP)\( _1 \), is self-adjoint (and hence normal) for \( \alpha = 1 \). For this particular case we find \( R_E(a; 1) = R_L(a) \) for all \( a > 0 \), see Section 4. For \( \alpha \in [0, 1) \) we have \( R_E(a; \alpha) < R_L(a) \) for all \( a > 0 \), i.e. there exists a stability gap. Now let the system Rayleigh number \( R_s \) be such that for some \( a > 0 \) it satisfies \( R_E(a) < R_s < R_L(a) \). Then there exists a unique \( \beta \in (0, 1) \) such that \( R_E(a, \beta) = R_s \), see Figure 5, dotted curve. Then the described construction implies that for each \( \alpha \in (\beta, 1) \) we have

\[
\frac{d}{dt} \int_{\mathbb{R}_+} s^2(z, t) e^{az} \, dz < 0 \quad \text{provided} \quad \int_{\mathbb{R}_+} f^2(z) e^{az} \, dz < \infty.
\]

For fixed \( (a, R) \in \mathcal{G} \) we solved (LP). The initial condition \( f \) is chosen in such a way that \( \int_{\mathbb{R}_+} f^2(z) e^z \, dz < \infty \). The behaviour of \( \mathcal{E}(t) / \mathcal{E}(0) \) is shown in Figure 3(B). The maximal initial growth of \( \mathcal{E}(t) / \mathcal{E}(0) \) is obtained for \( \alpha = 0 \). For increasing \( \alpha \), the initial slope decreases and becomes negative. This is also to be expected since for some \( \beta \in (0, 1) \) the pair \( (a, R) \) lies under the stability curve \( R_E(a, \beta) \), i.e. the numerical bound becomes negative, see Figure 5. From this we conclude that \( \int_{\mathbb{R}_+} s^2(z, t) e^{az} \, dz \) exhibits transient growth for \( \alpha \in (0, \beta) \).
6 Discussion

In [33] we introduced and studied gravitational instability of a saline boundary layer formed by evaporation induced upward throughflow at the horizontal surface of a porous medium. In that study several important questions remained untouched. The purpose of the present paper is to resolve these questions. In particular, we present a complete picture of the spectrum of the linearised problem and we prove exchange of stabilities by introducing a similar self-adjoint operator.

Because of the evaporation induced convection, the linearised perturbation equations are non-self-adjoint. This results in the appearance of a stability gap, i.e. the linear instability bound does not coincide with the energy stability bound. By using again similar operators, and thereby introducing weighted norms in the energy method, we show that these bounds coincide for small perturbations.

The stability gap suggests the existence of subcritical finite amplitude solutions, i.e. nontrivial solutions that exist for Rayleigh numbers below the critical linear instability threshold. The existence of such solutions is shown by Pieters and Schutteelaars, [22]. These authors describe a fairly complete bifurcation analysis of the problem discussed in this paper. The existence of subcritical solutions, however, does not contradict the coinciding stability thresholds since we do not incorporate finite amplitude nonlinear interactions in our approach.

A Appendix : A modified Chebyshev–Galerkin method

In this appendix we discretize problem \((LP_{\alpha})\) for \(\alpha \in [0, 1]\). We use the method of lines, considering space and time discretisations separately. For the spatial discretisation we use a modified Chebyshev–Galerkin method. Essentially, there are two approaches to discretize \(L_{\alpha}\) on a semi-infinite domain:

1. truncation of the semi-infinite domain \(\mathbb{R}_+\) to the finite interval \((0, h)\), [19, 34],
2. transformation of \(\mathbb{R}_+\) to the finite interval \((0, h)\) by virtue of an algebraic mapping, [9], or an exponential mapping, [30].

Option (2) results in a modified operator \(\hat{L}_{\alpha}\) in which the derivatives are multiplied by additional coefficients which depend on the used mapping and vary in space. In particular, these transformations bring in singular coefficients in the operator and this strongly influences the efficiency of the method. Therefore we choose here for option (1). For the domain truncation we need an additional boundary condition at \(z = h\). For initial conditions satisfying \(g \in H^1_0(\mathbb{R}_+) \cap L^\infty(\mathbb{R}_+)\), we have \(u \to 0\) as \(z \to \infty\), see [21] for details. Based on this observation, it is reasonable to impose a zero Dirichlet condition at \(z = h\).

The standard Chebyshev–Galerkin method uses the Chebyshev polynomials for both the shape and the test functions. This leads in general to full matrices, which is numerically inefficient. The modification of the standard Chebyshev–Galerkin method is basically a combination of ideas posed by Heinrichs, [11, 12], Shen, [29], and also Pop, [23]. Key feature in Galerkin methods is the use of shape and test functions that satisfy \(a \text{ priori}\) the boundary conditions. However, there are many
ways to put the boundary conditions in the shape and test functions. In this appendix they are chosen in such a way that the differentiation operators \(D^2, D\) lead to banded matrices having good condition numbers, which makes the numerical treatment more efficient. Further, the technique followed in this appendix also removes so-called spurious eigenvalues.

To use the Chebyshev–Galerkin method, we need to transform problem \(LP_\alpha\) from the truncated interval \((0, h)\) to the interval \((-1, 1)\). These operations can be summarized in the linear transformation \(\zeta\) : \((0, h) \mapsto (-1, 1)\), defined by 
\[
\zeta = \frac 2 h z - 1, \quad \text{or} \quad z = \frac 1 2 h (\zeta + 1).
\]
Let \(u(z) = u(\frac 1 2 h (\zeta + 1)) = \tilde u(\zeta)\) and \(w(z) = w(\frac 1 2 h (\zeta + 1)) = \bar w(\zeta)\). Then substitution in \(LP_\alpha\) yields

\[
\begin{aligned}
\frac{\partial \tilde u}{\partial t} &= \ell^2 \tilde D^2 \tilde u + \ell (1 - \alpha) \tilde D \tilde u + \left( \frac 1 2 \alpha^2 - \frac 1 2 \alpha - a^2 \right) \tilde u + \ell R e^{(\frac 1 2 a - 1) z(\zeta)} \tilde B \left( e^{-\frac 1 2 \alpha z(\zeta)} \tilde u \right), \\
\bar B^{-1} \bar w &= -a^{-2} \ell^2 \bar D^2 \bar w + \bar w = e^{-\frac 1 2 \alpha z(\zeta)} \tilde u,
\end{aligned}
\]

where \(\ell = \frac 2 h\). From this point on we drop the bars. Next, the unknown functions \(\{u, w\}\) are approximated by

\[
\{u, w\}(\zeta, t) = \sum_{j=0}^{\infty} \{u_j, w_j\}(t) \mathcal{W}_j(\zeta).
\]

The initial space is approximated with finite dimensional ones. Therefore, a truncated series up to an order \(K\) is considered. The result is projected on a finite dimensional space in order to get a finite algebraic system. Let \(T_k(\zeta)\) denote the Chebyshev polynomial of degree \(k\). We define the shape functions ([11, 12])

\[
\mathcal{W}_k(\zeta) = (1 - \zeta^2) T_k(\zeta), \quad k \geq 0,
\]

and approximate \(\{u, w\}\) by \(\{u_K, w_K\} = \sum_{j=0}^{K} \{u_j, w_j\} \mathcal{W}_j\). Clearly,

\[
\mathbb{X}_K = \text{span}\{\mathcal{W}_k, k = 0, K\} = \{p \in \mathbb{P}_{K+2} : p(\pm 1) = 0\}
\]

and therefore \(\{u_K, w_K\}\) satisfy the boundary conditions \textit{a priori}. For the definition of the test functions we use (cf. [8, 29])

\[
\mathcal{V}_k(\zeta) = T_k(\zeta) - T_{k+2}(\zeta), \quad k \geq 0.
\]

Obviously,

\[
\mathbb{Y}_K = \text{span}\{\mathcal{V}_k, k = 0, K\} = \{p \in \mathbb{P}_{K+2} : p(\pm 1) = 0\}
\]
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We find the following semi-discretisation

\[
\begin{cases}
\frac{d\mathbf{u}}{dt} = \mathbf{D}_2 \mathbf{u} + (1 - \alpha)\mathbf{D}_1 \mathbf{u} + \left(\frac{1}{4}\alpha - \frac{1}{2}\alpha - a^2\right)\mathbf{I} \mathbf{u} + R E_2 \mathbf{w}, \\
\mathbf{B}^{-1} \mathbf{w} := -a^2 \mathbf{D}_2 \mathbf{w} + \mathbf{I} \mathbf{w} = E_1 \mathbf{u}, \\
\mathbf{u}(0) = \mathbf{u}_0.
\end{cases}
\]

(A.3)

The matrices \( \mathbf{I}, \mathbf{D}_1, \mathbf{D}_2, \mathbf{E}_1 \) and \( \mathbf{E}_2 \) are defined as follows:

\[
\mathbf{I}_{p,k} = (\mathcal{W}_p, \mathcal{V}_k)_{\omega},
\]

\[
\mathbf{D}_{1,p,k} = (\ell \mathcal{D}\mathcal{W}_p, \mathcal{V}_k)_{\omega}, \quad \mathbf{D}_{2,p,k} = \left(\ell^2 \mathcal{D}^2\mathcal{W}_p, \mathcal{V}_k\right)_{\omega},
\]

\[
\mathbf{E}_{1,p,k} = \left(e^{-\frac{1}{2}az(\zeta)}\mathcal{W}_p, \mathcal{V}_k\right)_{\omega}, \quad \mathbf{E}_{2,p,k} = \left(e^{\left(\frac{1}{2}a - 1\right)z(\zeta)}\mathcal{W}_p, \mathcal{V}_k\right)_{\omega},
\]

where \((u, v)_{\omega} = \int_{-1}^{1} u v \omega d\zeta\) and \(\omega(\zeta) = (1 - \zeta^2)^{-1/2}\). The matrices \( \mathbf{I}, \mathbf{D}_1, \) and \( \mathbf{D}_2 \) can be determined explicitly. Table A shows the coefficients. Matrices \( \mathbf{E}_1 \) and \( \mathbf{E}_2 \) are determined by a Gauss–Lobatto integration method ([24]), i.e.

\[
\mathbf{E}_{1,p,k} \approx \sum_{j=0}^{(p+2)(k+2)+1} \beta e^{-\frac{1}{2}az(\zeta_j)}\mathcal{W}_p(\zeta_j)\mathcal{V}_k(\zeta_j)
\]

and

\[
\mathbf{E}_{2,p,k} \approx \sum_{j=0}^{(p+2)(k+2)+1} \beta e^{\left(\frac{1}{2}a - 1\right)z(\zeta_j)}\mathcal{W}_p(\zeta_j)\mathcal{V}_k(\zeta_j),
\]

where

\[
\zeta_j := -\cos \frac{(2j + 1)\pi}{2((p + 2)(k + 2) + 1)}, \quad \beta := \frac{\pi}{(p + 2)(k + 2) + 1}
\]

are respectively the Gauss nodes and the corresponding (constant) weighting coefficients.

Let \( \mathbf{u}^n \) be the solution of (A.3) at time \( t = n \cdot \Delta t \) and let \( \mathbf{A} := \mathbf{D}_2 + (1 - \alpha)\mathbf{D}_1 + \left(\frac{1}{4}\alpha^2 - \frac{1}{2}\alpha - a^2\right)\mathbf{I} \). Discretization in time is given by

\[
\mathbf{u}^0 = \mathbf{u}_0,
\]

\[
\mathbf{w}^0 = \mathbf{B} \mathbf{E}_1 \mathbf{u}^0.
\]

\[
(I - \Delta t \mathbf{A})\mathbf{u}^{n+1} = \mathbf{u}^n - \Delta t R E_2 \mathbf{w}^n
\]

\[
\mathbf{w}^{n+1} = \mathbf{B} \mathbf{E}_1 \mathbf{u}^{n+1}.
\]
Table A.1
Discretization matrices. Here $c_p = 0$ for $p < 0$, $c_p = 2$ for $p = 0$ and $c_p = 1$ for $p > 0$. All coefficients have to be multiplied by $\frac{1}{2}\pi$.

<table>
<thead>
<tr>
<th></th>
<th>$k = p - 4$</th>
<th>$k = p - 3$</th>
<th>$k = p - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{p,k} = (W_p, V_k)_\omega$</td>
<td>$\frac{1}{4}$</td>
<td>$-\frac{1}{2} - \frac{1}{4}c_{p-2}$</td>
<td></td>
</tr>
</tbody>
</table>

$D_{2p,k} = (\ell^2 D^2 W_p, V_k)_\omega$  $\ell^2(p(p-3)+2c_p)$

$D_{1p,k} = (\ell D W_p, V_k)_\omega$  $\ell(1-\frac{1}{2}p)$

<table>
<thead>
<tr>
<th></th>
<th>$k = p - 1$</th>
<th>$k = p$</th>
<th>$k = p + 1$</th>
<th>$k = p + 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(W_p, V_k)_\omega$</td>
<td>$\frac{1}{2} + \frac{1}{2}c_p - \frac{1}{4}c_{p-1}$</td>
<td>$-\frac{1}{4}c_p$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$(\ell^2 D^2 W_p, V_k)_\omega$  $\ell^2(-p(p+3)-2c_p)$

$(\ell D W_p, V_k)_\omega$  $\ell(p + \frac{1}{2}(c_p - c_{p-1}))$  $\ell(-c_p - \frac{1}{2}p)$

References


[27] H. Salwen and C. E. Grosch. The continuous spectrum of the Orr–


