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Study on the limits of all-optical time-domain demultiplexing using cross-absorption modulation in an electroabsorption modulator

E.J.M. Verdurmen, Y. Liu, G.D. Khoe and H. de Waardt

Abstract: A theoretical and experimental assessment of the performance of an all-optical demultiplexer based on cross-absorption modulation in an electroabsorption modulator is presented. Simulations are described for demultiplexing from 160 Gbit/s to a 40 or 10 Gbit/s base rate. Experimental results are presented for demultiplexing to a base rate of 10 Gbit/s from an optical time-domain multiplexing rate of 80 with a bit error rate (BER) \( <10^{-9} \) and 160 Gbit/s with a BER \( \approx 10^{-7} \).

1 Introduction

Optical time-domain multiplexed (OTDM) systems are a propitious way to increase the capacity of optical systems, without increasing the cost of using high-speed electronics [1]. A further increase in the channel speed to 160 Gbit/s or beyond will lead to a reduction in cost, because the number of required light sources is reduced and network management is simplified compared to a wavelength division multiplexing (WDM) system. The channel rates that are achieved with OTDM exceed the limit of current available electronics. As a consequence all-optical techniques to handle such high channel rates are an interesting topic of research. One key functionality in future OTDM networks will be the extraction of a signal channel at the base rate from a multiplexed high bit rate data stream, which will enable the down conversion from ultra-high bit rates to a base rate of 40 or 10 Gbit/s.

All-optical fibre-based demultiplexing techniques have been demonstrated by using cross-phase modulation [2] or four-wave mixing (FWM) [3] in a highly non-linear fibre (HNLF). Another attractive option for demultiplexing is with active components, i.e. semiconductor optical amplifiers (SOAs). Demultiplexing with SOAs can be based on FWM [4]. SOAs can also be placed in an interferometric structure such as the semiconductor laser amplifier in a loop mirror [5], the terahertz optical asymmetric demultiplexer [6] or the gain transparent ultrafast non-linear interferometer [7, 8]. However, these schemes require complex configurations. Using only a single electroabsorption modulator (EAM) is promising due to the possibility of monolithic integration, with a simple waveguide structure [9] or a travelling wave design as in [10] and [11].

The EAM has been shown to be a key component in realising high-speed OTDM systems. The functionalities include pulse generation [12], modulation, wavelength conversion [13], clock recovery [14–16] and OTDM demultiplexing [9, 17, 18]. Recent efforts on the integration of mode-locked lasers (MLLs) have lead to very interesting options for all-optical clock recovery [19]. The next integration step would be to integrate an optically controlled gate together with the MLL to create an all-optical integrated OTDM demultiplexer. An EAM could serve as such an optically activated gate by exploiting the cross-absorption modulation (XAM) mechanism. We present a detailed investigation of the potential of using a commercially available multiple quantum well-EAM as a key element in an optically pumped drop configuration. XAM has been investigated before [20], but we will compare XAM with a concept that utilises the cross-polarisation rotation (XPR) in addition to the XAM in the EAM. The injected high-intensity pump signal saturates the EAM, which leads to XAM, but it also introduces additional birefringence in the EAM. This additional birefringence leads to a rotation of the polarisation (XPR). The XPR + XAM can improve the extinction ratio compared to the use of XAM only. Theoretical assessment of the XAM effect in the EAM has been investigated by modelling [21]. The purpose of the currently presented model is to investigate the behaviour of the EAM in a quantitative manner. This model is experimentally verified and the limitations of the commercially available EAM are tested.

2 Operation principle

2.1 XAM

The operation principle is schematically shown in Fig. 1. XAM in an EAM occurs when two beams, of which at least one has a high power level, are launched co-propagating or counter-propagating into the EAM. Regarding all-optical demultiplexing these two signals can be addressed as the OTDM signal and the clock signal. The aim of the clock is to generate a switching window to gate the desired OTDM channel. By the absorption of the clock signal in the active region of the EAM, carriers will be generated. The increase in the number of carriers leads to a reduction in the absorption coefficient, due to screening of the electric field imposed on the device and band-filling (absorption saturation). Hence, the temporary reduction of the absorption
The high-intensity clock signal allows one of the OTDM channels to pass through the EAM with a reduced absorption. The width of the created switching window depends on how fast the carriers can be swept out of the active region, which depends on the fixed DC reverse bias voltage and the details of the design.

### 2.2 XPR

The operation principle of XPR is schematically shown in Fig. 2. The concept of XPR in an EAM is used to increase the extinction ratio. The injected high-intensity clock signal reduces the absorption coefficient of the EAM. A change in the absorption coefficient means a change in the refractive index, since they are related through the Kramers-Kronig equation. The injected clock signal also induces additional birefringence in the EAM, which causes the TE and the TM mode of the OTDM signal to experience a different refractive index change, resulting in a rotation of the polarization [22]. The first polarization controller (PC1) is used to adjust the polarization of the input signal to be approximately 45° to the orientation of the EAM layers. The polarization of the clock signal is controlled by PC3. The high-intensity clock signal at a different (or the same) wavelength as the OTDM signal saturates the EAM. The output of the EAM is sent to the polarization beam splitter (PBS) via the circulator. The polarization controller PC2 is used to adjust the polarization in such a way that the PBS will block the OTDM signal in the case where no clock signal is present in the EAM. On the other hand part of the signal will be allowed to pass through the PBS in the presence of a clock-pulse inside the EAM, as the polarization is rotated. The high-intensity clock signal inside the EAM also induces XAM. The combination of XPR and XAM both work in the same direction and improves the extinction ratio at the output.

### 3 Model

To model the absorption dynamics of the EAM, we compute the well carrier densities, well carrier temperatures and also the photon density at every point inside the EAM, similar to the model presented in [23]. The parameters used in the simulations are listed in Table 1. The Fermi levels and temperatures of the carriers in the valence and conduction bands are given by the balance equations for carriers and their energy in the absorbing region. The absorption coefficient also takes into account both spectral-hole burning (SHB) and carrier heating/cooling. Instead of using a field dependency in the Fermi distribution and the energy density, we use a simple carrier-density sweep-out model [24] that assumes a reverse bias voltage to put the EAM in the absorption regime. This sweep-out model describes the slowing down of the sweep-out time at high carrier densities. This is not a real physical model but is used to describe the behaviour of the sweep-out time in a phenomenological way. We have implemented this simplified relation for the sweep-out time in which the variation is dependent on the carrier density. The sweep-out time varies from 8 ps at low densities to 25 ps at transparency, based on the results in [24]. The complex pulse amplitudes \( A(z, t) \) are slowly varying functions of \( z \) and \( t \), and satisfy:

\[
\frac{\partial}{\partial z} + \frac{1}{v_0} \frac{\partial}{\partial t} A(z, t) = -\frac{1}{2} \left( \Gamma \alpha(z, t) + \alpha_{\text{int}} \right) A(z, t) \tag{1}
\]

where \( v_0 \) is the group velocity, \( \Gamma \) is the confinement factor, \( \alpha_{\text{int}} \) represents the internal loss coefficient and \( \alpha(z, t) \) is the absorption coefficient. The pulse amplitude can be written as:

\[
A(z, t) = \sqrt{S(z, t)} \ e^{i \theta(z, t)} \tag{2}
\]

where \( S \) is the photon density and \( \theta(z, t) \) is the phase of the light. Equation (1) leads to the following expression for the photon density in the active region, after transforming to the shifted time frame \( t' = t - z/v_0 \):

\[
\frac{\partial S(z, t')}{\partial z} = -\left( \Gamma \alpha(z, t) + \alpha_{\text{int}} \right) S(z, t') \tag{3}
\]

The absorption coefficient is calculated as a function of the well carrier densities, and takes into account both SHB and carrier heating/cooling. By not describing the field, electro-absorption effects are not included. Therefore, band-filling only induces the absorption changes. The absorption coefficient is expressed as:

\[
\alpha = \alpha(z, t) = \frac{\alpha_0}{1 + \epsilon_{\text{sup}} S(z, t)} \left( 1 - f_c(e_{F_E}, E_{c}^{0}, T_c) \right) - f_c(e_{F_E}, E_{c}^{0}, T_c) \tag{4}
\]

where \( \alpha_0 \) is the unsaturated absorption coefficient, and \( f_c \) and \( f_e \) are the Fermi distributions characterised by the Fermi

---

**Table 1: Simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier density at transparency ( N_0 )</td>
<td>( 1 \times 10^{24} )</td>
</tr>
<tr>
<td>Internal losses ( \epsilon_{\text{int}} )</td>
<td>( 1/m )</td>
</tr>
<tr>
<td>Confinement factor, ( \Gamma )</td>
<td>0.285</td>
</tr>
<tr>
<td>Group refractive index, ( n_g )</td>
<td>3</td>
</tr>
<tr>
<td>Sweep-out time at zero carrier density ( \tau_0 ), s</td>
<td>8 \times 10^{-2}</td>
</tr>
<tr>
<td>Sweep-out time at transparency density ( \tau_{tr} ), s</td>
<td>25 \times 10^{-12}</td>
</tr>
<tr>
<td>Effective area of active region ( [m^2] ) ( A_{\text{eff}} )</td>
<td>3.6 \times 10^{-13}</td>
</tr>
<tr>
<td>Absorption suppression ( [m^{-3}] ) ( \epsilon_{\text{sup}} )</td>
<td>2 \times 10^{-24}</td>
</tr>
<tr>
<td>Unsaturated absorption ( [m^{-1}] ) ( \alpha_0 )</td>
<td>1.3 \times 10^6</td>
</tr>
<tr>
<td>Carrier energy relaxation time ( [s] ) ( \tau_{\text{uc}, r} )</td>
<td>1 \times 10^{-12}</td>
</tr>
<tr>
<td>Bandgap energy of InGaAsP ( E_{\text{gap}} )</td>
<td>0.7992</td>
</tr>
<tr>
<td>Electron mass ( m_e ), kg</td>
<td>9.1 \times 10^{-31}</td>
</tr>
<tr>
<td>Mass of holes in the valence band ( m_v )</td>
<td>3.45m_e</td>
</tr>
<tr>
<td>Mass of electrons in the conduction band ( m_c )</td>
<td>0.046m_e</td>
</tr>
</tbody>
</table>
levels \( e_F \), temperatures \( T \), and kinetic energy of the generated carriers \( E_i^0 \) [23], where \( i = c, v \) refers to the conduction and valence band respectively. The term \( e_{\text{eq}} \) is the absorption suppression factor due to SHB. The equations that describe the dynamics of the Fermi levels and the temperature are given by the balance equations for carriers and their energy in the absorbing region:

\[
\frac{\partial n(z,t)}{\partial t} = -\alpha(z,t) \times u_y \times \Gamma \times S(z,t) - \frac{n(z,t) - n_{\text{eq}}}{\tau_{\text{eq}}(n)} \tag{5}
\]

\[
\frac{\partial p(z,t)}{\partial t} = -\alpha(z,t) \times u_y \times \Gamma \times S(z,t) - \frac{p(z,t) - p_{\text{eq}}}{\tau_{\text{eq}}(p)} \tag{6}
\]

The balance equation for the energy density in the absorbing region is:

\[
\frac{\partial u_i(z,t)}{\partial t} = S(z,t) \times \alpha(z,t) \times u_y \times E_i^0 \times \frac{u_i - u_{\text{eq}}}{\tau_{\text{eq}}} \times \frac{u_i}{\tau_{\text{eq}}} \tag{7}
\]

The variables \( n \) and \( p \) represent the local electron and hole densities, \( n_{\text{eq}} \) and \( p_{\text{eq}} \) are the local electron and hole densities in equilibrium, \( E_i^0 \) is the energy of the generated electrons (\( i = c \)) or holes (\( i = v \)) and \( \tau_{\text{eq}} \) represents the energy relaxation time. The energy of electrons (holes) relaxes to the energy at lattice temperature: \( u_{\text{eq}} \). In quantum well (QW) absorbers the photo-generated carriers are confined in the QW in the direction of the external field, so the field will not heat the carriers in the QW. Therefore, we may neglect the influence of the field on carrier temperature dynamics. The carrier density \( (n_i, i = c, v) \) and the energy density \( (u_i, i = c, v) \) can be described as:

\[
n_i = N_i \times F_{1/2} \left[ \frac{e_F}{k_B T_i} \right] \tag{8}
\]

\[
u_i = \frac{3}{2} k_B \times T_i \times N_i \times F_{3/2} \left[ \frac{e_F}{k_B T_i} \right] \tag{9}
\]

where \( F_{1/2} \) and \( F_{3/2} \) are the Fermi-Dirac integrals of the order \( 1/2 \) and respectively \( 3/2 \). \( N_i (i = c, v) \) is the effective density of states:

\[
N_i = 2 \left( \frac{m_i k_B T_i}{2 \pi h^2} \right)^{3/2} \tag{10}
\]

More details about the model are described in [21].

The above-described model is used to simulate the demultiplexing of a 10 or 40 Gbit/s channel out of a 160 Gbit/s OTDM signal. An incoming 160 Gbit/s signal at \( \lambda_1 = 1550 \) nm and a 10 or 40 GHz optical clock signal at \( \lambda_2 = 1540 \) nm are injected into the EAM. First the switching window is investigated by analysing a continuous wave (CW) at \( \lambda_1 = 1550 \) nm signal co-propagating with a \( \lambda_2 = 1540 \) nm clock signal. The incremental step in the length of the EAM in the simulations \( dz = 5 \) \( \mu \)m. Figure 3 shows the switching windows for three different clock pulses. The power of the CW is 0 dBm. The energy of the clock pulses is 1.1 pJ, corresponding to a 10.5 dBm average power for the 10 GHz and 16.5 dBm average power for a 40 GHz clock signal. The clock pulses are respectively 1, 2 and 3 ps at full-width-half-maximum (FWHM). The corresponding switching windows are 1.8, 4.6 and 7 ps FWHM. We can deduce from Fig. 3 that the switching window becomes smaller when using shorter clock pulses. The disadvantage of the switching windows from Fig. 3 is the large tail, which complicates the suppression of the adjacent channel. The tail originates from the carrier sweep-out time, which limits the recovery speed of the absorption. An example of an eye-diagram of a demultiplexed signal is shown in Fig. 4. The clock signal is 40 GHz and the power of the pulse is 1.6 pJ. This power is not high enough to create a high contrast gate for the targeted channel. An increased saturation of the absorption is required for an increased contrast ratio between the targeted channel and the adjacent channels. By increasing the power of the clock signal, the saturation of the absorption is increased and the targeted channel is less absorbed, resulting in a higher contrast of the switching gate leading to a higher suppression ratio of the non-targeted channels. The relation between the channel suppression ratio and the power of the clock signal is shown in Fig. 5 for co- and counter-propagating operation. The length of the active region in this simulation is chosen to be 150 \( \mu \)m and the pulse width of the clock signal is 1.7 ps, corresponding to the actual pulse width in the experiments. The input power of the OTDM data signal is 3 dBm and the pulse width is 2 ps. The channel suppression ratio is the ratio between the minimum of the targeted drop channel and the maximum non-targeted drop channel. The optimum

![Fig. 3](image-url) The switching windows created with a 1, 2 and 3 ps clock signal. \( F_{\text{CW}} = 0 \) dBm, co-propagating signal and the average power of the clock signal is 10.5 dBm. Length of the active region of the EAM is 150 \( \mu \)m.

![Fig. 4](image-url) Eye diagram of the demultiplexed 40 Gbit/s channel. Clock pulses are 1.6 pJ, which corresponds to a 18 dBm average power.
clock power for both operation modes is around 17 dBm for a 10 Gbit/s base rate and 23 dBm for a 40 Gbit/s base rate. This corresponds to an energy per clock pulse of 5 pJ. This high power is required to bleach the absorption. The channel suppression ratio increases with increasing clock power until a certain optimum value. The decrease of the suppression ratio for a further increase of the input power is caused by the longer recovery time due to a stronger saturation of the absorption. A comparison between co- and counter-propagating operation shows the best performance for co-propagating operation, because of the longer interaction time between the signal and clock pulses. Figure 6 shows the channel suppression ratio for several values of the average clock power as a function of the length of the active region of the EAM for co-propagating operation. Similar results are obtained for counter-propagating operation. As expected, the improvement in the suppression ratio levels out when the power of the clock pulse decreases to a level where the absorption is no longer influenced. To obtain suppression ratios of 20 dB or higher for co-propagating operation the optimal length of the EAM is larger than 300 μm and the average clock power is 20 dBm or higher.

4 Experimental setup

The experimental setup is shown in Fig. 7. The transmitter consists of a commercial MLL, which generates 2 ps FWHM pulses. A Mach-Zehnder intensity (MZI) modulator operated at 9.9853 Gbit/s with a $2^7−1$ pseudo-random bit sequence (PRBS) and a passive delay line multiplexer (MUX) to increase the bit rate to 80 or 160 Gbit/s follows the MLL. The PRBS $2^7−1$ is guaranteed up to 40 Gbit/s, but is not maintained for 80 and 160 Gbit/s. The signal is amplified by an erbium-doped fibre amplifier (EDFA) to compensate for the losses in the MZI modulator and the multiplexing stages. A 5 nm optical band-pass filter (OBPF) is used to filter out part of the amplified spontaneous emission (ASE) noise of the EDFA. The clock signal enters the EAM in a counter-propagating direction via the circulator. Counter-propagating operation has been chosen to minimise the chances of damaging the EAM by injecting too much optical power at one of the facets. The gated OTDM channel at the base rate is amplified by another EDFA and filtered with a 3 nm OBPF, before it is sent to the receiver and bit error rate (BER) test set. The other abbreviations and symbols used in Fig. 7 are: AM: amplitude modulator, PC: polarisation controller, VA: variable attenuator and t; optical tuneable delay line. The clock signal is derived from the same MLL source as the OTDM signal. However, to avoid interference between clock and data the wavelength is converted from 1550 to 1540 nm based on supercontinuum generation in 500 metre long HNLF. The experimental setup for this wavelength conversion is shown in Fig. 8. The zero dispersion wavelength of this fibre is $\lambda = 1545$ nm and the dispersion is 0.13 ps/km/nm at 1550 nm, $\Delta_d = 10.3 \mu m^2$ and $\gamma = 15/W/km$. The average power at the input of the HNLF is 17 dBm. The spectrum of the input pulse is broadened and this so-called super-continuum-generated spectrum is sliced with a 5 nm optical band-pass filter with centre frequency $\lambda_s = 1540$ nm. The FWHM pulse width of the converted clock pulse is measured on the Agilent terascope (bandwidth 500 GHz) and is $t_{\text{clock}} = 1.7$ ps, see Fig. 9. The EAM used in the experiments is a commercially available device (OKI), allowing a maximum injected optical power of 13 dBm peak power, which is a limiting factor for the performance of the EAM as an all-optical demultiplexer. Counter-propagating operation is used to minimise the chances of damaging the device due to a high input power. The clock power is step-by-step increased to a maximum value of 12 dBm average power, whereas we would have preferred a higher average input power considering the results of the simulation.

4.1 Switching window

Before looking at the switching window we first took a look at the static characteristics of the EAM, shown in Fig. 10. This Figure indicates that the longer wavelengths, close to the band edge have a relatively small absorption change, due to the relatively low density of states there. On the other hand shorter wavelengths require more energetic pulses to bleach the absorption. Therefore, a trade-off has to be made between the extinction ratio and a reasonable output power. For our OTDM signal we want both a good extinction ratio and a reasonable output power, therefore
we chose 1550 nm. For our clock signal we chose 1540 nm. We want this signal to be highly absorbed to have a large influence on the carrier density, creating a gate for the OTDM signal. The switching windows are analysed by injection of a CW at 1550 nm and 2 dBm average power and an optical clock signal at 1540 nm and 10 dBm average power into the EAM. The acquired switching windows are analysed on an Agilent terascope with a 500 GHz bandwidth. The width, rise times and fall times are measured. The relation between the FWHM of the switching window and the reverse bias voltage of the EAM is shown in Fig. 11. A higher reverse bias voltage leads to a faster sweep-out of the photo-generated carriers in the active region of the EAM, because the electrical field working on the carriers is stronger. Therefore, increasing the reverse bias voltage reduces the width of the switching window. The switching window created by XPR + XAM in the EAM is compared with the switching window created by XAM only. The difference in switching window width is circa 1 ps and does not depend on the reverse bias voltage of the EAM. The extinction ratio of the switching window as a function of the reverse bias voltage of the EAM is shown in Fig. 12. The extinction ratio of the switching window created by XPR + XAM has a 1 to 2 dB advantage compared to the switching window created by XAM only. A larger reverse bias voltage leads to a higher extinction ratio of the switching window, which results in a larger channel suppression ratio of the non-targeted channels. The simulations reveal a suppression ratio of 5 dB at a 10 dBm clock power for the length of the active region: $L > 150 \mu m$. The extinction ratio of the switching window is not exactly the same as the channel suppression ratio. A large tail in the switching window would decrease the channel suppression ratio, but not the extinction ratio of the switching window. Therefore, we have also investigated the tail in the switching window. The total recovery time of the carriers, which corresponds to a tail in the switching window, is equal for the XAM method and the XPR + XAM method. To analyse the tail of the switching window we investigated the fall and rise times on the terascope. The results are shown in Fig. 13. The fall time is defined as the time to go from the 90%-point on the transition to the 10%-point, and the rise time is defined as the time to go from the 10%-point on the transition to the 90%-point. The minimum fall time for XAM and XPR + XAM is respectively 3.2 and 2.5 ps at $V_{\text{EAM}} = -3.5$ V. The rise time, however, does not strongly depend on the reverse bias.
voltage of the EAM, as can be seen in Fig. 13. Increasing the speed of operation of the EAM as all-optical switch requires an increase in reverse bias voltage of the EAM. However, the disadvantage is that the absorption in the EAM is also increased and a higher optical power is required to saturate the absorption. Therefore, a careful trade-off has to be made for the optimum reverse bias voltage.

### 4.2 80 to 10 Gbit/s demultiplexing

For demultiplexing from 80 to 10 Gbit/s we compared the demultiplexed channel with the back-to-back (B2B) signal. Both demultiplexing methods, XAM alone and the combined use of XPR and XAM, are considered. The average input powers coupled into the EAM were $P_{\text{CLOCK}} = 12$ dBm and $P_{\text{OTDM}} = 2$ dBm. After passing through the EAM the signal is first amplified by an EDFA. This is necessary because the EAM is operating in the absorption regime and the received signal power is around $-20$ dBm. The amplified signal was filtered and attenuated in order not to overload the receiver. During the optimisation of the BER, careful tuning of the bias voltage of the EAM led to best performance at the reverse bias voltage $V_{EAM} = -1.9$ V. In Fig. 14 the eye-diagrams of the demultiplexed channels for both XAM and XPR + XAM are shown. The difference between the two methods is shown in the suppression ratio of the remaining non-targeted channels. Another difference is that the received power for the XPR + XAM method is much lower. As the rotation of the polarisation is about 10° to 15°, a large part of the signal power is blocked at the PBS. The experimental results are compared with the developed simulation model, with input parameters $L = 150 \mu$m, $P_{\text{CLOCK}} = 12$ dBm, pulse width $T_{\text{CLOCK}} = 1.7$ ps and in counter-propagating operation. The result of this simulation is visualised in Fig. 15. A suppression ratio of about 11 dB of the adjacent channel is obtained in the simulations. This simulation result is very close to the experimentally measured value of 10 dB. Measuring BER values assessed the performance of the all-optical demultiplexer. As a reference for the dropped channels we used the 10 Gbit/s return to zero signal in a B2B BER measurement. Figure 16 summarises the measured BER performances for all eight channels. The average sensitivity penalty for BER of 10$^{-9}$ is 6.7 dB for XPR + XAM and 7.9 dB for XAM. The penalty is due to the ASE noise of the EDFA and foremost the incomplete removal of the non-targeted channels. Although ASE can be filtered, filtering can never remove the ASE noise that occupies the same spectral region as the signal. If we could increase the clock input power beyond the limit of 13 dBm damage level of the EAM, an improvement of the suppression ratio of the non-targeted channels and a reduction of the sensitivity penalty would be expected.

### 4.3 160 to 10 Gbit/s demultiplexing

As demultiplexing from 80 to 10 Gbit/s was demonstrated to be error free, the next step is to examine demultiplexing from 160 to 10 Gbit/s. The input powers to the EAM were $P_{\text{CLOCK}} = 12$ dBm and $P_{\text{OTDM}} = 6$ dBm. After passing through the EAM the signal is first amplified by an EDFA. This signal was filtered and attenuated in order not to overload the receiver. During the optimisation of the BER, careful tuning of the bias voltage of the EAM led to best performance at the reverse bias voltage $V_{EAM} = -2.8$ V. The change in $V_{EAM}$ to a higher reverse bias voltage leads to a faster response time resulting in a smaller switching window. The power of the OTDM input signal injected into the EAM is increased from 2 to 6 dBm to obtain a reasonable signal-to-noise ratio (SNR).
at the output, as the absorption at \( V_{\text{EAM}} = -2.8 \text{ V} \) is larger than at \(-1.9 \text{ V} \). The demultiplexed eye-diagrams for XAM and XPR + XAM are shown in Fig. 17. We observed an error floor of \( 10^{-7} \), mainly caused by the insufficiently small switching window. This is indicated by the small suppression ratio of the adjacent channel. The experimental results are compared with the simulation results from the model described in Section 3. The simulation result is visualised in Fig. 18. The suppression of the adjacent channel in the simulations is 5.3 dB. The simulations are in good agreement with the experimental results. If we could increase the input power beyond the 13 dBm damage level to about 17 dBm higher suppression ratios of non-targeted channels can be expected. We expect based on the results obtained from our simulation model that an increase of the input power will lead to error-free demultiplexing. Although a small penalty for the insufficiently small switching window is still expected.

5 Discussion and Conclusions

We have performed a comprehensive study on XAM in an EAM. A model based on propagation equations to simulate the XAM in the EAM has been developed. The model includes an absorption coefficient, which is calculated based on a function of carrier distributions in the active region and the effects of SHB and carrier cooling are also taken into account. We showed good agreement between the experimental results and the theoretical model of the EAM. We have demonstrated error-free demultiplexing from 80 to 10 Gbit/s based on XAM in a commercially available EAM. We also introduced the concept of XPR to increase the extinction ratio of the XAM-based demultiplexer. However, we did not observe a significant improvement by using XPR, only a 1.2 dB sensitivity improvement is observed. In addition, it introduces polarisation sensitivity to the demultiplexing configuration. Furthermore, we have investigated the feasibility of using this method at 160 Gbit/s.

The performance of the EAM as an all-optical demultiplexer is strongly dependent on the maximum non-destructive input power. With a higher clock power the saturation effect of the absorption will be stronger. Stronger absorption saturation leads also to an increased induced birefringence change resulting in a larger rotation of the polarisation. The operation speed of the EAM as demultiplexer in an all-optical configuration is limited by the carrier recovery time. Increasing the reverse bias voltage shortens the recovery time. However, this leads to an increase in absorption, which requires a higher input power to saturate the absorption, otherwise degradation of the SNR is unavoidable.

![Fig. 14](image1.png)  
*Fig. 14* The demultiplexed channel from 80 to 10 Gb/s for XAM and for XPR + XAM in the EAM. x-scale: 20 ps/div, y-scale: a.u., measured on the terascope

* a The XAM  
* b The XPR + XAM

![Fig. 15](image2.png)  
*Fig. 15* Simulation result of demultiplexing from 80 to 10 Gbit/s based on XAM

![Fig. 16](image3.png)  
*Fig. 16* The BER performance of demultiplexing from 80 to 10 Gbit/s for all the eight channels based on XPR + XAM and XAM compared to the B2B measurement
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Fig. 17  The demultiplexed channel from 160 Gbit/s to 10 Gbit/s for XAM and for XPR + XAM in the EAM. x-scale: 20 ps/div, y-scale: a.u., measured on the terascope

a The XAM

b The XPR + XAM

Fig. 18  Simulation result of demultiplexing from 160 to 10 Gbit/s based on XAM

to 10 Gbit/s in co-propagating operation has been shown using a 16.3 dBm average control power, with a XAM optimised EAM structure. The requirement for a high input power is also expected from our simulation model; however, we were severely limited by the maximum non-destructible input power of the commercially available EAM, besides our EAM is optimised for external modulation and not for XAM. All-optical demultiplexing with the available EAM and the limit of 13 dBm input power has limited us to demultiplexing from 160 to 10 Gbit/s with an error floor of about 10^{-7}. When there is a 40 GHz RF signal available a suitable 160 to 40 add-drop multiplexing [25] with travelling wave EAMs has been shown feasible.
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