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ABSTRACT

Very few studies have examined the impact of built environment on urban rail transit ridership at the station-to-station (origin-destination) level. Moreover, most direct ridership models (DRMs) tend to involve simple a priori assumed linear or log-linear relationship in which the estimated parameters are assumed to hold across the entire data space of the explanatory variables. These models cannot detect any changes in the linear (or non-linear) effects across different values of the features of built environment on urban rail transit ridership, which possibly induces biased results and hides some non-negligible and detailed information. Based on these research gaps, this study develops a time-of-day origin-destination DRM that uses smart card data pertaining to the Nanjing metro system, China. It applies a gradient boosting regression trees model to provide a more refined data mining approach to investigate the non-linear associations between features of the built environment and station-to-station ridership. Data related to the built environment, station type, demographics, and travel impedance including a less used variable – detour, were collected and used in the analysis. The empirical results show that most independent variables are associated with station-to-station ridership in a discontinuous non-linear way, regardless of the time period. The built environment on the origin side has a larger effect on station-to-station ridership than the built environment on the destination side for the morning peak hours, while the opposite holds for the afternoon peak hours and night. The results also indicate that transfer times is more important variables than detour and route distance.

1. Introduction

Experiences with the historical high automobile dependence in developed countries, such as the United States and some European countries, indicate that car-based transportation systems have resulted in a series of social and environmental challenges, including urban sprawl, traffic congestion, land waste, energy consumption, and air pollution. For example, accounting for one-fourth to one-third of total CO₂ emissions from fossil fuels makes the transport sector the second largest source of CO₂ emissions (IEA, 2016). Furthermore, road traffic accounts for about 75% of transportation-related CO₂ emissions (Ao et al., 2019). As an effective and
sustainable option to counter sprawl, reduce traffic congestion and cut down air pollution, transit-oriented development (TOD), catering to the development ideology of Smart Growth and New Urbanism, has become popular in urban planning practice (Cervero et al., 2002, 2004). Consequently, the importance of public transit usage has been spotlighted over the past decades. As one of the most popular alternatives to automobile dependence, urban rail transit has been rapidly developed in many cities around the world (Baum-Snow and Kahn, 2000; Loo and Li, 2006). Due to substantial economic growth, population explosion, availability of cheaper vehicles, and a faster increase in motorized transportation, developing countries are more likely to be lured and trapped in the malignant development of automobile dependence if the local governments do not prioritize public transit over the automobile. Public transit priority policy has been advocated in many countries and the construction upsurge of urban rail transit is expanding from the western countries to emerging markets (Zhao et al., 2014). For example, by the end of 2018, the total length of urban rail transit lines in China reached 5766.6 km, involving in 35 cities.

For the analysis of project viability and sustainability of urban rail transit, it is of paramount importance for policymakers to predict urban rail transit ridership (Cardozo et al., 2012). Therefore, in addition to the general four-step models (McNally, 2000) and activity-based models (Rasouli and Timmermans, 2014a,b), several dedicated ridership models have been developed. Although these models lack a behavioral foundation, are aggregate in nature and do not consider competition among modes, their data requirements are minimal and they are easy to apply. Recently, with the available travel data derived from smart cards and widely available geographic information systems (GIS), these so-called DRMs have become quite popular in transportation planning practice. These models are typically based on a priori assumed statistical relationships between ridership and aggregate areal data. Numerous studies have investigated the effects of the built environment on urban rail transit ridership based on such statistical associations (e.g., Kuby et al., 2004; Sohn and Shim, 2010; Gutiérrez et al., 2011; Choi et al., 2012; Cardozo et al., 2012; Zhao et al., 2014; Durning and Townsend, 2015; Jun et al., 2015; Liu et al., 2016; Kepaptsoglou et al., 2017; Gan et al., 2019b; Liu et al., 2019). These empirical studies typically assume that population/employment density, presence of residential/employment areas, land use mix, road density, intersection number, intermodal connection, and the distance to city center are key factors influencing transit ridership.

Originally, many of these models rely on ordinary least squares regression analysis, assuming the relationship with ridership is linear or loglinear. However, realizing ridership data violate the assumptions underlying OLS regression analysis, more advanced regression models have been applied. For example, Chu (2004) adopted Poisson regression model to examine the effects of features of the built environment on urban transit station boarding; Kuby et al. (2004) and Estupiñán and Rodriguez (2008) used two-stage least squares (2LSL) to predict transit station ridership; Sohn and Shim (2010) applied structural equation model to identify direct and indirect relationships among variables in generating metro station ridership.

Many studies (hundreds if not thousands) have touched on the relationships between urban rail transit ridership at the station level and the built environment. However, in sharp contrast, very few studies have investigated the impact of the built environment on urban rail transit ridership at the station-to-station level. To the best of the authors’ awareness, only four recent studies published in mainstream academic journals in transportation explored how features of the built environment affect urban rail transit ridership at the station-to-station level (Duncan, 2010; Choi et al., 2012; Zhao et al., 2014; Iseki et al., 2018). This huge difference in the number of urban rail transit ridership studies at the station level and at the station-to-station level suggests that the influence of the built environment on station-to-station-level ridership warrants further exploration. Moreover, station-to-station analysis enables urban and transportation planners to distinguish the impact of origin factors and destination factors on urban rail transit ridership from destination factors. All four abovementioned studies employed a priori assumed multiplicative model (or the hierarchical model based on multiplicative form) to investigate the effects of various features of the built environment on urban rail transit ridership at the station-to-station level.

Since early this century, the commonly used methods in travel behavior analysis, based on the general linear model have slowly but gradually been supplemented by data mining methods. The potential relevance of these methods has increased with the emergence of big data, such as smart cards. Rather than a priori assuming a particular function that is fitted to the data, data mining methods explore associations in the data, which tends to result in more refined, non-linear relationships between the dependent and independent variables. Perhaps the most ambitious model among these lines, is Albatross (Arentze and Timmermans, 2004), which is a complex computational process model, fully based on probabilistic decision trees (Arentze and Timmermans, 2007). Other examples include Bayesian networks (Janssens et al., 2004), automatic interaction detection (Strambi and Van De Bilt, 1998), multivariate adaptive regression splines (Rasouli and Timmermans, 2012), random forests (e.g., Rasouli and Timmermans, 2014b; Zong and Zhang, 2019), dynamic decision trees (Kim, et al., 2018) and gradient boosting regression trees (e.g., Ding et al., 2016, 2018), to name a few data mining methods. Despite the increasing popularity of these methods, accumulated experiences in travel behavior in general and in predicting ridership in particular with data mining methods are still relatively limited.

Against this background, this study aims to enrich the existing literature on transit ridership by investigating in a more refined manner than the aggregate statistical models based on a single functional form the effects of the built environment on urban rail transit ridership at the station-to-station level by mining smart card data using a gradient boosting regression tree algorithm (GBRT). Although this algorithm has been gradually introduced into travel demand research, studies on disentangling the non-linear relationships between the features of built environment and travel demand by using data mining algorithms are still in their infancy. It is relevant therefore to explore whether this data mining algorithm outperforms traditional regression methods in travel demand research. Therefore, this study also contributes to the body of knowledge about the use of data mining algorithms in transportation research.

To achieve this objective, one-month smart card data of Nanjing Metro, China, land use data from the local urban planning bureau and road network data derived from the OpenStreetMap were collected. The ridership at the station-to-station level is analyzed for four time periods, namely morning peak hours, midday, afternoon peak hours and night. Then, both a conventional DRM –
multiplicative model, and the gradient boosting regression trees algorithm are applied to assess the relative importance of different features of the built environment on transit ridership and examine in a more refined manner how the built environment influences ridership at the station-to-station level, while controlling for station type at both the origin and destination, demographic characteristics, and travel impedance. The relative importance and partial dependence plots of each independent variable are presented.

Thus, the main contributions of the present study concern the following aspects. First, this study enriches the sparse existing literature on urban rail transit ridership at the station-to-station level through a comprehensive understanding of the effects of various influential factors, including built environment, station type, demographics characteristics, and travel impedance for different time periods (AM and PM rush hours, midday, and night). Second, this study adds to the limited experience in travel behavior research with the application of GBRT in forecasting station-to-station ridership. The remainder of this paper is organized as follows. Section 2 presents a literature review of the relationship between urban rail transit ridership and the built environment. Section 3 gives an overview of the study area and data collection. The modeling approach is introduced in Section 4, while Section 5 provides the results. The final section draws conclusions and discusses implications of this study's findings.

2. Literature review

2.1. Station level studies

Urban rail transit ridership analysis is generally performed at the station level, and hence the impact of features of the station-area built environment on station-level urban rail transit ridership received much attention. Higher population and employment density increase the likelihood that individuals use urban rail transit. Using cross-sectional data on average weekday boarding of rail transit from nine US cities, Kuby et al. (2004) applied the OLS model to investigate the relationships between features of the built environment and ridership at the station level. Both population and employment density were found to be significantly and positively associated with the number of urban rail boardings. In a similar fashion, Durning and Townsend (2015), and Zhao et al. (2014) found that station-area population and employment density have significant and positive effects on urban rail transit ridership at the station level in developed countries such as Canada, and in developing countries such as China. However, a recent study based on the GBRT model revealed that population density and employment density play key roles in station ridership only when they fall into specific ranges, while they have trivial effects on station ridership when they exceed these ranges (Ding et al., 2019).

As for land use mix, the findings are mixed. By applying an integration of distance-decay functions and a multiple regression model, respectively a mixed geographically weighted regression model, respectively, Gutiérrez et al. (2011) and Jun et al. (2015) found this variable to be positively associated with urban rail transit ridership. By contrast, Ryan and Frank (2009), Cardozo et al. (2012), Durning and Townsend (2015) and Liu et al. (2016) found that the effect of land use mix on urban rail transit ridership is insignificant. Ding et al. (2019) further pointed out that the effect of land use mix on station ridership becomes effective only when this index is larger than 0.5. Other studies explored the association between specific land use density and station-level urban rail transit ridership. For example, using data collected in Canada’s five largest cities, Durning and Townsend (2015) applied a bootstrapped OLS regression model to investigate the impact of specific land use densities on the number of station boardings, controlling for station attributes, service attributes and socioeconomic characteristics. Residential ratio, commercial ratio, and government-institutional ratio were found to have significantly positive effects on ridership, while the impact of the open area ratio, park area ratio and resource–industrial ratio were insignificant. Some other studies examined the relationship between the proportion of different types of land use and urban rail transit ridership, yielding inconsistent and fragmented findings (e.g., Sohn and Shim, 2010; Sung and Oh, 2011; Zhao et al., 2014; Tu et al., 2018; Gan et al., 2019b).

Yet other studies focused on the network design of urban rail transit ridership since street network design has been shown to influence individuals’ willingness to walk to urban rail transit stations and therefore ridership (Ewing and Cervero, 2010; Liu et al., 2020). Street network characteristics such as intersection density, road length, and road density are normally selected as independent variables and have been proved to be significantly associated with urban rail transit ridership. For instance, using one-week data for all stations in the Shenzhen metro and bus systems, Tu et al. (2018) found that increased road density encourages a larger number of people to travel by bus and metro. Similar studies conducted by Zhao et al. (2014) and Gan et al. (2019b) also concluded that road density (or road length) is positively and significantly associated with urban rail transit station ridership. Durning and Townsend (2015) observed a positive relationship between rapid transit station ridership and intersection density based on data collected in Canada’s five largest cities. By contrast, Jun et al. (2015) showed that intersection density has a significantly negative impact on metro station ridership in Seoul, South Korea, while Ding et al. (2019) found that intersection density is positively associated with station ridership only when it is within the range of 10–18.

Distance to city center, a measure of regional accessibility, has also been examined in the literature. In two empirical studies pertaining to Nanjing, China, the effects of distance to city center on metro station ridership have been found insignificant (Zhao et al., 2014; Gan et al., 2019b). However, based on the daily boardings data of light rail transit for the Baltimore Metro collected, Maryland, distance to city center was found to have a negative effect on ridership. Using Metrorail data for the Washington metropolitan area, Ding et al. (2019) found that distance to city center has a non-linear effect on ridership. Once the distance to the city center exceeds 5 km, the influence of this independent variable become trivial. Another aspect of the built environment, namely intermodal connection factors such as car park and rides, and number of bus lines or bus stops has also been investigated in many studies (Sohn and Shim, 2010; Cardozo et al., 2012; Zhao et al., 2014; Durning and Townsend, 2015; Liu et al., 2016; Ding et al., 2019). In general, these variables tend to be positively correlated with urban rail transit ridership.

Urban rail transit ridership is affected not only by the built environment, but also by station type. Therefore, station type
variables, mainly terminal and transfer stations have been included in several studies. Compared to other types of stations, terminal and transfer stations were found to have a higher ridership due to their larger catchment area (Kuby et al., 2004; Zhao et al., 2014; Ding et al., 2019). Prior studies also documented how socio-economic characteristics such as median household income within station catchment area, car-free households, ethnicity (e.g., share of White population), age and gender balance influence urban rail transit station ridership (Ryan and Frank, 2009; Durning and Townsend, 2015; Jun et al., 2015; Liu et al., 2016; Ding et al., 2019).

2.2. Station-to-station level studies

Studies on transit ridership at the station-to-station level can be regarded as an extension of studies on ridership at the station level. The selected explanatory variables are the same: built environment characteristics, station type, and socio-economic characteristics. However, these variables are calculated for both origin and destination. Therefore, the DRM applied in station-to-station ridership analyses is usually called origin-destination DRM. Moreover, station-to-station ridership is also influenced by travel impedance (trip-specific) variables such as transfer times, and route distance. For example, based on the number of weekday riders for 2002 extracted from Bay Area Rapid Transit System, Duncan (2010) employed a multiplicative model and a Poisson model to find that the numbers of housing units on the origin side and the number of jobs on the destination side, the number of connecting buses on both sides, and a terminal dummy are positively associated with station-to-station ridership. Moreover, he found that transfer times, fare, and route distance have significant and negative effects on station-to-station ridership. Choi et al. (2012), Zhao et al. (2014), and Iseki et al. (2018) developed the origin-destination DRM by time of day and investigate the effects of independent variables on station-to-station ridership for different time periods. They concluded that features of the built environment correlated with station-to-station ridership vary by origin and destination and across time of day. For instance, Choi et al. (2012) found that during AM peak hours the population on the origin side plays a key role in station-to-station ridership, while during PM peak hours the population on the destination side is highly associated with station-to-station ridership. The results indicate that the effects of residential area, business/office area, employment, and a CBD dummy on station-to-station ridership also vary by trip sides and time of day. Similar conclusions can be found in Zhao et al. (2014) and Iseki et al. (2018).

Choi et al. (2012) examined the impacts of land use mix at the origin and destination on station-to-station ridership, but found that there is no significant relationship between land use mix and station-to-station ridership, regardless of trip side and time of day. However, they pointed out that providing good bus connection services on both the origin and destination sides at all time periods can increase metro ridership. The results reported in Zhao et al. (2014) support this finding. In addition, all the above-mentioned studies showed that travel impedance variables such as transfer times, travel time, route distance, and fare have significantly negative effects on station-to-station ridership. Although these studies made a substantial stride in forecasting urban transit ridership at the station-to-station level, all assume that independent variables have a pre-defined association (i.e. log-linear) with station-to-station ridership. These models assume that the estimated parameter of each independent variable applies to the full range of that variable. However, these models do not allow to explore any more refined, discontinuous non-linear effects on ridership.

In summary, this literature review on urban rail transit ridership analysis suggest that: (1) Most prior studies on urban rail transit ridership have been focused on the station level, while studies on ridership at the station-to-station level are rare; (2) The effects of features of the built environment on urban rail transit ridership received much attention at both station level and station-to-station level. While, station-to-station ridership is also influenced by the travel impedance and few studies have examined the impact of detour on transit ridership; (3) Linear and log-linear regression methods have been the primary and most widely used models for ridership analysis at the station level and station-to-station level. These models assume that independent variables follow a consistent pre-defined association (e.g., linear or log-linear) with transit ridership; (4) Data mining allows exploring the existence of discontinuous non-linear relationships. Only one recent study (Ding et al., 2019) has applied this approach. At the same time, a growing number of studies have shown that the effect of a variable on travel behavior may differ for different ranges of this variable (e.g., Rasouli and Timmermans, 2014a,b; Ding et al., 2018, 2019; Wu et al., 2019). Therefore, more refined, data mining of smart card data may be a more promising way of examining the relationship between features of the built environment and station-to-station ridership.

To this end, this study uses data derived from various sources in Nanjing City, China, and applies a data mining algorithm to investigate the refined, discontinuous non-linear relationships between built environment and station-to-station ridership for different time periods, while controlling for station type, demographics characteristics, and travel impedance including transfer times, detour, and route distance.

3. Study area and data collection

In recent years, transportation infrastructure construction in big and mega Chinese cities has rapidly expanded in response to urban sprawl and increasing travel demand. Nanjing is one of such cities where urban rail transit is widely used after the completion of its first metro line (Line 1) in September 2005. By 2020, there will be 15 urban rail transit lines in operation or under construction and the total mileage will reach 520.2 km. With all 258 stations, including 71 transfer stations, the share of passenger volume of public transportation accounting for the total motorized travel will grow up to around two-thirds, and urban rail transit will account for 45% of total passenger volume of public transportation in the year 2020.1 In 2015, six metro lines were in operation with 112

---

stations and 225 km tracks, mainly serving the inner-city and connecting the core districts and the periphery (Fig. 1). In 2015, the entire annual ridership of the metro system exceeded 717 million, accounting for more than 34% of the public transportation passenger volume.

However, despite of the impressive number of users, the development of the metro system is still confronted by various problems. For example, according to one-month SCD data derived from Nanjing Metro Corporation (NMC) in April 2015, Xinjiekou Station (the transfer station of metro lines 1 and 2) has the largest average boarding (119,912 passengers) and alighting (124,380 passengers), while approximately 26 stations have less than 3,000 boarding and alighting per day. Moreover, less than 6% of the OD-station pairs account for more than 48% of the station-to-station passenger volume in the morning and afternoon rush hours. Considering the goal of optimizing metro usage, it is necessary to predict the travel demand between origin and destination stations, and the effects of influential factors.

The SCD records were obtained from the AFC system of Nanjing metro system and include all trips paid for one-way tickets,
measure density, as people

In this study, four Ds (density, land use diversity, design, and distance to city center) are commonly measured by the four Ds (Cervero et al., 2004; Ewing and Cervero, 2010; Ao et al., 2019; Ding et al., 2019).

Planning Bureau, OpenStreetMap, Baidu Map, and Lianjia.com in the year of 2015. The main variables related to the built environment are type, demographics, and travel impedance attributes, data were collected from various sources such as NUPB (Nanjing Urban Planning Bureau), OpenStreetMap, Baidu Map, and Lianjia.com.

It can be observed that station-to-station ridership during rush hours is higher than for midday and night. It also shows significant differences in the OD flows distribution between different OD station pairs. For example, during the morning rush hours (7:00–9:00), one OD station pair has the largest average flow with 4,281 passengers, while 41% OD station pairs have < 5 passengers.

To investigate the correlations between metro station-to-station ridership and the built environment, while controlling for station type, demographics, and travel impedance attributes, data were collected from various sources such as NUPB (Nanjing Urban Planning Bureau), OpenStreetMap, Baidu Map, and Lianjia.com in the year of 2015. The main variables related to the built environment are commonly measured by the four Ds (Cervero et al., 2004; Ewing and Cervero, 2010; Ao et al., 2019; Ding et al., 2019).

In this study, four Ds – density, land use diversity, design, and distance to city center are utilized. Population density is used to measure density, as people's activity demand generates daily travel. Since different categories of land use result in different mobility patterns, the proportions of three main land use types are considered, namely residential, business/commercial, and industrial/manufacturing ratios. In addition, land use mix, which is calculated in terms of the entropy of land use, is included as an index of land use diversity (Cervero et al., 2004; Gan et al., 2019a). Road density, namely the ratio of the total length of roads (km) to the total catchment area of a metro station (km²), and the number of intersections in the catchment area of a metro station are used as indicators of design. The number of bus lines is selected as a measure to judge intermodal connection (cf. Cardozo et al., 2012; Choi et al., 2012; Zhao et al., 2014).

Station type is another important factor influencing ridership (Choi et al., 2012; Durning and Townsend, 2015). In this study, two dummy variables (terminal dummy and transfer dummy) are set. Their references corresponded to the non-terminal stations and non-transfer stations. Demographics characteristics, especially median household income, is generally recognized to impact citywide travel. However, it is difficult to obtain to data on median household income for a small-scale area (i.e., station catchment area, community). Instead, average housing price crawled from Lianjia, a popular real estate web site in China (http://www.lianjia.com), is used as a proxy variable for representing household income within stations’ catchment areas. Different from ridership analysis at the station level, all above-mentioned independent variables are measured for both origin and destination metro stations.

Transfer times and route distance are utilized to explore the effects of travel impedance factors on station-to-station ridership (cf. Choi et al., 2012; Zhao et al., 2014). In addition, detour is used because it captures different network information. For example, the route distances from Baijiahu Station to Tianyuanxilu Station and from Baijiahu Station to CPU (China Pharmaceutical University) Station are similar (11.2 km vs 11.8 km) (Fig. 2). However, the straight line distance from Baijiahu Station to Tianyuanxilu Station is much smaller than that the distance from Baijiahu Station to CPU Station (1.3 km vs 9.5 km). For this reason, it is likely that many people will choose taking the metro from Baijiahu Station to CPU Station, while not from Baijiahu Station to Tianyuanxilu Station.

Table 1

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD Flows</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7:00–9:00</td>
<td>31.102</td>
<td>99.775</td>
<td>1</td>
<td>4,281</td>
<td>NMC</td>
</tr>
<tr>
<td>11:00–13:00</td>
<td>13.855</td>
<td>36.978</td>
<td>1</td>
<td>958</td>
<td>NMC</td>
</tr>
<tr>
<td>17:00–19:00</td>
<td>27.247</td>
<td>75.908</td>
<td>1</td>
<td>2,612</td>
<td>NMC</td>
</tr>
<tr>
<td>21:00–23:00</td>
<td>10.200</td>
<td>39.325</td>
<td>1</td>
<td>1,986</td>
<td>NMC</td>
</tr>
<tr>
<td>Built environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density (1000 per km²)</td>
<td>10.21</td>
<td>9.51</td>
<td>0.57</td>
<td>46.67</td>
<td>Original data from NUPB &amp; measured in GIS</td>
</tr>
<tr>
<td>Residential ratio (%)</td>
<td>28.08</td>
<td>18.71</td>
<td>0</td>
<td>65.91</td>
<td>Original data from NUPB &amp; measured in GIS</td>
</tr>
<tr>
<td>Business/commercial ratio (%)</td>
<td>9.18</td>
<td>9.40</td>
<td>0</td>
<td>61.59</td>
<td>Original data from NUPB &amp; measured in GIS</td>
</tr>
<tr>
<td>Industrial/manufacturing ratio (%)</td>
<td>9.93</td>
<td>12.07</td>
<td>0</td>
<td>54.41</td>
<td>Original data from NUPB &amp; measured in GIS</td>
</tr>
<tr>
<td>Land use mix</td>
<td>0.54</td>
<td>0.22</td>
<td>0.01</td>
<td>0.86</td>
<td>Original data from NUPB &amp; measured in GIS</td>
</tr>
<tr>
<td>Road density (km/km²)</td>
<td>9.12</td>
<td>2.81</td>
<td>2.31</td>
<td>16.87</td>
<td>Original data from OpenStreetMap &amp; measured in GIS</td>
</tr>
<tr>
<td>Number of intersections</td>
<td>12.56</td>
<td>7.48</td>
<td>2</td>
<td>39</td>
<td>Original data from OpenStreetMap &amp; measured in GIS</td>
</tr>
<tr>
<td>Number of bus lines</td>
<td>9.74</td>
<td>7.16</td>
<td>0</td>
<td>44</td>
<td>Original data from Baidu Map &amp; measured in GIS</td>
</tr>
<tr>
<td>Distance to city center (km)</td>
<td>16.17</td>
<td>12.47</td>
<td>0</td>
<td>60.38</td>
<td>Measured in GIS</td>
</tr>
</tbody>
</table>

| Station type                  |       |       |      |      |                                             |
| Terminal dummy dummy          | N/A   | N/A   | 0    | 1    | Observed                                    |
| Transfer dummy dummy          | N/A   | N/A   | 0    | 1    | Observed                                    |
| Demographics                  |       |       |      |      |                                             |
| Housing price (10⁵ yuan/m²)   | 27.96 | 10.54 | 6.83 | 56.48| Original data from Lianjia.com & measured in GIS |
| Travel impedance variables    |       |       |      |      |                                             |
| Transfer times                | 1.08  | 0.75  | 0    | 3    | Observed                                    |
| Detour                        | 1.42  | 0.46  | 1    | 8.26 | Measured in GIS                             |
| Route distance (km)           | 25.46 | 16.69 | 0.77 | 100.53| Measured in GIS                             |
The detour is defined as:

\[ \text{detour} = \frac{d_{cd}^{\text{route}}}{d_{cd}^{\text{linear}}} \]  

(1)

where \(d_{cd}^{\text{route}}\) denotes the route distance between metro stations \(c\) and \(d\) and \(d_{cd}^{\text{linear}}\) is the straight line distance between metro stations \(c\) and \(d\). The value of detour is always equal to or larger than 1.

Data on built environment and demographics (housing price) were collected for station catchment areas which are defined as the area within a 800 m walking distance\(^2\). Apart from terminal dummy, transfer dummy, and transfer times, other independent variables are calculated in a geographic information system (ArcGIS version 10.3). Table 1 summarizes the details of the sample and their source.

4. Methodology

4.1. Multiplicative model

As discussed in the literature review section, the DRM model with a multiplicative form has been commonly applied to investigate the influence of selected explanatory variables by origin and destination separately (Choi et al., 2012; Iseki et al., 2018). The multiplicative model is defined as follows.

\[ R_{cd} = \emptyset \prod_{p=1}^{P} X_{cp}^{\alpha_p} \prod_{p=1}^{P} X_{dp}^{\beta_p} \prod_{n=1}^{N} Y_{cdn}^{\theta_n} \]  

(2)

where \(R_{cd}\) denotes the ridership from station \(c\) to station \(d\), \(X_{cp}\) is the \(p\)th explanatory variable of origin station \(c\) and \(X_{dp}\) is the \(p\)th explanatory variable of destination station \(d\), \(Y_{cdn}\) denotes the \(n\)th travel impedance variable from station \(c\) to station \(d\), \(\emptyset\) is the scale parameter, \(\alpha_p\), \(\beta_p\) and \(\theta_n\) are coefficients to be estimated. Eq. (2) can be easily transformed into a linear form by taking the logarithm on both sides of equation. Thus, it has been estimated using conventional methods such as ordinary least squares regression analysis.

4.2. Gradient boosting regression trees model

As discussed, rather than a priori hypothesizing a particular function form such as the loglinear relationship implied by the multiplicative model, the aim of this study is to predict station-to-station ridership in a more refined manner, captured specific nonlinear effects for different ranges of the selected explanatory variables. Different data mining methods can be applied to effect. Because our goal is not to derive a behaviorally founded model, but rather to use the smart card to find the best prediction, ensemble methods tend to show best results. Particularly, Friedman’s gradient boosting regression trees algorithm is used (Friedman, 2001). Gradient boosting is a machine learning technique, which produces a prediction model in the form of an ensemble of models, in this case regression trees. The objective of the algorithm is to minimize a loss function. The regression tree can be defined as follows:

---

\(^2\)Although there is no exact criterion for the distance threshold of stations’ catchment areas, 800m (about 0.5mile) is widely accepted in the literature (e.g., Kuby et al., 2004; Zhao et al., 2014; Liu et al., 2016). Moreover, 800m is defined as the threshold distance in an official design guidance of urban rail—“Guidelines for Planning and Design of Urban Rail” released by MOHURD (MOHURD, 2015).
\[ f_m(x) = \sum_{j=1}^{J} b_{jm} I(x \in R_{jm}) \]  

where \( I(x \in R_{jm}) = \begin{cases} 1, & \text{if} \ x \in R_{jm} \\ 0, & \text{otherwise} \end{cases}, J \) denotes the number of leaves for each tree, \( b_{jm} \) is the constant value for the corresponding region \( R_{jm} \), the input space is split into disjoint regions \( R_{1m}, R_{2m}, \ldots, R_{jm} \) by the tree.

Thus, a GBRT model uses regression trees as a base and updates the approximation function \( f(x) \) by minimizing the expected value of loss function \( L(y, f(x)) \). The commonly used loss function, namely squared-error loss function \( L(y, f(x)) = (y - f(x))^2 \) is adopted. Based on the gradient descent direction, the GBRT model with \( m \) regression trees is utilized to update \( f(x) \) as follows.

\[ f_m(x) = f_{m-1}(x) + \sum_{j=1}^{J} \rho_m b_{jm} I(x \in R_{jm}) \]  

\[ \rho_m = \text{argmin}_{\rho} \sum_{i=1}^{n} L(y_i, f_{m-1}(x_i)) + \sum_{j=1}^{J} \rho b_{jm} I(x \in R_{jm}) \]  

where \( \rho_m \) is estimated by minimizing the expected value of the loss function.

Overfitting can be prevented by controlling the number of iterations, but a more effective strategy is incorporating a shrinkage parameter (also called learning rate) into function \( f(x) \). As a simple regularization strategy, shrinkage parameter \( \xi \) \((0 < \xi < 1)\) can avoid overfitting by scaling the contribution of each tree. Then, Eq. (4) is updated as follows:

\[ f_m(x) = f_{m-1}(x) + \xi \sum_{j=1}^{J} \rho_m b_{jm} I(x \in R_{jm}) \]  

Although a smaller shrinkage parameter can reduce the effect of overfitting, more iterations are required to make the training error converge and obtain the optimal model, which will increase the running time of model. Therefore, there is a tradeoff between the value of the shrinkage parameter and the number of iterations \( M \). Empirical evidence suggests that a small \( \xi \) \((\xi < 0.1)\) with a large \( M \) is preferable (Hastie et al., 2005; Zhang and Haghani, 2015). The number of nodes in a tree, namely tree complexity \( J \), is another important parameter for influencing the performance of GBRT models. We usually expect very large trees, but increasing \( J \) will raise the computation complexity of model. Hastie et al. (2005) suggests that \( 4 \leq J \leq 8 \) is sufficient and generally works well. Furthermore, they point out that the GBRT model is not sensitive to the exact choice of \( J \) within the range of 4–8.

GBRT models cannot produce exact estimated coefficients and confidence intervals, but it can quantify the relative importance of each independent variable based on the optimal model. The relative importance of a variable \( x_i \) can be described as follows:

\[
\begin{align*}
I^2_i &= \frac{1}{M} \sum_{m=1}^{M} I^2_i(T_m) \\
I^2_i(T_m) &= \sum_{j=1}^{J} d_j
\end{align*}
\]  

where \( j \) is the number of internal nodes, \( m \) represents the \( m \)th iteration, and \( d_j \) denotes the improvement in squared error from making the \( j \)th split. The sum of the relative importance of all explanatory variables equals 100%.

Partial dependence plots produced by the GBRT model can visualize the associations between the dependent and independent variables. It illustrates the marginal effect of an explanatory variable on the predicted response while controlling for other independent variables in the given model. Based on the partial dependence plot, we can figure out whether or not independent variables within certain ranges, have stabilizing effects on the OD flows between metro stations. In other words, these plots provide an opportunity to investigate the refined non-linear effects of features of the built environment on station-to-station ridership.

5. Results

Following common practice in data mining, a cross-validation procedure was adopted to develop the GBRT model. The sample was randomly partitioned into five subsets. Four different subsets were used for extracting the model, while the remaining subset was used to test how well the model could predict. Based on the experimental findings of previous studies, we tested models with different values of shrinkage \((0.1, 0.05, 0.01, 0.005)\) and tree complexity \((3, 4, 5, 6)\) in the 5-fold cross-validation procedure. The evaluation results based on pseudo-$R^2$ showed that the optimal model in different step of 5-fold cross-validation (e.g., former 80% of the entire dataset as training samples and the reminder 20% as testing samples versus former 20% of the entire dataset as testing samples and the reminder 80% as training samples) were corresponding to different shrinkage and tree complexity, while the differences in pseudo-$R^2$ values were not big. Generally, we found the pseudo-$R^2$ of the models were relatively high when tree complexity and shrinkage were respectively set as 5 and 0.01 for all the four time periods. Considering the evaluation results and computational time, the three parameters related to shrinkage, tree complexity, and number of trees were set respectively as 0.01, 5 and 10000. After 9,886, 9,861, 9,996 and 8,955 boosting iterations, the models for the four time periods (7:00–9:00, 11:00–13:00, 17:00–19:00 and 21:00–23:00) achieved their best results. The values of testing pseudo-$R^2$ for the GBRT models were 0.874, 0.913, 0.884 and 0.680.  

The $R^2$ for the testing data tends to be smaller than for the training data due to the generalization ability of model. Therefore, we only report $R^2$
while the corresponding values for the traditional multiplicative models were 0.623, 0.639, 0.658 and 0.544\textsuperscript{4} (Table 2). It indicates that the superior prediction performance of the GBRT models compared to the multiplicative model.

5.1. Relative importance of independent variables

Fig. 3 shows the relative importance of the independent variables in predicting station-to-station ridership. The results illustrate that the joint contribution of the features of the built environment on the origin side to predicting station-to-station ridership for the four different time periods are about 42%, 33%, 32% and 24%, respectively, whereas on the destination side these variables contribute to 27%, 32%, 37% and 55%, respectively. The collective contribution of the remaining explanatory variables (housing price and station type on both sides, and the travel impedance variables) are 31%, 35%, 31% and 21%, respectively. It is evident that the built environment on the origin side has a larger effect on station-to-station ridership than the destination side has for morning rush hours, while this is reversed for afternoon rush hours and night. Fig. 3 also shows that, except for the night time, the three travel impedance variables collectively contribute to more than 21% of the total effect on station-to-station ridership. It indicates that travel impedance factors play an important role in the prediction of OD flows.

With respect to morning rush hours (7:00–9:00), land use mix and number of bus lines on the origin side, population density on the destination side, and transfer times are the four most important explanatory variables, with contributions more than 10%, respectively. However, for afternoon rush hours (17:00–19:00), population density on the origin side, transfer times, route distance, and number of bus lines on the destination side are the top four factors with the highest relative importance. Furthermore, it is found that population density on both sides, and travel impedance attributes (transfer times, detour and route distance) have relatively high and robust effects on station-to-station ridership, regardless of the time period. For the four time spans, the relative importance of population density all rank in the top ten, with contributions more than 4.4%. The relative importance of the three travel impedance factors are between 3.2% and 11.4%, which places them in the top twelve. It indicates that population density (no matter on the origin or destination side) and travel impedance factors play important roles in predicting station-to-station ridership.

As for the three main land use types, Fig. 3 illustrates that the relative importance of the business/commercial ratio is much higher than that of residential and industrial/manufacturing ratios. The relative importance of land use mix is highly volatile for the four time periods. Land use mix has a great relative importance on the origin side (13.54%, rank 1) but a very small relative importance on the destination side (1.22%, rank 17) for the morning rush hours. In contrast, the relative contribution of land use mix on the destination side is much higher than that on the origin side for afternoon rush hours (0.86% vs 7.31%) and night (0.58% vs 14.71%). It indicates that as time goes by in a day, the dominant influence of land use mix gradually changes from the origin side to the destination side.

Fig. 3 also reports that the relative importance of road density on both sides in the context of station-to-station ridership is highest for midday. In general, the relative importance of other variables related to design, namely number of intersections, is small and constant for the four time periods as all are less than 4.1%. With respect to the number of bus lines, a bigger relative contribution is found for the origin side for the morning peak hours (11.11% vs 0.60%) and midday (11.50% vs 5.84%), while for the destination side for the afternoon peak hours (2.32% vs 7.82%) and night (0.45% vs 15.29%). Compared to other features of the built environment, the differences between the relative importance of distance to city center for different time periods are relatively small. It is found that distance to city center on the origin side has a bigger relative importance for afternoon rush hours and night (6.33% and 6.81%, respectively), while the relative importance of distance to city center on the origin side is higher for morning peak hours (5.96%). In terms of station type and demographics, it is shown that the relative importance of these factors is relatively small, with relative contributions less than 3%. Terminal stations and housing price on the origin side have a higher relative importance for morning rush hours, while their relative importance on the destination side is bigger for afternoon rush hours. Among the three travel impedance variables, transfer times has the highest relative importance. It indicates that, compared to detour and route distance, people are more sensitive to transfer times between different metro lines. Fig. 3 also shows that detour plays a non-trivial role in predicting station-to-station ridership.

5.2. Non-linear impact of independent variables on station-to-station ridership

5.2.1. Features of the built environment

The estimated coefficients of the conventional multiplicative model can be interpreted as the average marginal effects of the independent variables on the logarithm of station-to-station ridership. The partial dependence plots produced by the GBRT model provide a more refined analysis of the non-linear and possible threshold effects of the independent variables on station-to-station ridership. In other words, partial dependence plots enable us to figure out that within which particular range the effects of the independent variables on the prediction are high and relatively low within the remaining ranges.

Fig. 4 presents the effects of population density on predicting station-to-station ridership for four different time periods, while

---

\textsuperscript{4} In order to verify the possibly presence of multi-collinearity, variance inflation factors (VIF) were calculated for the independent variables. The results showed that there is evident multi-collinearity since all VIFs are all smaller than 6. Following the recommendation of an anonymous reviewer, we also ran OLS and 2SLS models but found that multiplicative model outperform these two models.
Table 2
Estimation results of the multiplicative model.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>7:00–9:00</th>
<th>11:00–13:00</th>
<th>17:00–19:00</th>
<th>21:00–23:00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>p-Value</td>
<td>Coefficient</td>
<td>p-Value</td>
</tr>
<tr>
<td>Origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>0.467</td>
<td>0.000</td>
<td>0.290</td>
<td>0.000</td>
</tr>
<tr>
<td>Residential ratio</td>
<td>0.045</td>
<td>0.006</td>
<td>−0.054</td>
<td>0.000</td>
</tr>
<tr>
<td>Business/commercial ratio</td>
<td>−0.198</td>
<td>0.000</td>
<td>−0.062</td>
<td>0.000</td>
</tr>
<tr>
<td>Industrial/manufacturing ratio</td>
<td>−0.046</td>
<td>0.000</td>
<td>−0.101</td>
<td>0.000</td>
</tr>
<tr>
<td>Land use mix</td>
<td>0.128</td>
<td>0.000</td>
<td>−0.030</td>
<td>0.190</td>
</tr>
<tr>
<td>Road density</td>
<td>0.134</td>
<td>0.021</td>
<td>0.225</td>
<td>0.000</td>
</tr>
<tr>
<td>Number of intersections</td>
<td>0.037</td>
<td>0.400</td>
<td>0.991</td>
<td>0.014</td>
</tr>
<tr>
<td>Number of bus lines</td>
<td>0.255</td>
<td>0.000</td>
<td>0.235</td>
<td>0.000</td>
</tr>
<tr>
<td>Distance to city center</td>
<td>0.214</td>
<td>0.000</td>
<td>−0.088</td>
<td>0.000</td>
</tr>
<tr>
<td>Terminal dummy</td>
<td>0.483</td>
<td>0.000</td>
<td>0.581</td>
<td>0.000</td>
</tr>
<tr>
<td>Transfer dummy</td>
<td>0.054</td>
<td>0.206</td>
<td>0.111</td>
<td>0.000</td>
</tr>
<tr>
<td>Housing price</td>
<td>−0.035</td>
<td>0.390</td>
<td>−0.131</td>
<td>0.000</td>
</tr>
<tr>
<td>Destination</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>0.236</td>
<td>0.000</td>
<td>0.338</td>
<td>0.000</td>
</tr>
<tr>
<td>Residential ratio</td>
<td>−0.182</td>
<td>0.000</td>
<td>−0.033</td>
<td>0.024</td>
</tr>
<tr>
<td>Business/commercial ratio</td>
<td>0.130</td>
<td>0.000</td>
<td>−0.024</td>
<td>0.039</td>
</tr>
<tr>
<td>Industrial/manufacturing ratio</td>
<td>−0.082</td>
<td>0.000</td>
<td>−0.110</td>
<td>0.000</td>
</tr>
<tr>
<td>Land use mix</td>
<td>−0.028</td>
<td>0.272</td>
<td>−0.084</td>
<td>0.000</td>
</tr>
<tr>
<td>Road density</td>
<td>−0.008</td>
<td>0.893</td>
<td>0.316</td>
<td>0.000</td>
</tr>
<tr>
<td>Number of intersections</td>
<td>0.177</td>
<td>0.000</td>
<td>−0.034</td>
<td>0.402</td>
</tr>
<tr>
<td>Number of bus lines</td>
<td>0.128</td>
<td>0.000</td>
<td>0.229</td>
<td>0.000</td>
</tr>
<tr>
<td>Distance to city center</td>
<td>−0.291</td>
<td>0.000</td>
<td>−0.120</td>
<td>0.000</td>
</tr>
<tr>
<td>Terminal dummy</td>
<td>0.561</td>
<td>0.000</td>
<td>0.474</td>
<td>0.000</td>
</tr>
<tr>
<td>Transfer dummy</td>
<td>0.328</td>
<td>0.000</td>
<td>0.636</td>
<td>0.000</td>
</tr>
<tr>
<td>Housing price</td>
<td>0.316</td>
<td>0.000</td>
<td>−0.195</td>
<td>0.000</td>
</tr>
<tr>
<td>Travel impedance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfer times</td>
<td>−1.064</td>
<td>0.000</td>
<td>−0.876</td>
<td>0.000</td>
</tr>
<tr>
<td>Detour</td>
<td>−1.360</td>
<td>0.000</td>
<td>−0.856</td>
<td>0.000</td>
</tr>
<tr>
<td>Route distance</td>
<td>−0.116</td>
<td>0.000</td>
<td>−0.226</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>0.518</td>
<td>0.105</td>
<td>1.368</td>
<td>0.000</td>
</tr>
<tr>
<td>Number of samples</td>
<td>10,041</td>
<td>9248</td>
<td>9870</td>
<td>6485</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.624</td>
<td>0.640</td>
<td>0.659</td>
<td>0.546</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.623</td>
<td>0.639</td>
<td>0.658</td>
<td>0.544</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of relative importance between different time periods.
controlling for all other independent variables in the models. All the plots show a non-linear association between population density and station-to-station ridership, regardless of on which side and which time periods. Furthermore, it is evident that population density on both sides have positive effects on station-to-station ridership, which is consistent with the results produced by the multiplicative model (Table 2). According to the range of values for the vertical axes, population density on the origin side produces higher OD flows during the PM rush hours, while population density on the destination side generates higher OD flows during the AM rush hours. Taking population density on the origin side as an example for the peak period (Fig. 4c), population density on the origin side has a trivial effect when it is less than about 26 thousand persons per km$^2$, while station-to-station ridership increases substantially when population density on the origin side exceeds 26 thousand persons per km$^2$. For the off-peak period, taking Fig. 4f as an example, when population density on the destination side grows from 6 to 9 thousand persons per km$^2$, station-to-station ridership increases at about one person; then population density on the destination side has weak impact when it grows from 9 to 19 thousand persons per km$^2$; station-to-station ridership increases linearly when population density on the destination side increases from 19 to 38 thousand persons per km$^2$. A negative association between population density on the destination side and station-to-station ridership exists when population density exceeds 29 thousand persons per km$^2$, for unknown reasons (Fig. 4g).

The partial dependence plots for residential ratio are presented in Fig. 5. It shows that residential ratio on the origin side is positively associated with station-to-station ridership during morning rush hours but negatively correlated with station-to-station ridership during afternoon rush hours and off-peak periods, which is consistent with the results of the multiplicative models. Taking Fig. 5a as an example, residential ratio on the origin side has a linear effect (albeit fluctuating sometimes) on station-to-station ridership when it increases from 0 to around 0.33; then the effect becomes negative when the residential ratio is between 0.33 and 0.48; station-to-station ridership is positively associated with residential ratio when this index exceeds 0.48. As for residential ratio on the destination side, residential ratio is negatively associated with station-to-station ridership during AM rush hours and midday. However, the relationship between residential ratio and station-to-station ridership during PM rush hours and night does not show a clear trend (Fig. 5g and h). The impact of residential ratio on the destination side reaches the highest points at about 0.35 and then
decreases for both PM rush hours and night. The range of values for the vertical axis in Fig. 5h is relatively small.

The partial dependence plots for business/commercial ratio are presented in Fig. 6. It is noted that business/commercial ratio shows a negative correlation with station-to-station ridership when it exceeds 0.3. This negative association appears counterintuitive. A possible reason could be that the majority of business/commercial ratios within station catchment areas are smaller than 0.3 and only four samples are larger than 0.3 in the study area (see Table 2, the mean value is 9.18% and the standard deviation is 9.40%), and therefore the outliers may produce this result. Nevertheless, Fig. 6a and c show that the relationship between business/commercial ratio on the origin side and station-to-station ridership is negative during AM peak hours while positive during PM peak hours when the business/commercial increases from 0 to 0.3. Fig. 6e and g report a reverse relationship between business/commercial on the destination side and station-to-station ridership during peak hours. Moreover, Fig. 6 demonstrates the non-linear effects of business/commercial ratio (on both origin and destination sides) on station-to-station ridership. For instance, Fig. 6e shows that the business/commercial ratio on the destination side has weak effect on station-to-station ridership when it is smaller than 0.16, and station-to-station ridership increases rapidly when it grows from 0.16 to 0.3. Fig. 6c presents a similar regularity. It is worth noting that both relative importance and partial dependence plots (compare the ranges of values for the vertical axes in Figs. 5–7) suggest that the business/commercial ratio has a larger effect on station-to-station ridership than the residential and industrial/manufacturing ratios.

Fig. 7 indicates that the industrial/manufacturing ratio on both the origin and destination sides have negative effects on station-to-station ridership, regardless of the time periods. In general, all plots in Fig. 7 show that station-to-station ridership reach its low points when the industrial/manufacturing ratio is between 0.30 and 0.37. Furthermore, most plots in Fig. 7 show that: first, industrial/manufacturing ratio has trivial effect on station-to-station ridership when it increases from 0 to 0.25; then, station-to-station ridership decreases linearly and sharply as the industrial/manufacturing ratio moves to the range 0.25–0.30; and then the industrial/manufacturing ratio has the smallest effect on station-to-station ridership; finally, the curves become horizontal. Therefore, the industrial/manufacturing ratio has threshold effects on station-to-station ridership. Only when the ratio exceeds the value of 0.25, the
negative relationship with station-to-station ridership becomes clear, which is not reflected in the results of the conventional multiplicative DRM model (Table 2).

The eight plots in Fig. 8 illustrate the relationship between land use mix on the different sides and station-to-station ridership for different time periods. The curves are nearly horizontal in most plots, indicating that station-to-station transit ridership is not related to land use mix on either side. This is in line with Choi et al. (2012), who also found that land use mix has no significant positive effect on metro ridership in Seoul City.

The effects of road density on both the origin and destination sides on station-to-station ridership for different time periods are shown in Fig. 9. In general, these plots indicate that road density on both sides is positively correlated with station-to-station ridership, regardless of time of day. This pattern is in line with Tu et al. (2018). Furthermore, compared to the estimation results in Table 2, the partial dependence plots illustrate more details about this positive relationship. Taking Fig. 9g as an example, road density on the destination side has a trivial impact on station-to-station ridership when it is less than 9 km/km². Then, ridership increases when road density grows from 9 to 10 km/km², and the effect becomes trivial when road density moves from 10 to 15.5 km/km². Finally, station-to-station ridership increases substantially when road density on the destination side exceeds 15.5 km/km².

Fig. 10 summarizes the associations between station-to-station ridership and number of intersections on the origin and destination side for the four chosen time periods. Fig. 10b, f and g have a similar non-linear pattern: first steady then decreasing and then increasing (a U-shaped manner), while Fig. 10c and e have another similar non-linear pattern: first steady then increasing and then decreasing (an inverted U-shaped manner). The non-linear relationship between station-to-station ridership and the number of intersections for the night time slot differs from the other three time periods. According to the ranges of vertical axes, it is found that number of intersections on the origin side has a larger effects on station-to-station ridership during PM peak hours than during other time periods, while number of intersections on the destination side has a larger impact on station-to-station ridership during peak hours than during off-peak hours. Taking Fig. 10e as an example, the average station-to-station ridership is about 6 when number of

---

Fig. 8. The effects of land use mix on station-station ridership.

Fig. 9. The effects of road density on station-station ridership.
intersections on the origin side is less than 17, while it increases to 15 when the number of intersections on the origin side is within 20 to 38. The plots in Fig. 10 show that number of intersections has a threshold effect on station-to-station ridership.

Fig. 11 displays the relationship between station-to-station ridership and number of bus lines on the origin and destination side for different time periods. Consistent with the literature (e.g., Choi et al., 2012; Zhao et al., 2014; Durning and Townsend, 2015), the results of the multiplicative model suggest that number of bus lines has a significant and positive effect on metro ridership at station-to-station level, regardless of the time periods (Table 2). However, the partial dependence plots produce by the GBRT models show that the significant and positive effects may be amplified and highlighted by a few outliers (e.g., number of bus lines > 40). Thus, the real relationship between number of bus lines and metro ridership would be hidden or overstated. For example, the horizontal curves with slight fluctuation, as number of bus lines less than 40, indicate that number of bus lines have a trivial effect on station-to-station ridership during midday period (Fig. 11c and g). Nevertheless, the remaining plots show that, excluding the outliers (number of bus lines > 40), the number of bus lines has a positive influence on station-to-station ridership for rush hours and night.

The partial dependence plots for distance to city center are shown in Fig. 12. Fig. 12a, g and h indicate that distance to city center on the origin side is positively associated with station-to-station ridership during AM rush hours, while distance to city center on the destination side has a positive effect on metro ridership at station-to-station level during PM rush hours and night. On the other hand, Fig. 12b, c, e and f demonstrate that distance to city center on the origin side is negatively related to station-to-station ridership during midday and PM peak hours, while distance to city center on the destination side has negative effects on metro ridership at station-to-station level during AM peak hours and midday. This finding reflects the main direction of urban mobility in each time period such as inbound commuting trips moving into the city center during AM rush hours and outbound commuting trips moving away from the city center during PM rush hours. Distance to city center on the origin side has the largest effect on station-to-station ridership in the afternoon, while distance to city center on the destination side has the largest effect on station-to-station ridership in the morning. Taking Fig. 12e as an example, within the range of 0–5.5 km, station-to-station ridership decreases sharply (at about 40); and the effect of further increase in distance to city center on the destination side becomes inappreciable when it exceeds 5.5 km.

![Fig. 10. The effects of number of intersections on station-station ridership.](image1)

![Fig. 11. The effects of number of bus lines on station-station ridership.](image2)
5.2.2. Other independent variables

The partial dependence plots for station type are two straight lines since station type variables are dummy variables. The partial dependence plots for demographics and the three travel impedance variables are shown in Fig. 13. The plots indicate that the effects of housing price on both the origin and destination side on station-to-station fluctuates. Taking Fig. 13e as an example, it is shown that housing price on the destination side has a trivial influence on station-to-station ridership when it is less than $14 \times 10^3$ yuan/m²; station-to-station ridership then decreases slightly when housing price is between 14 and $18 \times 10^3$ yuan/m²; and then remains constant when housing price is within the range of $18–29 \times 10^3$ yuan/m². However, increasing housing price on the destination side between $29 \times 10^3$ and $44 \times 10^3$ yuan/m² enhances metro ridership at the station-to-station level; and further when housing price on the destination side exceeds $44 \times 10^3$ yuan/m², it negatively impacts station-to-station ridership.

The effects of the three travel impedance variables are summarized in Fig. 14. With respect to transfer times, the multiplicative model indicates a significant and negative relationship with station-to-station ridership for different times of day. However, the partial dependence plots show the effects are all in a non-linear rather than linear way, regardless of the time period. The plots (Fig. 14a-d) show that station-to-station ridership decreases substantially when transfer times increases from 0 to 1, while the effect of further increasing in transfer times becomes small when it exceeds 1. This implies that the marginal effect progressively decreases as transfer times grows and individuals are more sensitive to transfer or not rather than transfer once or twice. Fig. 14e-h demonstrate that detour is negatively related to station-to-station ridership. In general, detour has a trivial effect on metro ridership at station-to-station level when it exceeds 2 (the exact cut-down point for night is around 2.5), regardless of time of day. It indicates that detour has a threshold effect on station-to-station ridership. Actually, the negative effects of detour on metro station-to-station ridership within the range of 1 to 2 is not always the same. The plots show that, station-to-station ridership decreases sharply when detour grows from 1 to about 1.2 (the average value of detour in Nanjing metro system is 1.42, see Table 1), while the negative effects become much mild as detour is between 1.2 and 2. The partial dependence plots for route distance illustrate that route distance is not always negatively associated with station-to-station ridership: there is a positive relationship when route distance is less than 50.

Fig. 12. The effects of distance to city center on station-station ridership.

Fig. 13. The effects of housing price on station-station ridership.
approximately 6 km. This finding is somewhat counterintuitive and inconsistent with the results of the multiplicative model in the present paper and previous studies (Choi et al., 2012; Zhao et al., 2014). We have to proclaim that the estimation results produced by traditional DRM model can only reflect the major negative influence trend of route distance (or travel time) on station-to-station ridership, and therefore may hidden the details. It should be noted that metro is appropriate for middle- and long-distance trips, and passengers whose trip distances are too long or too short will seldom choose metro to travel. All the partial dependence plots for route distance depict that this factor affects station-to-station ridership in a non-linear manner and the influence trends are quite similar for different time periods. When route distance is less than 6 km, an increasing in route distance will raise station-to-station ridership; then there is a reverse relationship between them when route distance is within the range of 6–30 km (especially within the range of 6–20 km). However, beyond the range, route distance has a trivial effect on station-to-station ridership.

6. Discussion and conclusions

By applying the GBRT model, the present paper examined the effects of features of the built environment on metro station-to-station ridership by different times of day (AM rush hours 7:00–9:00, midday 11:00–13:00, PM rush hours 17:00–19:00, and night 21:00–23:00), using smart card data from the Nanjing metro system, China. Four categories of independent variables, including built environment characteristics on the origin and destination side, station type on the origin and destination side, housing price on the origin and destination side, and travel impedance factors were used for modelling station-to-station ridership. The choice of this data mining method was motivated by the desire to analyse the relationships between features of the built environment and ridership in a more refined manner, based on the contention that this relationship discontinuous, non-monotonic, unlike continuous as common direct ridership models commonly assume.

This study found several interesting and meaningful results. First, the GBRT model is superior to the multiplicative model in predicting metro station-to-station ridership for all time periods considered. Second, the results of the GBRT model indicate that features of the built environment on the origin side have larger effects on station-to-station ridership than on the destination side during the morning rush hours, while the opposite is found during the afternoon rush hours and night. Number of bus lines on the origin side, population density on the destination side, and transfer times are the three most important explanatory variables for station-to-station ridership in the morning rush hours. Population density on the origin side, transfer times, route distance, and number of bus lines on the destination side are the top four factors with highest relative importance for the afternoon rush hours. Third, most independent variables indeed are associated with station-to-station ridership in a discontinuous, non-linear way, regardless of the time periods. Fourth, among the three travel impedance variables, transfer times shows the strongest relationship with station-to-station ridership.

Thus, the experience with the application of the GBRT data mining method in this study confirms the potential relevance of this algorithm to predict station-to-station ridership and describe in more detail the form of the relationship. It has the advantage that no a priori assumptions have to be made about the functional form of the relationship, but that the best fitting discontinuous form is
derived from the data. The result is a more refined expression and improved prediction of ridership. However, the results of this study also demonstrate a potential disadvantage of these data-driven data mining methods. The data-driven nature of the algorithm may lead to counterintuitive results for some ranges of explanatory variables. This caused by sparse data, outliers and/or the specific, unbalanced spatial distribution of the independent variables. It implies that results of the GBRT cannot be accepted uncritically. However, the results can be used to explore the relationship in a more refined way. Counterintuitive findings should be detected and the underlying data in the relevant range should be inspected. The model can be improved either by trying different settings or by estimating the effect for splines defined on the basis of the outcomes of the trees.

The findings of this study help policymakers and urban planners to better understand how the factors such as features of the built environment and travel impedance attributes influence station-to-station ridership. For travel demand models, the estimation results, including relative importance and partial dependence plots, provide a better sketch planning tool for predicting metro station-to-station ridership than that of conventional DRM models, thereby assisting metro station planning. The results demonstrate that population density plays a key role in metro ridership at station-to-station level. Therefore, high-density housing, business and commercial land development should be predominant in station catchment areas when developing new areas and satellite towns. The relative importance of population density and business/commercial ratio on both origin and destination sides are large for nearly all the times of day, indicating that they are strongly associated with station-to-station ridership. This suggests urban planners should pay more attention to the planning of business/commercial land use which is the important trip productions and attractors. Although the extent of land use mix does not account for an increase in station-to-station ridership in a specific time period, the partial dependence plots of residential ratio, business/commercial ratio, and industrial/manufacturing ratio indicate that excessive development of specific land type around metro station on origin or destination side will decrease metro ridership. Increasing road density will improve station-to-station ridership. However, it should be realized that road supply (mainly high-level municipal roads) also stimulate car ownership and usage (Li et al., 2010). Considering the sparse road densities around most suburban metro stations and the suburbanization of population in Chinese cities, reasonable ratios of different road hierarchies should be carefully kept in mind. More secondary, residential road and relatively small communities (blocks) are needed in the suburban metro station areas. The non-linear relationship between number of intersections and station-to-station ridership demonstrates that increasing intersection density to improve connectivity could encourage rail transit travel and promote ridership. While this positive effect only works within a certain range of the number of intersections. Furthermore, the effect becomes negative when intersection density around metro station exceeds the threshold value. This finding is also helpful for urban planning.

Since the number of bus lines has a high relative importance and is positively related to station-to-station ridership for most time periods, the connectivity between bus and metro should be paid enough attention by transportation planners and operators. The finding that both transfer times and detours have significant and negative effects on station-to-station ridership indicates that low connectivity efficiency, and improper metro network layout would reduce the utility of metro travel. This suggests that local government can decrease inconvenient metro transfers by directly connecting two important areas (e.g., city center, subsidiary center, and railway station) via one metro line. Furthermore, the relationship between route distance and station-to-station ridership implies that in the middle trip length range people are more likely to use metro, and this may shed a light on the layout of metro network and urban functional areas. Finally, different features of the built environment affecting station-to-station ridership at different time of day (AM rush hours, midday, PM rush hours, and night) and by different magnitudes indicates the different influencing mechanisms of station-to-station ridership between different time periods. This can provide a reference for travel demand optimization in urban rail transit management and built environment balance in urban planning, based on the refined ridership analyses rather than simply regarding the determinant of the total daily ridership.

Although this study contributed to some under-researched topics related to predicting metro ridership and led to some interesting results, some aspects need further investigation. First, the number of studies on direct station-to-station ridership model is still very limited and our study does not change that observation. Hence, replication studies should be welcome to accumulate knowledge about the performance of GBRT. To assess the generalizability of the approach and the specific results, it would be of interested to apply the model to smart card data of other cities that vary in size and complexity and connectivity of the metro network, and also in terms of the spatial distribution of the built environment variables. Second, in this study we compared the GBRT model only with the multiplicative model. It would be relevant for practitioners, however, to extend this comparison of modeling approaches to other data mining methods, other more advanced conventional models and to the more comprehensive activity-based models. DRMs do not consider competition between transportation modes and mostly reflect the correlations between explanatory variables and dependent variable rather than the direct causality. Thus, it is relevant to judge whether this limitation critically affects the forecasts and policy recommendations of the DRMs. Third, we only explored the effects of built environment, station type, and travel impedance attributes on station-to-station ridership in this paper, while travel impedance of competing modes (i.e., bus and car), travel behavior changes during the day, and the interactions between independent variables especially between the features of the built environment may be also associated with station-to-station ridership. This issue should be further investigated. Fourth, it is interesting to determine which “D” is influencing more metro station-to-station ridership. Therefore, more relevant information on the features of built environment need to be collected in comprehensive manner. Fifth, we examined the direct effects of the features of built environment and demographics, while all these variables might be influenced by the metro system investment. Although the VIF test indicates the endogeneity issues are not strong enough in our study, we could not deny the potential endogeneity issue and call for similar studies based on other models such as path analysis model in the future. Moreover, this study focused on the station-to-station ridership of metro systems. It will be meaningful to extend the study to other transportation modes such as bus, tram. The station-to-station ridership of integrated multimodal transportation systems should be considered in future work.
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