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This paper considers the two-person zero-sum Markov game with finite state and action spaces at the criterion of average reward per unit time. For two types of Markov games, the communicating game and the simply connected game, it is shown that the method of successive approximations provides good bounds on the value of the game and nearly-optimal stationary strategies for the two players.

INTRODUCTION

This paper deals with two-person zero-sum average reward Markov games with finite state and action spaces. Recently Monash [6] and Mertens and Neyman [5] have shown that these games always have a value, though not necessarily within the class of stationary strategies nor within the class of Markov strategies (cf. Gillette [4] and Blackwell and Ferguson [21]).

Federgruen [3] showed that, if the underlying Markov games corresponding to a pair of (pure) stationary strategies all have the same number of irreducible subchains, then the game has a value within the class of stationary strategies.

In Van der Wal [9,11] it is shown that in the unichain case one can obtain good bounds on the value of the game and nearly-optimal stationary strategies for the two players by the method of standard successive approximations. Here we want to extend the results in [9,11] to the communicating case (cf. Bather [1]) and the simply connected case (cf. Platzman [7]).

So we consider a dynamical system with finite state space \( S := \{1,2,\ldots,N\} \) and finite action spaces \( A \) and \( B \) for players 1(\( P_1 \)) and 2(\( P_2 \)) respectively. The system is observed at equidistant points in time, \( t = 0,1,\ldots \) say, and controlled by the two players. At each time \( t \), having seen the state of the system, they choose an action. As a joint result of the actions \( a \) by \( P_1 \) and \( b \) by \( P_2 \) in state \( i \), \( P_1 \) receives a (possibly negative) reward \( r(i,a,b) \) from \( P_2 \) and the system moves to state \( j \) with probability \( p(i,a,b,j) \).

In general a strategy for \( P_1 \) is any sequence \( (f_0,f_1,\ldots) \) of mappings \( f_n : S \times A \rightarrow \{0,1\} \) with \( \sum_a f_n(i,a) = 1 \) for all \( i \in S \). The functions \( f_n \) are called
policies and $f_n(i,a)$ denotes the probability that action $a$ is taken if the system is observed in state $i$ at time $n$. A strategy is called stationary if $f_n = f_0$ for all $n \geq 1$. Notation $f^{(\omega)}_0$ or simply $f_0$. Similarly we define strategies $\gamma = (h_0,h_1,\ldots)$ for $P_2$.

It is sufficient to consider only Markov strategies since in the cases treated here the game has a value within the class of Markov strategies and as one may show a (nearly-) optimal Markov strategy in the game with Markov strategies only is also (nearly-) optimal in the game with arbitrary strategies.

For any two policies $f$ and $h$ define the vector $r(f,h)$ and the matrix $P(f,h)$ by

$$r(f,h)(i) := \sum_{a,b} f(i,a)h(i,b)r(i,a,b), \quad i \in S$$
$$P(f,h)(i,j) := \sum_{a,b} f(i,a)h(i,b)p(i,a,b,j), \quad i,j \in S.$$ 

Further define the operators $L(f,h)$ and $U$ on $\mathbb{R}^N$ by

$$L(f,h)v = r(f,h) + P(f,h)v$$
$$Uv = \max_f \min_h L(f,h)v.$$ 

Then the average reward per unit time vector corresponding to a pair of strategies $\pi = (f_0,f_1,\ldots)$, $\gamma = (h_0,h_1,\ldots)$ is defined by

$$g(\pi,\gamma) = \lim_{n \to \infty} \inf \frac{1}{n}L(f_0,h_0)\ldots L(f_{n-1},h_{n-1})0.$$ 

The game is said to have the value $g^*$ if

$$\sup_\pi \inf_\gamma g(\pi,\gamma) = \inf_\gamma \sup_\pi g(\pi,\gamma) = g^*.$$ 

A strategy $\tilde{\pi}$ is called $\varepsilon$-optimal for $P_1$ if $\inf_\gamma g(\tilde{\pi},\gamma) > g^* - \varepsilon$, $e^T = (1,1,\ldots,1)$. Similarly $\tilde{\gamma}$ is $\varepsilon$-optimal for $P_2$ if

$$\sup_\pi g(\pi,\tilde{\gamma}) > g^* + \varepsilon.$$ 

In order to approximate $g^*$ and to find nearly-optimal stationary strategies for the two players we use the method of standard successive approximations (sa)

$$v_0 := 0$$

$$v_{n+1} := Uv_n, \quad n = 0,1,\ldots.$$
As will be shown for communicating and for simply connected games the value $g^*$ is independent of the initial state. Therefore the following lemma is of considerable interest.

**Lemma 1**

Let $v \in \mathbb{R}^N$ be arbitrary and let $\hat{f}$ and $\hat{h}$ satisfy $L(f, \hat{h})v \leq Uv \leq L(\hat{f}, h)v$ for all $f$ and $h$, then

(i) $g(\hat{f}, \gamma) \geq \min_{i \in S} (Uv - v)(i).e$ for all $\gamma$

(ii) $g(i, \hat{h}) \leq \max_{i \in S} (Uv - v)(i).e$ for all $\pi$

(iii) $\min_{i \in S} (Uv - v)(i).e \leq g^* \leq \max_{i \in S} (Uv - v)(i).e$

**Proof**

The proof is rather straightforward, see e.g. [9].

From this lemma we see that if $v_{n+1} - v_n$ converges to a constant vector then $g^*$ is state independent and the method of sa yields good bounds on $g^*$ and nearly-optimal stationary strategies for the two players.

In order to avoid period behaviour of $v_{n+1} - v_n$ the following assumption is made.

**Strong aperiodicity assumption (SAA)**

For some constant $\alpha > 0$ and for all $i \in S$, $a \in A$, $b \in B$

$$p(i, a, b, i) \geq \alpha.$$  

This is no serious restriction. Any Markov game can be transformed into an equivalent game satisfying SAA by means of a data transformation due to Schweitzer [8] (cf. [9]). Now let us define the communicating and the simply connected game.

**Definition 1** (cf. Bather [1])

A Markov game is called *communicating* if for any pair $i, j \in S$ each of the two players can force the system to reach state $j$ from state $i$ with positive probability in a finite number of steps whatever actions his opponent takes.

As a consequence of the SAA we have that if the Markov game is communicating then there exists some constant $\eta > 0$ and Markov strategies $\bar{\pi} = (\bar{\pi}_0, \ldots, \bar{\pi}_{N-2})$ and $\bar{\gamma} = (\bar{\gamma}_0, \ldots, \bar{\gamma}_{N-1})$ such that for all $i, j \in S$ and all $\pi = (\pi_0, \ldots, \pi_{N-2})$ and $\gamma = (\gamma_0, \ldots, \gamma_{N-2})$
(2) \[ P(\bar{f}_0, h_0) \ldots P(\bar{f}_{N-2}, h_{N-2}) \begin{pmatrix} i \end{pmatrix} = n \quad \text{and} \]

(3) \[ P(f_0, \bar{h}_0) \ldots P(f_{N-2}, \bar{h}_{N-2}) \begin{pmatrix} i \end{pmatrix} = n. \]

(Recall that \( N \) is the number of states in \( S \)). This can be shown along similar lines as lemma 13.3 in [11].

A somewhat weaker condition is the condition of simply connectivity.

**Definition (cf. Platzman [7])**

A Markov game is called *simply connected* if the state space \( S \) can be divided into two disjoint subjects \( \hat{S} \) and \( \hat{S} \) such that

(i) \[ p(i, a, b, j) = 0 \quad \text{for all } i \in \hat{S}, j \in S, a \in A, b \in B \]

(ii) the game is communicating on \( \hat{S} \)

(iii) the game is transient on \( \hat{S} \), i.e. there is some constant \( \theta > 0 \) such that

For all \( i \in \hat{S} \) and for all \( n, \gamma \)

(4) \[ \sum_{j \in S} P(f_0, h_0) \ldots P(f_{N-2}, h_{N-2}) \begin{pmatrix} i \end{pmatrix} = \theta. \]

In the sequel it will be shown that the conditions communicatingness and simply connectivity each guarantee that \( g^* \) is constant and (together with the SAA) imply that \( v_{n+1} - v_n \to g^* (n \to \infty) \).

**THE COMMUNICATING CASE**

In this section it will be shown that the communicating condition together with the SAA guarantees that \( v_{n+1} - v_n \) converges to the value function \( g^* \) which is independent of the initial state.

Consider the sa scheme (1) and define for \( n = 0, 1, \ldots \)

\[ g_n := v_{n+1} - v_n \]

\[ \gamma_n := \min_{i} g_n(i) \]

\[ u_n := \max_{i} g_n(i). \]

From

\[ \min_{i} (v-w)(i).e \geq Uv - Uw \max_{i} (v-w)(i).e \quad \text{for all } v, w \in \mathbb{R}^N \]

we immediately have the following lemma.
Lemma 2

\[ v_n \leq u_{n+1} \leq g^* \leq u_{n+1} \leq u_n \] for all \( n = 0, 1, \ldots \).

So the sequences \( \{v_n\} \) and \( \{u_n\} \) are monotonically nondecreasing and nonincreasing respectively and bounded by \( g^* \). Thus we can define

\[
l^* := \lim_{n \to \infty} v_n, \quad u^* := \lim_{n \to \infty} u_n.
\]

Now our aim is to prove that \( l^* = u^* \). To prove this we follow the line of reasoning in Van der Wal [10,11]. First it will be shown that \( \text{sp}(v_n) \) is bounded, where the span of a vector \( v \) is defined by

\[
\text{sp}(v) = \max_{i} v(i) - \min_{i} v(i).
\]

Next this is used together with the SAA to prove \( l^* = u^* \).

Let \( K \) be defined by

\[
K := \max_{i,a,b} |r(i,a,b)|.
\]

and let \( i \in S \) and \( n \) be arbitrary. Then it follows from (2) that

\[
v_{n+1}(i) = (U^N v_n)(i)
\]

(5)

\[
\geq -(N-1)K + \max_{f_0, \ldots, f_{N-2}, h_0, \ldots, h_{N-2}} \min_{v_0, \ldots, v_{N-2}} P(f_0, h_0) \cdots P(f_{N-2}, h_{N-2}) v_n(i)
\]

\[
\geq -(N-1)K + n \max_{j} v_n(j) + (1-n) \min_{j} v_n(j).
\]

And similarly it follows from (3) that for all \( k \in S \)

(6)

\[
v_{n+1}(K) \leq (N-1)K + n \min_{j} v_n(j) + (1-n) \max_{j} v_n(j).
\]

So from (5) and (6)

\[
\text{sp}(v_{n+1}) \leq 2(N-1)K + (1-2n) \text{sp}(v_n).
\]

Thus for all \( k = 0, 1, \ldots, N-3 \) and all \( \varepsilon = 0, 1, \ldots \)

\[
\text{sp}(v_{k+\varepsilon}(N-1)) \leq \frac{1-(1-2n)^{\varepsilon}}{1-(1-2n)} \cdot 2(N-1)K + (1-2n)^{\varepsilon} \text{sp}(v_k)
\]

\[
\leq n^{-1}(N-1)K + \text{sp}(v_k)
\]
Hence for all $n$

$$sp(v_n) \leq n^{-1}(N-1)K + \max_{k=0,\ldots,N-3} sp(v_k),$$

so $sp(v_n)$ is bounded.

In order to prove $x^* = u^*$ we first have to derive some inequalities. Let $f_1, f_2, \ldots$ and $h_1, h_2, \ldots$ be policies satisfying

$$L(f, h_{n+1})v_n \leq v_{n+1} \leq L(f_{n+1}, h)v_n \quad \text{for all } f \text{ and } h.$$

Then

$$v_{n+2} - v_{n+1} = L(f_{n+2}, h_{n+2})v_{n+1} - L(f_{n+1}, h_{n+1})v_n \geq L(f_{n+1}, h_{n+2})v_{n+1} - L(f_{n+1}, h_{n+2})v_n = P(f_{n+1}, h_{n+2})(v_{n+1} - v_n).$$

So for all $s, t = 0, 1, \ldots$

$$(7) \quad v_{s+t+1} - v_{s+t} \geq P(f_{s+t}, h_{s+t+1}) \cdots P(f_{s+1}, h_{s+2})(v_{s+1} - v_s).$$

And for all $i \in S$

$$(8) \quad g_{s+t}(i) \geq \alpha^t g_s(i) + (1-\alpha^t)\xi_s.$$ 

Now let us fix for the time being $n$ and $m$ and let state $i$ satisfy $g_{n+m}(i) = \xi_{n+m}$. Then from (8), with $s = n+k, t = m-k$,

$$\xi_{n+m} = g_{n+m}(i) \geq \alpha^{m-k} g_{n+k}(i) + (1-\alpha^{m-k})\xi_{n+k} \geq \alpha^{m-k} g_{n+k}(i) + (1-\alpha^{m-k})\xi_n.$$ 

Hence for all $k = 0, 1, \ldots, m$

$$g_{n+k}(i) \leq \alpha^{-k} (\xi_{n+m} - \xi_n) + \xi_n \leq \alpha^{-m} (\xi^* - \xi_n) + \xi_n.$$ 

So

$$v_{n+m}(i) = v_n(i) + \sum_{k=0}^{m-1} g_{n+k}(i) \leq v_n(i) + m\xi_n + \max_{m}^{-m}(\xi^* - \xi_n).$$
On the other hand there must exist a state \( j \) such that \( g_{n+k}(j) = u_{n+k} \geq u^* \) for at least \( \frac{m}{N} \) of the indices \( k = 0, 1, \ldots, m-1 \) and \( g_{n+k}(j) \geq \varepsilon_{n+k} \geq \varepsilon_n \) for the other indices. Then for this state \( j \)

\[
(10) \quad v_{n+m}(j) = v_n(j) + \sum_{k=0}^{m-1} g_{n+k}(j) \geq v_n(j) + \frac{m}{N} u^* + (m - \frac{m}{N}) \varepsilon^*.
\]

Hence by (9) and (10)

\[
sp(v_{n+m}) \geq sp(v_n) + \frac{m}{N}(u^* - \varepsilon^*) - m \varepsilon_n.
\]

Now suppose \( \varepsilon^* < u^* \), then we can choose \( m \) as to make \( \frac{m}{N}(u^* - \varepsilon^*) \) arbitrary large and next choose \( m \) so that \( m \varepsilon_n \) is small. Further \( sp(v_n) \) is bounded, so if \( \varepsilon^* < u^* \) then we can choose \( n \) and \( m \) so that \( sp(v_{n+m}) \) becomes arbitrarily large. This however violates the boundedness of \( \{sp(v_k)\} \). Hence \( \varepsilon^* = u^* \).

With lemma 1 (iii) this implies that the communicating Markov game has a value independent of the initial state and that the sa scheme (1) yields good bounds on this value and nearly-optimal stationary strategies for the two players.

THE SIMPLY CONNECTED CASE

For the simply connected game it is clear that on the set \( \hat{S} \) the sequence \( \{v_{n+1} - v_n\} \) converges to a constant vector. From (4) we see that the system reaches \( \hat{S} \) from \( \hat{S} \) exponentially fast thus it follows from inequalities like (7) that \( \{v_{n+1} - v_n\} \) becomes constant on the whole state space. So also the simply connected game has a constant value and the method of sa yields good bounds on \( g^* \) and nearly-optimal stationary strategies for the two players.
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