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Summary

Some literature concerning two-stage selection procedures is given. In general, the problem of selecting the Normal population with largest mean from $k(\geq 2)$ Normal populations with a common variance is considered. Special attention is drawn to two-stage procedures with screening for selecting the best. Such a procedure consists of a combination of the subset selection approach and the indifference zone approach. The first stage is used for eliminating bad populations and the second stage is used to indicate the best population from the remaining part.

1. Introduction

In a number of situations an investigator is faced with the problem of designing an experiment in order to select the best population out of $k$ possible competing populations, where $k$ is a fixed known integer ($k \geq 2$). We assume that the populations are described by qualitative variables and are indexed by a real-valued location parameter $\mu$. We shall consider the problem how to select the $t(1 \leq t < k)$ best populations from a set of $k$ populations. If there are more than $t$ populations as candidates, then it is assumed that $t$ of them are tagged as the $t$ best populations. This assumption is made for the purpose of evaluating the infimum of the probability of correct selection. A statistical methodology using selection procedures should have many useful applications in the field of engineering, for instance quality processing.

A natural procedure would be to take $n$ independent observations from each population and to obtain average values. Then the $t$ populations with the largest sample means are indicated as the $t$ best populations. However, the question remains of how large $n$ should be in order to be sure with a certain confidence that the selected populations are indeed the $t$ best populations. For the case of $k$ Normal populations with a common known standard deviation the problem of selecting the best population ($t = 1$) and the determination of the common sample size was solved by Bechhofer (1954) using a fixed sample and the so-called Indifference Zone approach. The probability of correct selection has to be larger than or equal to $P^*$ for all $\mu = (\mu_1, ..., \mu_k)$ with the difference between the largest $\mu$ and the second largest is larger than or equal to a given positive real value $\delta^*$ (the so-called $P^*$-condition). Hall (1959) showed that among single-stage procedures this procedure is "most economical". Eaton (1967) proved that it has additional desirable decision properties. The case of $k$ Normal populations with an unknown common standard deviation has been considered by Bechhofer, Dunnett and Sobel (1954). A more general formulation of the general selection problem can be found in Rasch (1984). Reviews of the literature, also with reference to the Normal means problem, appear in Wetherill and Ofosu (1974), Bechhofer (1975), Bechhofer (1985) and van der Laan and Verdooren (1989).

A different approach is that of Gupta (1965), which is indicated by "Subset Selection". The Subset Selection approach has as its goal to select a subset of the $k$ populations considered,
in order to include the \( t \) best populations with a certain confidence. More precisely, the probability that the \( t \) best populations are in the subset is at least equal to \( P^* \). This last requirement is indicated as the \( P^* \)-condition. The size of the subset is a random variable and depends among other things on the \( k \) sample sizes. In the book by Gupta and Panchapakesan (1979) one can find a large number of references, but also in Gupta and Panchapakesan (1985).

Bechhofer's procedure requires a common sample size \( n \) per population, which is chosen in such a way that the \( P^* \)-condition is fulfilled. This procedure is "conservative" in the sense that if \( \mu \) is not an element of the so-called Least Favourable Configuration (\( \mu[1] = \ldots = \mu[k-1] = \mu[k] - \delta^* \)) which is mostly the case, then \( P(CS) > P^* \) for the actual \( \mu \) which the experimenter has encountered: in a certain sense there is an overprotection.

To overcome certain difficulties sequential procedures have been proposed. To mention a few: Bechhofer and Sobel (1954), Bechhofer, Kiefer and Sobel (1968), Paulson (1964), Fabian (1974a, 1974b), Lawing and David (1966) and Ramberg (1966). In some experimental situations, e.g. in agriculture where only one stage per growing season can be obtained, a sequential procedure may be impractical.

In this paper we will consider two-stage procedures. When the variance is unknown the first stage can be used to estimate the variance. A different idea behind a two-stage procedure is that after the first stage the experimentations can be terminated if for instance \( \mu[k-t+1] \leq \mu[k] \). If not, the first stage is used to eliminate inferior populations.

2. Indifference Zone approach

The Indifference Zone approach for selecting was introduced by Bechhofer (1954). References can be found in Gupta and Panchapakesan (1979) and Bechhofer (1985). Assume \( k \) (with \( k \geq 2 \)) independent populations denoted by \( G = (\pi_1, \ldots, \pi_k) \) are given. The related random variable to \( \pi_i \) is \( X_i \) with cumulative distribution function \( F(x; \pi_i) (i = 1, \ldots, k) \). Let \( \Omega \) denote the parameter space \( \{ \mu : \mu = (\mu_1, \ldots, \mu_k) \} \). The ranked parameter values are indicated by \( \mu[1] \leq \ldots \leq \mu[k] \). The \( t \) (\( 1 \leq t < k \)) best populations are \( \pi(k-t+1), \ldots, \pi(k) \), where \( \pi(i) \) is the population associated with \( \mu[i] (i = 1, \ldots, k) \). The goal is to select the unordered set \{\( \pi(k-t+1), \ldots, \pi(k) \)\}.

Let \( \delta_{ij} \) denote a measure of distance between the populations \( \pi(i) \) and \( \pi(j) \) with \( 1 \leq i < j \leq k \). In our case of location parameters, \( \delta_{ij} \) is usually defined as \( \mu[j] - \mu[i] \). We denote the probability of Correct Selection (CS) using a selection rule \( R \), usually bases on sufficient statistics for \( \mu_i \) by \( P(CS|R) \) or \( P(CS) \). We define two subspaces of \( \Omega \), namely \( \Omega(\delta^*) = \{ \mu : \delta_{k-t+1,k-t} \geq \delta^* > 0 \} \), the so-called preference zone, and the subset \( \Omega^2(\delta^*) \), the indifference zone.

The general problem is to determine the smallest common sample size \( n \) for which

\[
P(CS) \geq P^* \quad \text{for all } \mu \in \Omega(\delta^*),
\]

which is called the \( P^* \)-condition or \( P^* \)-requirement. The experimenter has to specify \( 0 < \delta^* \) and \( \binom{k}{t}^{-1} < P^* < 1 \).
3. Subset selection approach

Gupta (1965) suggested the subset selection approach. His goal is to select a subset of the $k$ populations to include the best population with probability at least equal to $P^*(k^{-1} < P^* < 1)$. The size of the subset is a random variable and depends among other things on the $k$ sample sizes. We want a selection rule which makes the size of the subset as small as possible. The subset selection approach can be applied after the experiment has already been executed.

In general, the goal is to construct a selection rule $R$ which partitions the set $G$ into two subsets $G_3$ and $G_4$, where

$$ G = G_3 \cup G_4 $$

$$ G_3 \cap G_4 = \emptyset $$

and

$$ P(CS) = P(\pi_{(k-t+j)} \in G_3; j = 1, \ldots, t) \geq P^* \text{ for } \mu \in \Omega, (1 \leq t < k). $$

The size $S$ of the selected subset $G_3$ is a random variable taking on the values $1, \ldots, k$ and $P(S \geq t) = 1$.

For general $t$ a selection rule has been presented by Carroll, Gupta and Huang (1975). For $t = 1$ a class of selection rules has been studied by Gupta and Panchapakesan (1972). In the location parameter case $F(x; \mu) = F(x - \mu)$ the rule

$$ R: \pi_i \in G_3 \text{ iff } \bar{X}_i \geq \bar{X}_{[k]} - d \quad (i = 1, \ldots, k) $$

with $d \geq 0$, has been discussed by Gupta (1965).

The selection constant $d$ must be solved from

$$ \int_{-\infty}^{\infty} F^{k-1}(x + d)dF(x) = P^*. $$

4. The indifference zone approach:
Normal populations with common known variances

Let us consider the situation of $k$ Normal populations with expectation $\mu_i \ (i = 1, \ldots, k)$ and with common known variance $\sigma^2$. The goal is to partition the set $G$ into two subsets $G_1$ and $G_2$, with

$$ G_1 = \{\pi_{(k-t+1)}, \ldots, \pi_{(k)}\}, $$

and

$$ G_2 = \{\pi_{(1)}, \ldots, \pi_{(k-t)}\}. $$
If there are more than \( t \) contenders because there are ties, it is assumed that \( t \) of these are appropriately tagged. The selection rule is based on the sufficient statistics for \( \mu_i \), namely the sample means of samples of \( n \) independent observations from \( \pi_i \). We select a subset \( S \) of \( G \) of size \( t \) as follows. Include in \( S \) the populations associated with the \( t \) largest sample means. The \( P^* \)-condition can be written as

\[
P [S = G_1 \mid \mu \in \Omega(\delta^*)] = P [S = G_1 \mid \delta_{k-t+1,k-t} \geq \delta^*] \geq P^* .
\]

Then

\[
P(CS) \geq t \int \Phi^{k-t}(x + \tau) \{1 - \Phi(x)\}^{t-1} d\Phi(x),
\]

where \( \Phi \) is the standard Normal cumulative distribution function and

\[
\tau = \frac{\sqrt{n} \delta^*}{\sigma}.
\]

The minimum of \( P(CS) \) for a given selection rule \( R \) is attained for the Least Favourable Configuration (LFC) given by \( \mu_{[1]} = \ldots = \mu_{[k-t]} = \mu_{[k-t+1]} - \delta^* = \ldots = \mu_{[k]} - \delta^* \). The minimum sample size required is the smallest integer \( n \) for which the \( P^* \)-condition is fulfilled. For the LFC we have

\[
P_{LFC}(CS) = t \int \Phi^{k-t}(x + \tau) \{1 - \Phi(x)\}^{t-1} d\Phi(x).
\]

The smallest value \( \tau \) meeting the \( P^* \)-condition can be found by solving \( P_{LFC}(CS) = P^* \).

For \( t = 1 \) we have \( P(CS) = \int \prod_{i=1}^{k-1} \Phi \left( x + \frac{\sqrt{n}}{\sigma} (\mu_{[i]} - \mu_{[i]}) \right) d\Phi(x) \) and one has to solve

\[
\int_{-\infty}^{\infty} \Phi^{k-1}(x + \tau) d\Phi(x) = P^* ,
\]

resulting into

\[
n = \left( \frac{\tau \sigma}{\delta^*} \right)^2 .
\]

If the computed value of \( n \) is not an integer, it can be rounded upward. Tables of \( \tau \) can be found in for instance Gibbons, Olkin and Sobel (1977) and Gupta, Nagel and Panchapakesan (1973).
5. Subset selection: Normal populations with common known variance

The goal is to select from the set \( G \) of \( k \) Normal populations with common known variance a non-empty subset containing the population associated with \( \mu_{[k]} \). We determine the \( k \) sample means \( \bar{X}_i \) (\( i = 1, \ldots, k \)), each based on \( n \) independent observations.

The procedure \( R \) given by Gupta (1965) is as follows. Select the population corresponding to \( \bar{X}_i \) iff \( \bar{X}_i \in \left[ \bar{X}_{[k]} - \frac{d}{\sqrt{n}}, \bar{X}_{[k]} \right] \), where \( d \) can be found in Gibbons, Olkin and Sobel (1977). The least favourable configuration \( LFC \) is given by \( \mu_{[1]} = \mu_{[k]} \) and the \( d \) values were determined from

\[
\int_{-\infty}^{\infty} \Phi^{k-1}(x + d)\Phi(x)dx = P^* .
\]

The expected size of the selected subset is equal to

\[
E(S) = \sum_{i=1}^{k} P \left( \text{selecting } \pi_{(i)} \right) \\
= \sum_{i=1}^{k} \int_{-\infty}^{\infty} \prod_{j=1, j \neq i}^{k} F \left( x + d + \mu_{[i]} - \mu_{[j]} \right) dF(x) .
\]

In our case of Normal populations we have

\[
\max_{\Omega} E(S) = k \int_{-\infty}^{\infty} F^{k-1}(x + d)dF(x) = kP^* .
\]

In the Normal case of a common known variance \( \sigma^2 \) and \( k \) independent samples of \( n \) independent observations, the rule \( R \) can be written as

\[
R : \pi_i \in G_3 \text{ iff } \bar{X}_i \geq \bar{X}_{[k]} - \frac{d}{\sqrt{n}} \quad (i = 1, \ldots, k)
\]

with \( \int_{-\infty}^{\infty} \Phi^{k-1}(x + d)d\Phi(x) = P^* \), and

\[
E(S) = \sum_{i=1}^{k} \int_{-\infty}^{\infty} \prod_{j=1, j \neq i}^{k} \Phi \left( x + d\frac{\sqrt{n}}{\sigma} \left( \mu_{[i]} - \mu_{[j]} \right) \right) d\Phi(x) .
\]

Rizvi (1963, 1971) considered the goal of selecting a non-empty subset so as include the population with the largest \( \eta_i = |\mu_i| \). He uses a rule of a similar type bases on \( W_i = |\bar{X}_i| \). For his procedure

\[
\sup_{\Omega} E(S) = 2k \int_{-\infty}^{\infty} [2\Phi(x + d) - 1]^{k-1} d\Phi(x) ,
\]

\[
\frac{\sigma}{\sqrt{n}}
\]

\[
\mu_{[k]}
\]

\[
\Phi
\]

\[
\int_{-\infty}^{\infty}
\]
where $d$ is as before. This bound for $E(S)$, however, exceeds $kP^\ast$.

In Gupta (1965), Deely and Gupta (1968) and Gupta (1980) some properties and measures of the performance of a subset selection rule can be found.

Among all rules satisfying the $P^\ast$-condition, the rule $R$ presented here has the smallest value $(kP^\ast)$ for $\max_\mu E_\mu(S \mid R)$, where $E_\mu(S \mid R)$ denotes the expected subset size $S$ for $R$ when $\mu$ is the true parameter configuration. It is possible that samples of unequal sizes are given.

Then the rule $R_4$ given by Gupta and D.Y. Huang (1976) is given by $(i = 1, \ldots, k)$:

\[ \text{select } \pi_i \text{ iff } \bar{X}_i \geq \max_{1 \leq j \leq k} \left( \bar{X}_j - d_4 \sigma \left( \frac{1}{n_i} + \frac{1}{n_j} \right)^{\frac{1}{2}} \right). \]

The constant $d_4 > 0$ depends on $k, n_1, \ldots, n_k$ (and $P^\ast$) and must be chosen to satisfy the $P^\ast$-condition. For any given association between $(n_1, \ldots, n_k)$ and $(n(1), \ldots, n(k))$ (with $n(i)$ the sample size associated with the population with mean $\mu[i]$, the infimum of $P(CS)$ is attained when $\mu[1] = \mu[k]$. This infimum is given by

\[ \sup_\Omega E(S \mid R_4) \leq k\Phi(d_4). \]

For $k = 2$ and equal sample sizes, the equality sign holds. Tables for $d_4$-values can be found in Gupta and D.Y. Huang (1976). A different selection rule is given by Gupta and W.T. Huang (1974):

\[ \text{select } \pi_i \text{ iff } \bar{X}_i \geq \bar{X}[k] - d_3 \sigma n_i^{-\frac{1}{2}}, \]

where the selection constant $d_3$ has to satisfy the next equation

\[ \int \prod_{j=1}^{k-1} \Phi \left( \frac{d_3 - \alpha_j x}{(1 - \alpha_j^2)^{\frac{1}{2}}} \right) d\Phi(x), \]

where\n
\[ \alpha_j = n[j]^{\frac{1}{2}} \left( n[j] + n[k] \right)^{-\frac{1}{2}}. \]

with $n[1] \leq \ldots \leq n[k]$ the ordered sample sizes.

For $k = 2$ and equal sample sizes, the equality sign holds. Tables for $d_4$-values can be found in Gupta and D.Y. Huang (1976). A different selection rule is given by Gupta and W.T. Huang (1974):

\[ \text{select } \pi_i \text{ iff } \bar{X}_i \geq \bar{X}[k] - d_3 \sigma n_i^{-\frac{1}{2}}, \]

where the selection constant $d_3$ has to satisfy the next equation

\[ \int \prod_{j=1}^{k-1} \Phi \left( \frac{n[j]}{n[k]} (x + d_3) \right) d\Phi(x) = P^\ast. \]

with $n[1] \leq \ldots \leq n[k]$ the ordered sample sizes.
6. Normal populations with common unknown variance: The Indifference Zone approach

Consider the case of \( k \) Normal Populations with unknown means and common unknown variance \( \sigma^2 \), which must be regarded as a nuisance parameter. The goal is to select the best population following the Indifference Zone approach. It can be seen by increasing \( \sigma^2 \) that there is no common fixed sample size large enough such that the usual confidence statement about the selection procedure will hold for all possible values of \( \sigma^2 \). If the true value of \( \sigma^2 \) is sufficiently large, then the probability of a correct selection will be arbitrarily close to \( k^{-1} \), which is smaller than any reasonable value of \( P^*(k^{-1} < P^* < 1) \). So there exists no fixed sample size solution for selecting the Normal population with the largest mean satisfying the \( P^* \)-requirement for all possible \( \sigma^2 \). However, for a large total sample size \( \sum_{j=1}^{k} n_j \), we can obtain a good estimate of \( \sigma^2 \) by pooling the sample variances:

\[
s^2 = \left( \left( \sum_{j=1}^{k} n_j \right) - k \right)^{-1} \sum_{j=1}^{k} (n_j - 1)s_j^2
\]

with

\[
s_j^2 = (n_j - 1)^{-1} \sum_{i=1}^{n_j} (X_{ij} - \bar{X}_j)^2 \quad \text{and} \quad \bar{X}_j = n_j^{-1} \sum_{i=1}^{n_j} X_{ij}.
\]

Then we use \( s^2 \) as an approximation to \( \sigma^2 \) and apply a procedure for known \( \sigma^2 \). If we use a two-stage procedure (cf. Bechhofer, Dunnett and Sobel (1954) and Dunnet and Sobel (1954)) instead of a one-stage procedure, the problem can be solved. In the first stage a sample of \( n(>1) \) observations is taken from each of the \( k \) populations. The pooled sample variance \( s^2 \) is equal to

\[
s^2 = \nu^{-1} \sum_{i=1}^{k} (n - 1)s_i^2 = k^{-1} \sum_{i=1}^{k} s_i^2
\]

with \( \nu = k(n - 1) \), the number of degrees of freedom of the unbiased estimator \( s^2 \). Then a second sample of size \( N - n(\geq 0) \) is taken from each of the \( k \) populations. \( N(\geq n) \) is a random variable, the value of which depends on \( s^2 \), and equals

\[
N = \max \left( n, \left[ 2 \left( \frac{b_t}{\delta^*} \right)^2 \right] \right)
\]

where \([y]\) denotes the smallest integer \( \geq y \), and \( h \) can be obtained from Gibbons, Olkin and Sobel (1977). Calculate \( k \) over-all sample means \( \bar{X}_i = N^{-1} \sum_{j=1}^{N} X_{ij} \) \((i = 1, \ldots, k)\) and select the population that produced \( \max_{1 \leq i \leq k} \bar{X}_i \).

The probability of making a correct selection is at least \( P^* \) whenever \( \delta = \mu[k] - \mu[k-1] \geq \delta^* \). It
is desirable to keep the sample size small at the second stage without making \( n \) too large since the additional information about \( s^2 \) that is available in the second stage is never used. Any prior information about \( \sigma^2 \) could easily be used to provide some idea of how large \( n \) should be.

7. Normal populations with Common Unknown Variance: Subset Selection

This section presents procedures following the Subset Selection approach for Normal populations with common unknown variance. First we consider the case of a common sample size \( n \). The procedure (Gupta (1965)) is to select the population that yielded the sample mean \( \bar{X}_i \) iff

\[
\bar{X}_i \geq \frac{\bar{X}_{[k]} - d_2 s n^{-\frac{1}{2}}}{},
\]

where \( s^2 \) is given in section 6.

The \( d_2 \)-values are tabulated by Gupta and Sobel (1957). They can also be obtained from table A4 with \( d_2 = h \sqrt{2} \) in Gibbons, Olkin and Sobel (1977).

An advantage of the Subset Selection approach is that a single-stage procedure guarantees the subset selection probability requirement for all \( \mu = (\mu_1, ..., \mu_k) \), while for this same case a two-stage procedure is necessary to guarantee the indifference-zone probability requirement. Secondly we consider the case of unequal sample sizes. The procedure \( R_6 \) is to select population \( \pi_i \) that yielded \( \bar{X}_i \) iff

\[
\bar{X}_i \geq \max_{1 \leq j \leq k} \left\{ \bar{X}_j - d_6 s \left(n_i^{-1} + n_j^{-1}\right)^{\frac{1}{2}} \right\}
\]

(cf. Gupta and D.Y. Huang (1976)). In this case the infimum of \( P(CS) \) is given by

\[
\int_0^\infty \int_{-\infty}^\infty \prod_{i=1}^{k-1} \Phi \left( \frac{d_6 s - \alpha_i u}{\sqrt{1 - \alpha_i^2}} \right) d\Phi(u) dQ_\nu(s),
\]

where

\[
\alpha_i = \sqrt{\frac{n_i \nu}{n_i + n_k - k}}, \quad \nu = n_1 + ... + n_k - k.
\]

\( Q_\nu \) denotes the cumulative distribution function of \( \sqrt{\frac{X_\nu^2}{\nu}} \), where \( X_\nu^2 \) is a chi-square random variable with \( \nu \) degrees of freedom. We also refer to Gupta and Panchapakesan (1979; section 12.2.4).

8. Two-stage procedures

In the literature a large number of papers on two-stage selection procedures has been written. The first stage can be used to get some information about an unknown nuisance parameter. For instance, assume we have the following situation. Given are \( k \) Normal populations with a common unknown variance \( \sigma^2 \). Our goal is to select the population with the largest mean. Then it is possible to use the first stage to estimate the unknown \( \sigma^2 \). The second stage can
be used to indicate the best population.
In the list of publications a large number of papers can be found dealing with two-stage selection procedures. A small number of papers concern three-stage and multi-stage selection procedures.

9. Screening experiments

Two-stage procedures have been introduced also in order to use the first stage as a screening procedure. After the first stage the inferior populations can be eliminated. The second stage can be used to indicate the best population in the collection of the remaining populations. Such a procedure can be indicated as two-stage procedures with screening for selecting the best.

Assume \( k(k \geq 2) \) Normal populations are given with unknown location parameters (means) \( \mu_1, \mu_2, \ldots, \mu_k \) and a common variance \( \sigma^2 \). The \( t \) best populations are associated with \( \mu_{[k-t+1]}, \ldots, \mu_{[k]} \). For selecting the best population the Indifference Zone approach can be used. If \( \sigma^2 \) is unknown a two-stage procedure is necessary. The main purpose of the first stage is to obtain an estimate of \( \sigma^2 \) so that the total sample size necessary to meet the \( P^* \)-requirement can be determined.

Another possibility is to use a two-stage procedure in the known \( \sigma^2 \) case, where the first stage has been introduced in order to screen out inferior populations. This can be done by using the subset selection approach to select superior populations in a subset. Early investigations were confined to the special case \( k = 2 \), see Cohen (1959) and Alam (1970). An interesting combination of the Indifference Zone approach and the Subset Selection approach has been given by Alam (1970). He considered the problem of selecting the Normal populations with the known mean from \( k \) Normal Populations with a common known variance. In Alam’s procedure selection is carried out in two stages. The first stage is used for eliminating populations with sample means much smaller than the maximum observed.

Tamhane and Bechhofer (1977) have introduced for \( k \geq 2 \) the following procedure, which may be especially important for screening experiments. One can see this procedure as a kind of combination of the Subset Selection approach and the Indifference Zone approach. Given \( k \) and \( P^* \) compute

\[
n_1 = \left\lfloor \left( \frac{\hat{\sigma}_1 \sigma^2}{\delta^*} \right)^2 \right\rfloor, \quad n_2 = \left\lfloor \left( \frac{\hat{\sigma}_2 \sigma^2}{\delta^*} \right)^2 \right\rfloor, \quad h = \frac{d \delta^*}{\hat{\sigma}_1},
\]

where \( \lfloor a \rfloor \) denotes the smallest integer \( \geq a \). The constants \( \hat{\sigma}_1, \hat{\sigma}_2 \) and \( \hat{d} \) can be found in Tamhane and Bechhofer (1979). Then the following stages must be carried out:

Stage 1.

Take a sample of size \( n_1 \) from each population. Let \( \bar{X}_{[1]}^{(1)} < \ldots < \bar{X}_{[k]}^{(1)} \), denote the ranked first-stage sample means.

- If \( \bar{X}_{[k-1]}^{(1)} < \bar{X}_{[k]}^{(1)} - h \), then stop. Select the population that produced \( \bar{X}_{[k]}^{(1)} \).
- If \( \bar{X}_{[k]}^{(1)} - h \leq \bar{X}_{[k-s]}^{(1)} < \ldots < \bar{X}_{[k-1]}^{(1)} \) for exactly \( s \) populations \( 1 \leq x \leq k-1 \), then proceed to the second stage.
Stage 2.
Take a sample of size $n_2$ from each of the $s + 1$ populations that produced $\bar{X}_{[k-1]}^{(1)} < ... < \bar{X}_{[k]}^{(1)}$.

Compute the cumulative sample mean $(n_1 + n_2)^{-1} \sum_{j=1}^{n_1 + n_2} X_{ij}$ for each of these $s + 1$ populations.

Let $\bar{X}_{[1]}^{(1+2)} < ... < \bar{X}_{[s+1]}^{(1+2)}$ denote the ranked cumulative sample means. Select the population that produced $\bar{X}_{[s+1]}^{(1+2)}$.

The constants $\hat{c}_1, \hat{c}_2$ and $d$ were chosen in such a way that the Indifference Zone probability requirements is guaranteed and the average number of observations required per population is minimized when $\mu_{[i]} = \mu_{[k]}$.

The procedure of Bechhofer (1954) is a special case of the two-stage procedure by letting $d = 0$.

The $P^*$-requirement is

$$P(CS) \geq P^* \text{ for } \mu = (\mu_1, \mu_2, ..., \mu_k) \in \Omega(\delta^*) = \{ \mu : \delta_{k,k-1} \geq \delta^* \} .$$

There are many solutions $(n_1, n_2, d)$. Tamhane and Bechhofer (1977) used a minimax criterion: minimize $\sup E(kn_1 + r n_2)$, where $kn_1 + r n_2$ is the total sample size required. However, the LFC is shown to be $\mu_{[1]} = \mu_{[k-1]} = \mu_{[k]} - \delta^*$ only in the case of $k = 2$. Tamhane and Bechhofer (1977) obtained a conservative solution by taking the infimum over $\Omega(\delta^*)$ of a lower bound of the PCS. Tamhane and Bechhofer (1979) obtained an improvement by using a sharper lower bound. This paper contains efficiency results. Their numerical study shows that the procedure is very effective as a screening procedure, especially as $k$ increases. One can try to generalize this two-stage procedure to a selection procedure with three or more stages. One may expect that the largest increase in efficiency results from going from one to two stages.

If $\sigma^2$ is unknown a three-stage procedure can be used, where the first stage is used to determine the additional sample sizes necessary in the second and third stage. The second stage is used to eliminate inferior populations by a subset rule. The third stage is necessary (unless the size of the subset is equal to one) to make the final decision. Such procedures have been studied by Tamhane (1976) and Hochberg and Marcus (1981). It is perhaps possible to use two (instead of three) stages, where the first stage is used both to screen out inferior populations, as well as to obtain an estimate for $\sigma^2$. Following Bechhofer (1985) an (unsolved) problem is to determine the LFC for the basic Tamhane-Bechhofer (1977) two-stage procedure for four or more populations. Such a finding would make it possible (at least theoretically) to calculate constants to implement the exact version of their procedure.

A research project (van der Laan and Rasch (1991)) has been started in order to answer the following questions:

- What are the sample sizes in the two stages in dependence of $P^*$ (size $n_1$ of stage 1 fixed, size $n_2$ of stage 2 depends also on $r$)?

- What is the optimal $n_1$, so that $E(kn_1 + r n_2)$ is minimal. A good estimate of $\sigma^2$ is required.

- How robust is the two-stage selection procedure against deviations form the assumptions of common variance and normality?
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