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\textbf{Abstract.} We consider the generalized on-line two-server problem in which at each step each server receives a request, which is a point in a metric space. One of the servers has to be moved to its request. Thus, each of the servers is moving in his own metric space. The special case in which both metric spaces are the real line is known as the CNN-problem. It has been a well-known open question in on-line optimization if an algorithm with a constant-competitive ratio exists for this problem. We answer this question in the affirmative sense by providing the first constant competitive algorithm for the generalized two-server problem on any metric space. 

The basic result in this paper is a characterization of competitiveness for metrical service systems that seems much easier to use when looking for a competitive algorithm. The existence of a competitive algorithm for the generalized two-server problem follows rather easily from this result.

\section{Introduction}

In the \textit{generalized $k$-server problem} we are given $k$ servers each of which is moving in some metric space $M_i$, $i=1,\ldots,k$, starting in some given point $O_i \in M_i$. They are to serve requests $r \in M_1 \times M_2 \times \cdots \times M_k$ which arrive one by one. A request $r=(z_1,z_2,\ldots,z_k)$ is served by moving, for at least one $i$, the server in space $M_i$ to the point $z_i$. The decision as to which server to move to the next request is irrevocable and has to be taken without any knowledge about future requests. The cost of moving the $i$-th server to $z_i$ is equal to the distance travelled by this server from his current location to $z_i$. The objective is to minimize the total cost to serve all given requests.

We measure the performance of an on-line algorithm through competitive analysis. An on-line algorithm is \textit{$c$-competitive} if, for any request sequence $\sigma$, the algorithm’s cost is at most $c$ ($c \geq 1$) times the cost of the optimal solution of the corresponding off-line problem plus an additive constant independent of $\sigma$. We say that an algorithm is \textit{competitive} if it is $c$-competitive for some constant $c \geq 1$.

We can see the generalized $k$-server problem as a single server problem, by moving the server in the metric space $M = M_1 \times \cdots \times M_k$, and interpreting the server positions and the requests in the description above as the “coordinates” of the single server and the requests. Interpreted in this way, it is a special case of a \textit{metrical service system}. In a metrical service system each request

* Part of this research has been funded by the Dutch BSIK/BRICKS project.
can be any subset of the metric space, and is served by moving the one server to one of the points in the request. Metrical service systems were introduced by Manasse, McGeoch, and Sleator [14] who used the term forcing task systems and independently by Chrobak and Larmore [6] to provide a formalism for investigating a wide variety of on-line optimization problems. A precise definition is given in Section 2. In the same section we derive the basic theorem of this paper. It provides a sufficient condition for the existence of constant competitive algorithms for general metrical service systems. The result on the generalized two-server problem then becomes a matter of verifying this condition.

The generalized $k$-server problem is a natural generalization of the well-known $k$-server problem for which $M_1 = M_2 = \cdots = M_k$ and $z_1 = z_2 = \cdots = z_k$ at each time step. The $k$-server problem was introduced by Manasse, McGeoch and Sleator [14], who proved a lower bound of $k$ on the competitive ratio of any deterministic algorithm for any metric space with at least $k + 1$ points and posed the well-known $k$-server conjecture saying that there exists a $k$-competitive algorithm for any metric space. The conjecture has been proved for $k = 2$ [14], for some special metric spaces such as the line, the star, and for all spaces with at most $k + 2$ points [1,4,5]. For $k \geq 3$ the current best upper bound of $2k - 1$ is given by Koutsoupias and Papadimitriou [12].

The weighted $k$-server problem turns out to be much harder. In this problem a weight is assigned to each server and the total cost is the sum of the weighted distances. Fiat and Ricklin [9] prove that for any metric space with at least $k + 1$ points there exists a set of weights such that the competitive ratio of any deterministic algorithm is at least $k^{\Omega(k)}$. For a uniform metric space (in which all internode distances are one) and $k = 2$ Feuerstein et al. [8] give a 6.275-competitive algorithm, which was improved by Chrobak and Sgall [7] who provided a 5-competitive algorithm and proved that no better competitive ratio is possible.

A weighted $k$-server algorithm is called competitive if the competitive ratio is independent of the weights. For a general metric space no competitive algorithm was known yet even for $k = 2$. It is easy to see that the generalized $k$-server problem is a generalization of the weighted $k$-server problem as well.

The generalized two-server problem in which both servers move on the real line has become well-known as the CNN-problem. Koutsoupias and Taylor [13] emphasize the importance of the CNN-problem as one of the simplest problems in a rich class of so-called sum-problems [2]. In the sum-problem each of a set of systems gets a request and only one system has to serve this request.

Koutsoupias and Taylor [13] prove a lower bound of $6 + \sqrt{17}$ on the competitive ratio of any deterministic on-line algorithm for the generalized two-server problem, through an instance of the weighted two-server problem on the real line. They also conjecture that the generalized work function algorithm has constant competitive ratio for the generalized two-server problem. For the generalized two-server problem the situation was even worse than for the $k$-server problem: the question if any algorithm exists with constant competitive ratio remained unanswered.

In Section 3 we answer this question affirmatively, by designing an algorithm and prove an upper bound of 879 on its competitive ratio$.^{4}$ Our algorithm is a combination of the well-known balance algorithm and the generalized work function algorithm. The result is merely checking the condition of the general theorem for metrical service systems in Section 2, announced above.

Optimal off-line solutions of metrical service systems can easily be found by dynamic programming (see [2]), which yields an $O(k^2n^k)$ time algorithm for the generalized $k$-server problem. For the classical $k$-server problem this running time can be reduced to $O(kn^2)$ by formulating it as a

---

$^4$ An extended abstract [15], co-authored by the authors of this paper, shows a $10^5$-competitive algorithm.
min-cost flow problem [4]. No such improvement should be expected for the generalized k-server problem since the problem is NP-hard, as we will show in Section 4.

2 Competitiveness of metrical service systems

A metrical service system $S = (M, R)$ is specified by a metric space $M$ with distance function $d: M^2 \to \mathbb{R}^+$ and a set $R$ of all possible requests. Each request $r \in R$ is a subset of $M$. An instance of the system consists of an initial server position $O \in M$ and a sequence $\sigma = r_1, r_2, \ldots$ of requests. Every request $r_i$ must be served immediately and irrevocably by moving the one server to a point $s_i \in r_i$, before the future requests, $r_{i+1}, r_{i+2}, \ldots$, are given. The cost of the solution is the length of the path in $M$ followed by the server.

The generalized work function algorithm is an important tool in the construction of a competitive algorithm for metrical service systems. The generalized work function algorithm was introduced independently by several people and has been shown to be competitive for several on-line problems. In fact we go along with Koutsoupias and Taylor [13] in conjecturing that it is competitive for the generalized two-server problem as well. The generalized work function algorithm bases its moves on the position of the on-line server and the values of the work function.

**Definition 1.** Given a metrical service system $S = (M, R)$ with origin $O \in M$, and request sequence $\sigma$ we define the work function $W_\sigma: M \to \mathbb{R}^+$. For any point $s \in M$, $W_\sigma(s)$ is the length of the shortest path that starts in $O$, ends in $s$ and serves $\sigma$.

We assume here that the work function is always well-defined, which might not be true if the metric space is infinite. Thus, we assume that for any $\sigma = r_1, \ldots, r_n$ and any point $s \in M$ there are points $s_i \in r_i$ ($i = 1, \ldots, n$) such that $d(O, s_1) + d(s_1, s_2) + \cdots + d(s_{n-1}, s_n) + d(s_n, s) \leq d(O, t_1) + d(t_1, t_2) + \cdots + d(t_{n-1}, t_n) + d(t_n, s)$ for any set of points $t_i \in r_i$ ($i = 1, \ldots, n$). Notice that this implies $W_{r_1, \ldots, r_n}(s_i) = d(O, s_1) + d(s_1, s_2) + \cdots + d(s_{i-1}, s_i)$ for all $i \in \{1, \ldots, n\}$.

We will use the following properties, which are rather obvious. The work function on the empty string $e$ of requests is $W_e(s) = d(O, s)$ for all $s \in M$. The work function is Lipschitz continuous: for any two points $s$ and $s'$ in $M$, $|W_\sigma(s) - W_\sigma(s')| \leq d(s, s')$. It exhibits monotonicity with respect to the request sequence for every $s \in M$: given any request sequence $\sigma$ and any new request $r$, $W_{\sigma, r}(s) \geq W_\sigma(s)$, for all $s \in M$. Equality holds for all $s \in r$.

Given a work function $W_\sigma$ we say that point $s$ is dominated by point $t$ if $W_\sigma(s) = W_\sigma(t) + d(s, t)$. We define the support of $W_\sigma$ as supp$(W_\sigma) = \{t \in M : t$ is not dominated by any other point $\}$. If $W_{\sigma, r}$ is a well-defined work function then supp$(W_{\sigma, r}) \subseteq r$, since for any point $s \not\in r$ there exists a point $t \in r$ such that $W_{\sigma, r}(s) = W_{\sigma, r}(t) + d(t, s)$. For more properties and a deeper analysis of work functions we refer to [3], [6].

The generalized work function algorithm is a work function-based algorithm parameterized by some constant $\lambda \geq 1$. We call it $\lambda$-WFA. For any request sequence $\sigma$ and any new request $r$, $\lambda$-WFA moves the server from the position $s$ it had after serving $\sigma$ to point

$$s' = \arg\min_{t \in r} \{W_{\sigma, r}(t) + (1/\lambda)d(s, t)\}. \quad (1)$$

Note that this minimum may not be well-defined if the request $r$ contains infinitely many points of the metric space. In Theorem 1 we assume that the minimum is always attained for some $s' \in r$. For $\lambda = 1$ the algorithm is known as the (standard) work function algorithm, which is $2k - 1$ competitive for the classical $k$-server problem [12]. For $\lambda > 1$ the algorithm remains unchanged if
we replace $\arg\min_{t \in r}$ by $\arg\min_{t \in \mathbb{M}}$. To see this let $t \in \mathbb{M}\setminus r$ be an arbitrary point not in the set $r$ of request points. Then there is a point $t' \in r$ such that $W_{\sigma,r}(t) = W_{\sigma,r}(t') + d(t',t)$, implying

$$W_{\sigma,r}(t) + (1/\lambda)d(s,t) = W_{\sigma,r}(t') + d(t',t) + (1/\lambda)d(s,t)$$

$$> W_{\sigma,r}(t') + (1/\lambda)(d(t',t) + d(s,t))$$

$$\geq W_{\sigma,r}(t') + (1/\lambda)(d(s,t')).$$

Thus, for $\lambda > 1$, an alternative definition of $\lambda$-WFA is to move the server from $s$ to point

$$s' = \arg\min_{t \in \mathbb{M}}\{W_{\sigma,r}(t) + (1/\lambda)d(s,t)\}. \quad (2)$$

In this paper we always assume $\lambda > 1$.

The generalized work function algorithm is competitive for several classical systems, such as the $k$-server problem [12] or the $k$-point request problem [3]. However, the analysis of this algorithm is in general complicated. In this section we derive properties of an algorithm $A$, which by itself may not be competitive for a metrical service system $S$, such that $A$ combined with the generalized work function algorithm results in a competitive algorithm for $S$.

### 2.1 A competitive, work function-based algorithm

The on-line algorithm we propose works in phases. The last move in each phase is based on the generalized work function algorithm. We refer to these moves as the $\lambda$-WFA-moves of the on-line algorithm, though strictly speaking they differ from the move defined by (1) as we will point out later. All other moves in a phase are dictated by some other algorithm $A$.

The phases of the algorithm induce a partition of the request sequence $\sigma = r_1, r_2, \ldots$ into $r_1, \ldots, r_i; r_{i+1}, \ldots, r_j; r_{j+1}, \ldots, r_{k+1}; \ldots$ where (using $i_0 = 0$) $r_{i_1+1}, \ldots, r_{i_h}$ is the subsequence of consecutive requests served in the $h$-th phase.

We denote by $A(s, \sigma)$ the cost of algorithm $A$ starting in $s$ and serving request sequence $\sigma$. By $\text{OPT}(s, \sigma)$ we denote the cost of the shortest path starting in $s$ and serving request sequence $\sigma$.

In the description of a generic phase $h$ of the algorithm we denote by $O_h$ the starting point of phase $h$, i.e., the endpoint of phase $h-1$, the position of the server after the $h-1$-th $\lambda$-WFA-move, serving request $r_{i_h-1}$. Hence $O_1 = 0$. We denote by $\sigma_h$ the sequence of requests served in the first $h$ phases, i.e., $\sigma_h = r_1, \ldots, r_{i_h}$, for $h \geq 1$.

Apart from the parameter $\lambda > 1$ in the definition of $\lambda$-WFA we employ a parameter $\gamma \geq 1$ in the description of the on-line algorithm.

**Phase $h$ of Online($A, \gamma, \lambda$):**

Given request $r_k$ ($k \geq i_h+1$), if $A(O_h, r_{i_h-1+1}, \ldots, r_k) \leq \gamma\text{OPT}(O_h, r_{i_h-1+1}, \ldots, r_k)$, move the server according to $A$ and wait for the next request. Otherwise, move the server to a point $s \in \mathbb{M}$ that minimizes $W_{r_1,\ldots,r_k}(s) + (1/\lambda)d(O_h, s)$. In this case $i_h = k$, $O_{h+1} = s$ and phase $h+1$ is started.

Two observations are worth making here. First we emphasize that the work function employed in the $\lambda$-WFA-move is defined over the complete input sequence, released so far, whereas the decision whether to continue to make $A$-moves or not is based on a comparison with the optimal solution during phase $h$, as if the sequence started in phase $h$ with $O_h$ as the origin. The second observation is that the move at the end of the phase is in the strict sense not a $\lambda$-WFA-move as defined in
(1) or (2), as the distance $d(O_h, s)$ is not from the current position of the server here, but from the origin $O_h$ of the current phase. Still, we will continue calling it a $\lambda$-WFA-move, or refer to it alternatively as a work function step.

We are now ready to state our main theorem. The idea behind it is best explained by using adversaries serving the same request sequence, but knowing the sequence in advance.

If algorithm $A$ is not competitive for the metrical service system, then this means that it is not competitive against a single adversary. Here we introduce an alternative model in which the algorithm $A$ is playing against a number of adversaries simultaneously, where each of them has to serve the full sequence and moreover they are not allowed to operate too near to each other in a sense which is defined precisely below. By the latter restriction, if there is a sufficiently high number of adversaries in the game, then some of them will have to choose relatively expensive paths in order to stay sufficiently far away from relatively cheap paths followed by others. A may not be competitive against a single adversary, but it may be competitive against a number of such adversaries if we compare the cost of $A$ to the sum (not average) of the costs of the adversaries.

To formalize the notion of two paths being too near, we introduce dependency of two paths. The definition should cover the situation that two paths cross, but should be more general than that. We use $|T|$ to denote the (weighted) length of a path $T$, as we will do throughout the paper.

**Definition 2.** Paths $T_1$ from $s_1$ to $s'_1$ and $T_2$ from $s_2$ to $s'_2$ are called dependent if $|T_1| + |T_2| \geq d(s_1, s'_2) + d(s_2, s'_1)$. Otherwise the paths are said to be independent.

If $T_1$ and $T_2$ go through the same point $t$, then the paths are dependent since $|T_1| + |T_2| \geq d(s_1, t) + d(t, s'_1) + d(s_2, t) + d(t, s'_2) \geq d(s_1, s'_2) + d(s_2, s'_1)$. On the other hand, two paths could be dependent without sharing a point of the metric space. Nevertheless it appears to be useful to call two paths dependent if they are close in the above sense.

The theorem says that if the cost of $A$ is bounded by a constant times the length of the optimal path starting in the same point as $A$ plus a constant times the sum of the lengths of $m$ pairwise independent adversary paths, then algorithm ONLINE, which employs $A$ within the phases in the way described above, is competitive against the length of the optimal path serving all requests and starting in $O$.

**Theorem 1.** Let $S$ be a metrical service system on which the work function and $\lambda$-WFA are well-defined. If there exist an on-line algorithm $A$ for $S$, and constants $c_1 \geq 1$, $c_2 \geq 0$ and $m \geq 2$ such that for any point $s \in \mathbb{M}$, sequence $\rho$ and pairwise independent paths $T_1, T_2, \ldots, T_m$ that serve $\rho$

$$A(s, \rho) \leq c_1 \text{OPT}(s, \rho) + c_2 \sum_{i=1}^{m} |T_i|,$$

then ONLINE($A, \gamma, \lambda$) with $\gamma = c_1 + c_2$ and $\lambda = m$ is $15(c_1 + c_2)m2^m$-competitive for $S$.

The proof follows from combining an appropriate lower bound on the optimal cost with an appropriate upper bound on the algorithm’s cost, which are derived in the following two subsections separately. In both bounds the notion of pseudo-cost in a phase plays a central role.

**Definition 3.** The pseudo-cost of the algorithm ONLINE($A, \gamma, \lambda$) in phase $h$ is defined by $\nabla_h = W_{\sigma_h}(O_{h+1}) + (1/\lambda)d(O_h, O_{h+1}) - W_{\sigma_{h-1}}(O_h)$.
Pseudo-cost has proven to be a useful concept in the analysis of the (generalized) work function algorithm [3,12]. Typically, pseudo-cost is defined for a single \( \lambda \text{-WFA}\)-move. In our case, the pseudo-cost captures the cost of the \( \lambda \text{-WFA}\)-move in each phase. As we shall prove in Lemma 13, the total cost of all these moves is approximately \( \lambda \) times the sum over the pseudo-costs. On the other hand, the pseudo-cost measures a local increase in the work function. If the metrical service system allows for a competitive algorithm, then this local increase can be used, through an appropriate potential function, to bound the optimal solution from below. Summarizing, the notion of pseudo-cost provides a link between the total cost of the work function steps and the cost of the optimal solution.

Let \( N \) be the number of phases which Online uses for serving the entire request sequence \( \sigma \). The first \( N - 1 \) phases end with a work function step. We assume that phase \( N \) ends before a work function step is made. We can do this without loss of generality when we allow the last phase to be empty (hence with Online cost zero).

Theorem 1 is trivially true if Online happens not to take any \( \lambda \text{-WFA}\)-move, i.e., the whole sequence is served in one phase. In this case the competitive ratio is \( \gamma \). Therefore, we assume that at least one \( \lambda \text{-WFA}\)-move is made.

The proof of Theorem 1 follows rather easily from the combination of a lower bound on the optimal solution given in Lemma 8 and an upper bound on the cost of algorithm Online given in Lemma 14. The lemmas are only cited in the proof of Theorem 1 below; they are proven separately in Subsections 2.2 and 2.3, respectively.

**Proof (Theorem 1).** A lower bound on the optimal cost of serving the sequence \( \sigma_{N-1} \), that is, the sequence \( \sigma = \sigma_N \) minus the requests of the last phase, is given by Lemma 8:

\[
\text{OPT}(\mathcal{O}, \sigma_{N-1}) \geq \frac{\lambda - 1}{\beta_1(\lambda + 1)} \sum_{h=1}^{N-1} \nabla_h, \tag{4}
\]

with \( \beta_1 = 2 \left( \frac{2\lambda}{\lambda^{m-2}} \right) \). An upper bound on the algorithm’s cost for serving the complete sequence \( \sigma \) is given by Lemma 14:

\[
\text{ONLINE}(\mathcal{O}, \sigma) \leq \left( \frac{4\gamma\lambda}{\lambda - 1} + (2\gamma + 1)\lambda \right) \sum_{h=1}^{N-1} \nabla_h - \lambda(2\gamma + 1)\text{OPT}(\mathcal{O}, \sigma_{N-1}) + \frac{2\gamma\lambda}{\lambda - 1} \text{OPT}(\mathcal{O}, \sigma). \tag{5}
\]

Combining both bounds yields that \( \text{ONLINE}(\mathcal{O}, \sigma) \) is bounded from above by

\[
\text{ONLINE}(\mathcal{O}, \sigma) \leq \left( \frac{4\gamma\lambda}{\lambda - 1} + (2\gamma + 1)\lambda \right) \frac{\beta_1(\lambda + 1)}{\lambda - 1} - (2\gamma + 1)\lambda \right) \text{OPT}(\mathcal{O}, \sigma_{N-1}) + \frac{2\gamma\lambda}{\lambda - 1} \text{OPT}(\mathcal{O}, \sigma). 
\]

Since \( \lambda > 1 \), we have \( \frac{\beta_1(\lambda + 1)}{\lambda - 1} \geq 1 \), hence the expression before \( \text{OPT}(\mathcal{O}, \sigma_{N-1}) \) is non-negative, and we can use \( \text{OPT}(\mathcal{O}, \sigma_{N-1}) \leq \text{OPT}(\mathcal{O}, \sigma) \) to arrive at:

\[
\text{ONLINE}(\mathcal{O}, \sigma) \leq \left( \frac{4\gamma\lambda}{\lambda - 1} + (2\gamma + 1)\lambda \right) \frac{\beta_1(\lambda + 1)}{\lambda - 1} - (2\gamma + 1)\lambda + \frac{2\gamma\lambda}{\lambda - 1} \right) \text{OPT}(\mathcal{O}, \sigma). \tag{6}
\]
Now choose $\lambda = m \geq 2$, by which $(2\gamma + 1)\lambda > 2\gamma\lambda/(\lambda - 1)$. Writing $\beta_1 = 2 \left(\frac{2\lambda}{\lambda - 1}\right)^{m-2}$ $= \frac{m-1}{m} \left(\frac{2m}{m-1}\right)^{m-1}$, inequality (6) simplifies to

$$\text{ONLINE}(O, \sigma) \leq \left(\frac{4\gamma(m+1)}{m-1} + (2\gamma + 1)(m + 1)\right) \left(\frac{2m}{m-1}\right)^{m-1} \text{OPT}(O, \sigma)$$

$$= \left(\frac{4\gamma(m+1)}{m-1} + (2\gamma + 1)(m + 1)\right) e^{2m-1} \text{OPT}(O, \sigma)$$

$$< 15\gamma m 2^m \text{OPT}(O, \sigma).$$

□

In Section 3 we show that for the generalized two-server problem the balance algorithm satisfies the premise of this theorem with $c_1 = 2$, $c_2 = 4$ and $m = 3$. A competitive algorithm follows then directly from the theorem.

### 2.2 A lower bound

For the proof of (4) we use a potential function argument. Our potential function is the same as the one used by Burley [3] in his analysis of the $k$-point request problem. The function relies on the concept of slack of a point relative to another point. Intuitively, the slack of a point $s$ with respect to a point $t$ is the amount that the work function value in $s$ can increase before the generalized work function algorithm moves from $s$ to $t$. More precisely, the generalized work function algorithm, being in point $s$ after serving sequence $\sigma$, moves away from $s$ after a new request $r$ is given if there is a point $t$ such that $W_{\sigma, r}(t) + (1/\lambda)d(s, t) \leq W_{\sigma, r}(s)$. The slack is the difference between the left and right side of this inequality. Formally, given a request sequence $\sigma$ we define the slack of a point $s \in M$ relative to a point $t \in M$ as

$$V_\sigma(s; t) = W_\sigma(t) + (1/\lambda)d(s, t) - W_\sigma(s).$$

(7)

We notice that this slack function is not symmetric, which we emphasize in the notation by writing a semicolon between the two arguments of the function. It does satisfy the triangle inequality, i.e., $V_\sigma(s_1; s_2) + V_\sigma(s_2; s_3) \geq V_\sigma(s_1; s_3)$ for any sequence $\sigma$ and for any three points $s_1$, $s_2$ and $s_3$. Also notice that $V_\sigma(s; s) = 0$ for any $\sigma$ and any $s \in M$. For notational convenience we extend the definition of slack to that of slack of a point $s$ with respect to a finite set of points $S$:

$$V_\sigma(s; S) = \min_{t \in S} V_\sigma(s; t).$$

(8)

We define potential function $\Phi_\sigma : M^m \rightarrow \mathbb{R}$ as

$$\Phi_\sigma(s_1, \ldots, s_m) = \beta_1 W_\sigma(s_1) - \sum_{i=2}^{m} \beta_i \min_{s \neq s_j} V_\sigma(s; s_j),$$

with $\beta_1 = 2 \left(\frac{2\lambda}{\lambda - 1}\right)^{m-2}$ and $\beta_i = \left(\frac{2\lambda}{\lambda - 1}\right)^{m-i}$ $(i = 2, \ldots, m)$. We define

$$\Psi_\sigma = \min_{s_1, \ldots, s_m \in M} \{\Phi_\sigma(s_1, \ldots, s_m)\}.$$

The following lemma shows that, for any request sequence $\sigma$, the value of the optimal solution serving $\sigma$ is at least $\Psi_\sigma/\beta_1$. 
Lemma 1. $\Psi_\sigma \leq \beta_1 \min_{s \in M} W_\sigma(s) = \beta_1 \text{OPT}(\mathcal{O}, \sigma)$ for every request sequence $\sigma$.

Proof. Notice that for every $s \in M$ we have $\Psi_\sigma \leq \Phi_\sigma(s, \ldots, s) = \beta_1 W_\sigma(s)$. The equality is simply implied by the definition of the work function. \qed

The rest of the analysis is devoted to deriving a lower bound on $\Psi_\sigma$. In Lemma 3 we prove $\Psi_\sigma = 0$, where, as before, we use $\epsilon$ to denote the empty string. In Lemma 7 we bound $\Psi_{\sigma_{h+1}} - \Psi_{\sigma_h}$ for each phase $h$. Hence, using $\Psi_{\sigma_0} = \Psi$, summing over all phases except the last one yields $\sum_{h=1}^{N-1} \Psi_h - \Psi_{h-1} = \Psi_{\sigma_{N-1}} - \Psi_{\sigma_1} = \Psi_{\sigma_{N-1}}$, which, using the above Lemma 1, will result, in Lemma 8, in the desired lower bound (4) on $\text{OPT}(\mathcal{O}, \sigma_{N-1})$.

By definition we have $\beta_m = 1$. The following additional equalities are easily verified.

(i) $\beta_1 = (1 - 1/\lambda) + (1 + 1/\lambda) \sum_{j=2}^m \beta_j$,

(ii) $\beta_i = 1 + (1 + 1/\lambda)/(1 - 1/\lambda) \sum_{j=i+1}^m \beta_j$, for $i \in \{1, 2, \ldots, m - 1\}$.

When considering off-line solutions we are only interested in optimal solutions or so-called adversary paths. Consider an adversary being in $s'$ after having served the consecutive sequences $\sigma$ and $\rho$. The length of the path followed by the adversary is exactly $W_{\sigma, \rho}(s')$. Let $s$ be the point in which the adversary was located after having served $\sigma$. The length of the path up to that point is $W_\sigma(s)$. Thus, the length of the path between $s$ and $s'$ is $W_{\sigma, \rho}(s') - W_\sigma(s) \geq d(s, s')$. The next lemma shows that when adversary $i$ ($i = 1, \ldots, m$) moves from point $s_i$, after serving $\sigma$, to point $s'_i$, after serving $\sigma, \rho$, then the increase in the function $\Phi$ with respect to the ordered sets of points $s_1, \ldots, s_m$ and $s'_1, \ldots, s'_m$ is at least a constant times the sum of the lengths of the adversary paths.

Lemma 2. If sequences $\sigma$ and $\rho$ and points $s_1, \ldots, s_m$ and $s'_1, \ldots, s'_m$ satisfy $W_{\sigma, \rho}(s'_i) - W_\sigma(s_i) \geq d(s_i, s'_i)$ for all $i$, then

$$\Phi_{\sigma, \rho}(s'_1, \ldots, s'_m) - \Phi_\sigma(s_1, \ldots, s_m) \geq (1 - 1/\lambda) \sum_{i=1}^m \left(W_{\sigma, \rho}(s'_i) - W_\sigma(s_i)\right).$$

Proof. To simplify notation we denote $W_{\sigma, \rho}(s'_i) - W_\sigma(s_i)$ by $\Delta_i$ for any $i \in \{1, \ldots, m\}$. First we bound $\min_{j : j < i} V_{\sigma, \rho}(s'_j; s'_j) - \min_{j : j < i} V_\sigma(s_i; s_j)$ for $i = 2, \ldots, m$. Take any arbitrary $i$ and let $k = \arg\min_{j : j < i} V_\sigma(s_i; s_j)$. Then

$$\min_{j : j < i} V_{\sigma, \rho}(s'_j; s'_j) - \min_{j : j < i} V_\sigma(s_i; s_j) = \min_{j : j < i} V_{\sigma, \rho}(s'_j; s'_j) - V_\sigma(s_i; s_k) \leq V_{\sigma, \rho}(s'_k; s'_k) - V_\sigma(s_i; s_k) = W_{\sigma, \rho}(s'_k) - W_\sigma(s_k) + W_\sigma(s_i) - W_{\sigma, \rho}(s'_i) + \frac{1}{\lambda} (d(s'_k, s'_i) - d(s_k, s_i)) = \Delta_k - \Delta_i + \frac{1}{\lambda} (d(s'_k, s'_i) - d(s_k, s_i)) \leq \Delta_k - \Delta_i + \frac{1}{\lambda} (d(s'_k, s_k) + d(s'_i, s_i)) \leq (1 + 1/\lambda) \Delta_k - (1 - 1/\lambda) \Delta_i \leq (1 + 1/\lambda) \sum_{j=1}^{i-1} \Delta_j - (1 - 1/\lambda) \Delta_i.$$
The first equality holds by definition of \( k \). For the second equality we simply use (7), the definition of slack. The second inequality follows from the triangle inequality, and the third inequality is obtained by applying the premise of the lemma: \( \Delta_i \geq d(s_i, s'_i) \) for all \( i = 1, \ldots, m \). Now we use the derived inequality to bound the increase of the potential function from below.

\[
\Phi_{\sigma, \rho}(s'_1, \ldots, s'_m) - \Phi_\rho(s_1, \ldots, s_m)
\]

\[
= \beta_1(W_{\sigma, \rho}(s'_1) - W_\rho(s_1)) - \sum_{i=2}^m \beta_i \left( \min_{j : j < i} V_{\sigma, \rho}(s'_j; s'_i) - \min_{j : j < i} V_\rho(s_i; s_j) \right)
\]

\[
\geq \beta_1 \Delta_1 - \sum_{i=2}^m \beta_i \left( (1 + 1/\lambda) \sum_{j=1}^{i-1} \Delta_j - (1 - 1/\lambda) \Delta_i \right)
\]

\[
= \beta_1 \Delta_1 - (1 + 1/\lambda) \sum_{i=2}^m \beta_i \Delta_1 - (1 + 1/\lambda) \sum_{i=2}^m \left( \beta_i \sum_{j=1}^{i-1} \Delta_j \right) + (1 - 1/\lambda) \sum_{i=2}^m \beta_i \Delta_i
\]

\[
= (\beta_1 - (1 + 1/\lambda) \sum_{i=2}^m \beta_i) \Delta_1 - (1 + 1/\lambda) \sum_{i=2}^m \sum_{j=i+1}^m \beta_j \Delta_i + (1 - 1/\lambda) \sum_{i=2}^m \beta_i \Delta_i
\]

\[
= (\beta_1 - (1 + 1/\lambda) \sum_{i=2}^m \beta_i) \Delta_1 + \sum_{i=2}^m \left( (1 - 1/\lambda) \beta_i - (1 + 1/\lambda) \sum_{j=i+1}^m \beta_j \right) \Delta_i
\]

\[
= (1 - 1/\lambda) \Delta_1 + \sum_{i=2}^m (1 - 1/\lambda) \Delta_i.
\]

The last equality follows directly from inserting \( \beta_m = 1 \) and equalities (i) and (ii) for the \( \beta_i \)'s.

**Lemma 3.** For the empty string \( \epsilon \) we have \( \Psi_\epsilon = 0 \).

**Proof.** \( \Phi_\epsilon(O, \ldots, O) = 0 \). Now apply Lemma 2 with \( \sigma = \rho = \epsilon \), and \( s_1 = s_2 = \cdots = s_m = O \). The premise of Lemma 2 is satisfied since for any point \( s'_i \in M \) we have \( W_\epsilon(s'_i) - W_\epsilon(O) = W_\epsilon(s'_i) = d(s'_i, O) \). Hence for any ordered set of points \( s'_1, \ldots, s'_m \) we have \( \Phi_\epsilon(s'_1, \ldots, s'_m) - \Phi_\epsilon(O, \ldots, O) \geq (1 - 1/\lambda) \sum_{i=1}^m (W_\epsilon(s'_i) - W_\epsilon(O)) \geq 0 \). □

In Lemma 7 we derive a lower bound on the change in value of \( \Psi \) in any phase \( h \) which finishes with a work-function move, i.e., all phases except the last one. In the proof we use Lemma 2 and the following three preliminary lemmas. Recall the definition of the pseudo-cost \( \nabla_h \) of phase \( h \) on page 5, and remember that we defined \( O_h \) as the location of the on-line server at the beginning of phase \( h \).

**Lemma 4.** \( \nabla_h \leq W_{\sigma_h}(s) + (1/\lambda)d(O_h, s) - W_{\sigma_{h-1}}(O_h) \) for every point \( s \in M \).

**Proof.** By definition of the \( \lambda \)-Wfa-move of algorithm ONLINE we have for every \( s \in M \) that \( W_{\sigma_h}(s) + (1/\lambda)d(O_h, s) \geq W_{\sigma_h}(O_{h+1}) + (1/\lambda)d(O_h, O_{h+1}) = \nabla_h + W_{\sigma_{h-1}}(O_h) \). □

**Lemma 5.** Let \( \rho_h \) be the sequence of requests served in phase \( h \); then

\[
\nabla_h \leq \frac{\lambda + 1}{\lambda} \text{OPT}(O_h, \rho_h).
\]
Proof. Let $t$ be the endpoint of a path that starts in $O_h$, serves $\rho_h$ and has minimum length, i.e., a path with length $\text{OPT}(O_h, \rho_h)$. Application of Lemma 4 and using $W_{\sigma_h}(t) \leq W_{\sigma_{h-1}}(O_h) + \text{OPT}(O_h, \rho_h)$ yields

$$\nabla_h \leq W_{\sigma_h}(t) + (1/\lambda)d(O_h, t) - W_{\sigma_{h-1}}(O_h)$$

$$\leq W_{\sigma_{h-1}}(O_h) + \text{OPT}(O_h, \rho_h) + (1/\lambda)d(O_h, t) - W_{\sigma_{h-1}}(O_h)$$

$$= \text{OPT}(O_h, \rho_h) + (1/\lambda)d(O_h, t)$$

$$\leq (1 + 1/\lambda)\text{OPT}(O_h, \rho_h). \quad (9)$$

Lemma 6. Let sequence $\sigma$, ordered set of points $s_1, \ldots, s_m$, and number $q \in \{2, \ldots, m\}$ satisfy

$$\min_{j:j\neq q} V_\sigma(s_q; s_j) \leq 0; \text{ then replacing } s_q \text{ by some point } u_q \in \mathbb{M} \text{ for which } \min_{j:j\neq q} V_\sigma(u_q; s_j) \geq 0$$

cannot increase the value of $\Phi_\sigma$:

$$\Phi_\sigma(s_1, \ldots, s_{q-1}, s_q, s_{q+1}, \ldots, s_m) - \Phi_\sigma(s_1, \ldots, s_{q-1}, u_q, s_{q+1}, \ldots, s_m) \geq \min_{j:j\neq q} V_\sigma(u_q; s_j) \geq 0.$$

Proof. Given the ordered set of points $s_1, \ldots, s_m$ we will use the notation $S_i$ for the set of the first $i$ points: $S_i = \{s_1, \ldots, s_i\}$. Using the definition of slack of a point with respect to a set this allows us to write $V_\sigma(s_i; S_{i-1})$ for $\min_{j:j<q} V_\sigma(s_i; s_j)$. To facilitate the exposition further we write $u_1, \ldots, u_m$ for $s_1, \ldots, s_{q-1}, u_q, s_{q+1}, \ldots, s_m$ (thus, $s_i = u_i$ for all $i \neq q$) and $U_i$ for $\{u_1, \ldots, u_i\}$ (thus, $S_i = U_i$ for $i \leq q - 1$).

By the definition of $\Phi$ we have

$$\Phi_\sigma(s_1, \ldots, s_m) - \Phi_\sigma(u_1, \ldots, u_m) = \beta_1(W_\sigma(s_1) - W_\sigma(u_1)) + \sum_{i=2}^m \beta_i(V_\sigma(u_i; U_{i-1}) - V_\sigma(s_i; S_{i-1})). \quad (10)$$

Since $s_i = u_i$ for all $i \neq q$ and $S_i = U_i$ for all $i \leq q - 1$, we have $V_\sigma(u_i; U_{i-1}) = V_\sigma(s_i; S_{i-1}) \forall i = 2, \ldots, q - 1$. Hence the right hand side of (10) simplifies to

$$\beta_q(V_\sigma(u_q; S_{q-1}) - V_\sigma(s_q; S_{q-1})) + \sum_{i=q+1}^m \beta_i(V_\sigma(s_i; U_{i-1}) - V_\sigma(s_i; S_{i-1})). \quad (11)$$

Consider the term in the summation for arbitrary $i \in \{q+1, \ldots, m\}$. Since for $i \geq q + 1$, $U_{i-1} = (S_{i-1} \setminus s_q) \cup u_q$ we have $U_{i-1} \cup s_q = S_{i-1} \cup u_q \forall i = q + 1, \ldots, m$ and therefore

$$V_\sigma(s_i; U_{i-1}) \geq V_\sigma(s_i; U_{i-1} \cup s_q) = V_\sigma(s_i; S_{i-1} \cup u_q) = \min\{V_\sigma(s_i; S_{i-1}), V_\sigma(s_i; u_q)\}.$$  

Hence, for all $i \in \{q + 1, \ldots, m\}$

$$\beta_i(V_\sigma(s_i; U_{i-1}) - V_\sigma(s_i; S_{i-1})) \geq \beta_i(\min\{V_\sigma(s_i; S_{i-1}), V_\sigma(s_i; u_q)\} - V_\sigma(s_i; S_{i-1}))$$

$$= \beta_i(\min\{0, V_\sigma(s_i; u_q) - V_\sigma(s_i; S_{i-1})\}). \quad (12)$$

Using the triangle inequality of the slack below in the second inequality we get for all $i \in \{q + 1, \ldots, m\}$

$$V_\sigma(s_i; S_{i-1}) \leq V_\sigma(s_i; S_{q-1})$$

$$= \min_{j:j<q} \{V_\sigma(s_i; s_j)\}$$

$$\leq \min_{j:j<q} \{V_\sigma(s_i; u_q) + V_\sigma(u_q; s_j)\}$$

$$= V_\sigma(s_i; u_q) + V_\sigma(u_q; S_{q-1})$$

$$= V_\sigma(s_i; u_q) + V_\sigma(u_q; S_{q-1}).$$
The next lemma says that the increase in the function $\Psi$

\begin{equation}
\text{Lemma 7. Under the conditions of Theorem 1, we have for all phases } h \in \{1, \ldots, N - 1\} \text{ that}

\Psi_{\sigma_h} - \Psi_{\sigma_{h-1}} \geq \frac{(\lambda - 1)}{\lambda + 1} \nabla_h.
\end{equation}

Proof. Take an arbitrary phase $h \in \{1, \ldots, N - 1\}$. Let $\rho_h$ denote the subsequence of requests served in this phase. In this proof we suppress subindices referring to the number of the phase: we write $O$, $\rho$, and $\nabla$ for $O_h$, $\rho_h$, and $\nabla_h$, respectively, and write $W$, $\Phi$, $\Psi$, and $V$ for $W_{\sigma_{h-1}}$, $\Phi_{\sigma_{h-1}}$, $\Psi_{\sigma_{h-1}}$, and $V_{\sigma_{h-1}}$, respectively. Similarly, we write $W'$, $\Phi'$, $\Psi'$, and $V'$ for $W_{\sigma_h}$, $\Phi_{\sigma_h}$, $\Psi_{\sigma_h}$, and $V_{\sigma_h}$, respectively.

Assume that $\Phi'$ attains its minimum at the points $s'_1, \ldots, s'_m$, i.e., $\Psi' = \Phi'(s'_1, \ldots, s'_m)$. For each $s'_i$ there is a point $s_i$ (not necessarily unique) and a path $T_i$ from $s_i$ to $s'_i$ such that $T_i$ serves $\rho$ and

\begin{equation}
W'(s'_i) - W(s_i) = |T_i| \geq d(s_i, s'_i) \quad (i = 1, \ldots, m).
\end{equation}

Hence we may apply Lemma 2 to obtain

\begin{equation}
\Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_m) \geq (1 - 1/\lambda) \sum_{i=1}^{m} (W'(s'_i) - W(s_i)).
\end{equation}

We distinguish two cases.

Case 1: The paths $T_1, T_2, \ldots, T_m$ are pairwise independent.

Remember in what follows that $O$ is $O_h$ and not $O$. Since ONLINE completed the phase with a work function step we have $A(O, \rho) > \gamma \text{OPT}(O, \rho)$. On the other hand, condition (3) in Theorem 1 implies $A(O, \rho) \leq c_1 \text{OPT}(O, \rho) + c_2 \sum_{i=1}^{m} |T_i|$. Combining both inequalities yields $\gamma \text{OPT}(O, \rho) = (c_1 + c_2) \text{OPT}(O, \rho) < c_1 \text{OPT}(O, \rho) + c_2 \sum_{i=1}^{m} |T_i|$. Hence,

\begin{equation}
\text{OPT}(O, \rho) < \sum_{i=1}^{m} |T_i| = \sum_{i=1}^{m} (W'(s'_i) - W(s_i))
\end{equation}

which together with (15), remembering that $\Psi' = \Phi'(s'_1, \ldots, s'_m)$, implies

\begin{equation}
\Psi' - \Psi = \Phi'(s'_1, \ldots, s'_m) - \Psi \\
\geq \Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_m) \\
> (1 - 1/\lambda) \text{OPT}(O, \rho).
\end{equation}
By Lemma 5 we have $\text{OPT}(O, \rho) \geq \frac{\lambda}{\lambda+1} \nabla$, implying

$$\Psi' - \Psi > \frac{(1 - 1/\lambda)\lambda}{\lambda + 1} \nabla = \frac{\lambda - 1}{\lambda + 1} \nabla.$$  

**Case 2:** There is a pair $T_p, T_q$ ($p < q$) of dependent paths.

Using Definition 2, of dependency, we have $W'(s'_p) - W(s_p) + W'(s'_q) - W(s_q) = |T_p| + |T_q| \geq d(s_p, s'_q) + d(s_q, s'_p)$. Hence, $W'(s'_p) - W(s_q) \geq d(s_q, s'_p)$ or $W'(s'_q) - W(s_p) \geq d(s_p, s'_q)$. Assume that the latter is true. The other case is analogous although makes notation slightly more complicated.

By this assumption and by (14) the series $s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m$ and $s'_1, \ldots, s'_{q-1}, s'_p, s'_{q+1}, \ldots, s'_m$ satisfy the premises of Lemma 2, whence

$$\Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m)$$

$$\geq (1 - 1/\lambda) \left( W'(s'_i) - W(s_i) + \sum_{i=1, i \neq q}^{m} (W'(s'_i) - W(s_i)) \right)$$

$$\geq (1 - 1/\lambda)(W'(s'_i) - W(s_i)) \quad \forall i \neq q.$$  

The last inequality is true since $W'(s'_i) - W(s_i) \geq d(s_i, s'_i) \geq 0 \forall i \neq q$, and $W'(s'_q) - W(s_p) \geq d(s_p, s'_q) \geq 0$.

If $W'(s'_i) - W(s_i) \geq (\lambda/(\lambda + 1))\nabla$ for some $i \neq q$, then, again remembering that $\Psi' = \Phi'(s'_1, \ldots, s'_m)$, (16) immediately implies

$$\Psi' - \Psi \geq \Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m)$$

$$\geq (1 - 1/\lambda)(W'(s'_i) - W(s_i)) \geq \frac{\lambda - 1}{\lambda + 1} \nabla.$$  

Hence, from now on we concentrate on the situation

$$W'(s'_i) - W(s_i) \leq (\lambda/(\lambda + 1))\nabla \quad \forall i \neq q.$$

As in the proof of the previous lemma we define $S_i = \{s_1, \ldots, s_i\}$. Notice that $V(s_p; S_{q-1}) \leq V(s_p; s_q) = 0$, since we assumed $p < q$. On the other hand, we will prove below that $V(O; S_{q-1}) \geq 0$. Lemma 6 then tells us that $\Phi$ will reduce if we replace $s_p$ (on position $q$) by point $O$. More precisely,

$$\Phi(s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m) - \Phi(s_1, \ldots, s_{q-1}, O, s_{q+1}, \ldots, s_m) \geq V(O; S_{q-1}).$$

Now we will show that $V(O; S_{q-1}) \geq 0$. Let $k \in \{1, \ldots, q-1\}$ be such that $V(O; S_{q-1}) = V(O; s_k)$. The bound below follows from Lemma 4 (first inequality), the triangle inequality (second inequality), and $W'(s'_k) - W(s_k) \geq d(s_k, s'_k)$ (third inequality):

$$V(O; S_{q-1}) = V(O; s_k)$$

$$= W(s_k) + \frac{1}{\lambda}d(O, s_k) - W(O)$$

$$= W'(s'_k) + \frac{1}{\lambda}d(O, s'_k) - W(O) + (W(s_k) - W'(s'_k)) + \frac{1}{\lambda}(d(O, s_k) - d(O, s'_k))$$

$$\geq \nabla + (W(s_k) - W'(s'_k)) + \frac{1}{\lambda}(d(O, s_k) - d(O, s'_k))$$

$$\geq \nabla + (W(s_k) - W'(s'_k)) - \frac{1}{\lambda}d(s_k, s'_k)$$

$$\geq \nabla - (1 + \frac{1}{\lambda})(W'(s'_k) - W(s_k))$$

The non-negativity follows directly, using (17):

$$V(O; S_{q-1}) \geq \nabla - (1 + 1/\lambda)\lambda/(\lambda + 1)\nabla = \nabla - \nabla = 0.$$
Finally we combine (16)–(19). Remember again that \( \Psi' = \Phi'(s'_1, \ldots, s'_m) \) to see the first inequality below. The second inequality is derived by applying (16), (18) and (19), and the third inequality follows from (17).

\[
\Psi' - \Psi \geq \Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_{q-1}, O, s_{q+1}, \ldots, s_m) \\
= \Phi'(s'_1, \ldots, s'_m) - \Phi(s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m) + \\
\Phi(s_1, \ldots, s_{q-1}, s_p, s_{q+1}, \ldots, s_m) - \Phi(s_1, \ldots, s_{q-1}, O, s_{q+1}, \ldots, s_m) \\
\geq (1 - 1/\lambda)(W'(s'_k) - W(s_k)) + \nabla - (1 + 1/\lambda)(W'(s'_k) - W(s_k)) \\
= \nabla - (2/\lambda)(W'(s'_k) - W(s_k)) \\
\geq \nabla - (2/(\lambda + 1))\nabla \\
= ((\lambda - 1)/(\lambda + 1))\nabla.
\]

\[\square\]

Accumulating over the consecutive phases we obtain lower bound (4) on \( \text{OPT}(O, \sigma_{N-1}) \).

**Lemma 8.**

\[
\text{OPT}(O, \sigma_{N-1}) \geq \frac{\lambda - 1}{\beta_1(\lambda + 1)} \sum_{h=1}^{N-1} \nabla_h,
\]

where \( \beta_1 = 2 \left( \frac{2\lambda}{\lambda - 1} \right)^{m-2} \).

**Proof.** Combining Lemmas 1, 3, and 7 yields

\[
\beta_1 \text{OPT}(O, \sigma_{N-1}) \geq \Psi_{\sigma_{N-1}} = \Psi_{\sigma_{N-1}} - \Psi = \sum_{h=1}^{N-1} (\Psi_{\sigma_h} - \Psi_{1}) \geq \frac{\lambda - 1}{\lambda + 1} \sum_{h=1}^{N-1} \nabla_h.
\]

\[\square\]

### 2.3 An upper bound

We start the derivation of the upper bound (5) with two preliminary lemmas.

**Lemma 9.** For every \( h \in \{1, \ldots, N\} \) and \( s \in \mathbb{M} \) we have \( W_{\sigma_{h-1}}(s) \geq W_{\sigma_{h-1}}(O_h) - (1/\lambda)d(O_h, s) \).

**Proof.** The lemma clearly holds for \( h = 1 \). If \( h \geq 2 \) then we know that point \( O_h \) is the endpoint of the \( \lambda \)-WFA-move in the previous phase. Hence by definition of \( \text{ONLINE}, \)

\[
W_{\sigma_{h-1}}(O_h) + (1/\lambda)d(O_h, O_{h-1}) \leq W_{\sigma_{h-1}}(s) + (1/\lambda)d(s, O_{h-1}),
\]

for every point \( s \in \mathbb{M} \). Using the triangle inequality we obtain

\[
W_{\sigma_{h-1}}(s) \geq W_{\sigma_{h-1}}(O_h) + (1/\lambda)(d(O_h, O_{h-1}) - d(s, O_{h-1})) \geq W_{\sigma_{h-1}}(O_h) - (1/\lambda)d(O_h, s),
\]

for every point \( s \in \mathbb{M} \). \[\square\]

**Lemma 10.** Let \( \rho_h \) be the sequence of requests served in phase \( h \); then

\[
\text{OPT}(O_h, \rho_h) \leq \frac{2\lambda}{\lambda - 1} \nabla_h + d(O_h, O_{h+1}).
\]
Proof. We adopt the shorthand notation from the proof of Lemma 7: \( \rho = \rho_h, \nabla = \nabla_h, W = W_{\sigma_{h-1}}, W' = W_{\sigma_h}, O = O_h, \) and \( O' = O_{h+1} \).

Consider a path \( T \) that starts in \( O \), serves the sequence \( \sigma_h \), ends in \( O' \) and has minimal length, i.e., has length \( W'(O') \). Let \( s \) be the point in which this path starts phase \( h \). Hence, the length of this path within phase \( h \) is \( W'(O') - W(s) \). Obviously,

\[
d(O', s) \leq W'(O') - W(s)
\]

Clearly, the length of the path that goes straight from \( O \) to \( s \) and then proceeds to \( O' \), following \( T \), is an upper bound on \( \text{OPT}(O, \rho) \):

\[
\text{OPT}(O, \rho) \leq d(O, s) + W'(O') - W(s)
\]

\[
\leq d(O, O') + d(O', s) + W'(O') - W(s)
\]

\[
\leq d(O, O') + 2(W'(O') - W(s)),
\]

where (20) is used for the last inequality. Further, we know from Lemma 9 that

\[
W(s) \geq W(O) - (1/\lambda)d(O, s).
\]

Combining this with \( \nabla = W'(O') - W(O) + (1/\lambda)d(O, O') \) (Definition 3) yields

\[
W'(O') - W(s) \leq \nabla - (1/\lambda)d(O, O') + (1/\lambda)d(O, s)
\]

\[
\leq \nabla + (1/\lambda)d(O', s)
\]

\[
\leq \nabla + (1/\lambda)(W'(O') - W(s)),
\]

where (20) is used for the last inequality. Hence,

\[
W'(O') - W(s) \leq (\lambda/(\lambda - 1))\nabla.
\]

Combining (21) and (22) completes the proof. \( \square \)

In deriving the upper bound on \( \text{ONLINE} 's \) cost we first bound in Lemma 11 the costs in each phase \( h \) which ends with a work function move, i.e., \( h \in \{1, \ldots, N - 1\} \). Denote the cost of the \( A \)-moves in each such phase \( h \) by \( C_h^A = A(O_h, r_{ih-1+1}, \ldots, r_{ih-1}) \). The last request \( r_{ih} \) in such a phase \( h \) is served by a work function step instead, which yields a cost that we denote by \( C_h^W \). The total cost in the phase is \( C_h = C_h^A + C_h^W \).

**Lemma 11.** For all phases \( h \in \{1, \ldots, N - 1\} \) we have

\[
C_h \leq 4\gamma(\lambda/(\lambda - 1))\nabla + (2\gamma + 1)d(O_h, O_{h+1}).
\]

Proof. Consider any phase \( h \in \{1, \ldots, N - 1\} \). Again, we use the shorthand notation of the previous lemma. The cost \( C_h^W \) of the work function step at the end of phase \( h \) is bounded from above by \( C_h^A + d(O, O') \). Moreover, by definition of \( \text{ONLINE} \), we have \( C_h^A = A(O, r_{ih-1+1}, \ldots, r_{ih-1}) \leq \gamma \text{OPT}(O, r_{ih-1+1}, \ldots, r_{ih-1}) \leq \gamma \text{OPT}(O, \rho) \). Hence,

\[
C_h \leq 2C_h^A + d(O, O') \leq 2\gamma \text{OPT}(O, \rho) + d(O, O').
\]

Applying Lemma 10 yields

\[
C_h \leq 2\gamma \text{OPT}(O, \rho) + d(O, O') \leq 2\gamma \left( \frac{2\lambda}{\lambda - 1} \nabla + d(O, O') \right) + d(O, O').
\]

\( \square \)
Lemma 12. The cost $C_N$ of the $N$th (and last) phase is at most $(2\gamma \lambda/(\lambda - 1))\text{OPT}(O, \sigma)$.

Proof. Remember that we assumed that the last phase ends before a work function step is made. If there are no requests in the last phase, then $C_N = 0$ and the lemma is trivially true. Otherwise, $C_N = C_N^A$, and by definition of $\text{ONLINE}$

$$C_N^A \leq \gamma \text{OPT}(O_N, \rho),$$

(24)

where $\rho$ is the request sequence of the last phase. The length of the path that starts in $O_N$, goes straight to $O$, and then optimally serves the whole sequence $\sigma$ is an upper bound on $\text{OPT}(O_N, \rho)$:

$$\text{OPT}(O_N, \rho) \leq d(O_N, O) + \text{OPT}(O, \sigma) \leq W_{\sigma_{N-1}}(O_N) + \text{OPT}(O, \sigma).$$

(25)

We shall bound $W_{\sigma_{N-1}}(O_N)$. Again, we use Lemma 9 and apply the triangle inequality. For any point $s \in M$

$$W_{\sigma_{N-1}}(s) \geq W_{\sigma_{N-1}}(O_N) - (1/\lambda)d(s, O_N)$$

$$\geq W_{\sigma_{N-1}}(O_N) - (1/\lambda)(d(\sigma(O_N)) + d(O, O_N))$$

$$\geq W_{\sigma_{N-1}}(O_N) - (1/\lambda)(W_{\sigma_{N-1}}(s) + W_{\sigma_{N-1}}(O_N))$$

$$= ((\lambda - 1)/\lambda)W_{\sigma_{N-1}}(O_N) - (1/\lambda)W_{\sigma_{N-1}}(s),$$

which implies

$$W_{\sigma_{N-1}}(O_N) \leq ((\lambda + 1)/(\lambda - 1))W_{\sigma_{N-1}}(s) \forall s \in M.$$

(26)

Choosing $s$ as the endpoint of an optimal path starting at $O$ and serving all requests, i.e., all of $\sigma_N$, we have $W_{\sigma_{N-1}}(s) \leq W_{\sigma_N}(s) = \text{OPT}(O, \sigma_N)$. We combine this with (24), (25), and (26) to obtain

$$C_N = C_N^A \leq \gamma \text{OPT}(O_N, \rho) \leq \gamma(W_{\sigma_{N-1}}(O_N) + \text{OPT}(O, \sigma)) \leq \gamma(((\lambda + 1)/(\lambda - 1))\text{OPT}(O, \sigma) + \text{OPT}(O, \sigma)) = (2\gamma \lambda/(\lambda - 1))\text{OPT}(O, \sigma).$$

Lemma 13. $\sum_{h=1}^{N-1} d(O_h, O_{h+1}) \leq \lambda \sum_{h=1}^{N-1} \nabla_h - \lambda \text{OPT}(O, \sigma_{N-1})$.

Proof. For each phase $h \in \{1, \ldots, N - 1\}$, by the definition of pseudo-cost,

$$(1/\lambda)d(O_h, O_{h+1}) = \nabla_h + W_{\sigma_{h-1}}(O_h) - W_{\sigma_{h}}(O_{h+1}).$$

(27)

Hence, using as before $\sigma_0 = \epsilon$, the empty string, we have

$$\sum_{h=1}^{N-1} d(O_h, O_{h+1}) = \lambda \sum_{h=1}^{N-1} \nabla_h + \lambda \sum_{h=1}^{N-1} (W_{\sigma_{h-1}}(O_h) - W_{\sigma_{h}}(O_{h+1}))$$

$$= \lambda \sum_{h=1}^{N-1} \nabla_h + \lambda W_{\epsilon}(O) - \lambda W_{\sigma_{N-1}}(O_N).$$

The proof is completed by using $W_{\epsilon}(O) = 0$ and $W_{\sigma_{N-1}}(O_N) \geq \text{OPT}(O, \sigma_{N-1})$.

The above results combine to give the upper bound (5) on $\text{ONLINE}(O, \sigma)$ in the proof of Theorem 1:
Lemma 14.

\[
\text{ONLINE}(O, \sigma) \leq \left( 4\gamma \lambda + (2\gamma + 1)\lambda \right) \sum_{h=1}^{N-1} w_h - \lambda(2\gamma + 1)\text{OPT}(O, \sigma_{N-1}) + \frac{2\lambda}{\lambda - 1}\text{OPT}(O, \sigma).
\]

Proof. First we combine Lemmas 11 and 12:

\[
\text{ONLINE}(O, \sigma) = \sum_{h=1}^{N-1} C_h + C_N \\
\leq \sum_{h=1}^{N-1} \left( 4\gamma \lambda \nabla_h + (2\gamma + 1)d(O_h, O_{h+1}) \right) + \frac{2\lambda}{\lambda - 1}\text{OPT}(O, \sigma) \\
= \sum_{h=1}^{N-1} \left( 4\gamma \lambda \nabla_h + (2\gamma + 1)\sum_{h=1}^{N-1} d(O_h, O_{h+1}) + \frac{2\lambda}{\lambda - 1}\text{OPT}(O, \sigma) \right)
\]

Applying the inequality of Lemma 13 completes the proof. \qed

3 The generalized two-server problem

In the generalized two-server problem we are given a server, whom we will call the \(X\)-server, moving in a metric space \(X\), starting from point \(x_0 \in X\), and a server, the \(Y\)-server, moving in a metric space \(Y\), starting in \(y_0 \in Y\). Requests \((x, y) \in X \times Y\) are presented on-line one by one and are served by moving one of the servers to the corresponding point in its metric space. The objective is to minimize the sum of the distances travelled by the two servers. This problem can easily be modelled as a metrical service system: There is one server moving in the product space \(X \times Y\) and any pair \((x, y) \in X \times Y\) defines a request \(r = \{(x, y) \in X \times Y\}\). For any two points \((x_1, y_1)\) and \((x_2, y_2)\) in \(X \times Y\) we define \(d((x_1, y_1), (x_2, y_2)) = d^X(x_1, x_2) + d^Y(y_1, y_2)\), where \(d^X\) and \(d^Y\) are the distance functions of the metric spaces \(X\) and \(Y\).

Lemma 15. The work function and \(\lambda\)-WFA are well-defined for the generalized two-server problem.

Proof. Let \(\sigma = (x_0, y_0), \ldots, (x_n, y_n)\) be a request sequence for some generalized two-server problem, where we assume, without loss of generality, that the first request is given at the origin \(O = (x_0, y_0)\). Consider an arbitrary path serving \(\sigma\) and ending at some point \((x, y)\). If at some request both servers move, then the move of the server that does not serve the request can be postponed to the next request at no extra cost. Hence, there exists a path ending at \((x, y)\) of at most the same length on which only one server is moved at each request, possibly with the exception of the last request. Since the number of paths that move only one server with each request is \(2^n\) there exists a path ending at \((x, y)\) that has minimal length, whence the work function is well-defined. More precisely, the endpoint of any such path is in the set \(S = \{x_n\} \times \{y_0, \ldots, y_{n-1}\} \cup \{x_0, \ldots, x_{n-1}\} \times \{y_n\}\). Hence \(W_{O,\sigma}(x, y) = W_{O,\sigma}(s) + d(s, (x, y))\) for some \(s \in S\) implying \(\text{supp}(W_{O,\sigma}) \subseteq S\). Since \(S\) has only a finite number \((2n)\) of elements the generalized work function algorithm \(\lambda\)-WFA is well-defined. \(\square\)

Thus, a part of the conditions of Theorem 1 is satisfied. We still need to define an algorithm \(A\) that satisfies (3). That means, we must show that there are constants \(c_1, c_2\) and \(m\) such that, for any instance, the algorithm’s cost is at most \(c_1\) times the cost of the optimal solution plus \(c_2\) times the total cost of \(m\) independent solutions. As such an algorithm we have chosen the simple BALANCE algorithm, which keeps track of the costs incurred by the \(X\)- and \(Y\)-server and tries to balance their
The following lemmas give an upper bound on the cost of Balance.

Let $B_j^X$ and $B_j^Y$ be the total costs made by, respectively, the X- and Y-server after the j-th request has been served and let $B_j := B_j^X + B_j^Y$. We denote the positions of the servers after serving the j-th request by $(\hat{x}_j, \hat{y}_j)$.

**Lemma 16.** If the optimal path uses only one server then the length of the path $x$, $x_{j+1}$, then move the X-server to $x_{j+1}$. Else move the Y-server to $y_{j+1}$.

The following lemmas give an upper bound on the cost of Balance. We denote by $P_{ij}^X$ ($0 \leq i < j$) the length of the path $x_i, x_{i+1}, \ldots, x_j$. We define $P_{ij}^Y$ ($0 \leq i < j$) in a similar way.

**Lemma 17.** If Balance is applied to the request sequence $(x_1, y_1), \ldots, (x_j, y_j)$, then $B_j \leq 2 \min\{P_{0j}^X, P_{0j}^Y\}$ $\forall j \geq 0$.

**Proof.** Clearly, $B_j^X \leq P_{0j}^X$ and $B_j^Y \leq P_{0j}^Y$. Let the i-th request $(x_i, y_i)$ be the last request served by the X-server. Then, $B_j^X = B_{i-1}^X + d^X(\hat{y}_{i-1}, y_i) \leq P_{0j}^X$. Hence, $B_j^X \leq \min\{P_{0j}^X, P_{0j}^Y\}$. Similarly it is shown that $B_j^Y \leq \min\{P_{0j}^X, P_{0j}^Y\}$. \hfill $\square$

Let Opt$^X(x_0, x_0, \sigma)$ denote the cost of an optimal path serving sequence $\sigma$ and starting from $(x_0, y_0)$.

**Lemma 18.** If Balance is applied to the request sequence $\sigma = (x_1, y_1), \ldots, (x_j, y_j)$, then $B_j \leq 2\text{Opt}^X(x_0, y_0, \sigma) + 4\min\{P_{1j}^X, P_{1j}^Y\}$.

**Proof.** If the optimal path uses only one server then Opt$^X(x_0, y_0, \sigma) = \min\{P_{0j}^X, P_{0j}^Y\} \geq B_j/2$ by Lemma 16. So assume the optimal path uses both servers and assume without loss of generality $P_{01}^X < P_{01}^Y$. Since the X-server of the optimal path serves at least one request, say x, we have Opt$^X((x_0, y_0, \sigma) \geq d^X(x_0, x) \geq d^X(x_0, x_1) - d^X(x_1, x) \geq P_{1j}^X - P_{0j}^X$. Again using Lemma 16 yields $B_j \leq 2P_{01}^X = 2P_{01}^X + 2P_{1j}^X \leq 2\text{Opt}^X((x_0, y_0, \sigma) + 4P_{1j}^X = 2\text{Opt}^X((x_0, y_0, \sigma) + 4\min\{P_{1j}^X, P_{1j}^Y\}$. \hfill $\square$

If $T_1$, $T_2$ and $T_3$ are pairwise independent paths each serving the request sequence $\sigma = (x_1, y_1), \ldots, (x_j, y_j)$, then $|T_1| + |T_2| + |T_3| \geq \min\{P_{1j}^X, P_{1j}^Y\}$.

**Proof.** For each $i \in \{1, 2, 3\}$ let $T_i^X$ and $T_i^Y$ be the projections of path $T_i$ on, respectively, metric space X and metric space Y, and let $p_i = (p_i^X, p_i^Y)$, $q_i = (q_i^X, q_i^Y)$ be, respectively, the beginning and ending point of $T_i$.

First we claim that for any pair $T_1$, $T_2$, $T_2$, $T_3$ and $T_1$, $T_3$ there can be no two requests such that one request is served by the two corresponding X-servers and the other request is served by the two Y-servers. To see this assume on the contrary that paths $T_1^X$ and $T_2^X$ share a point $x \in X$ and paths $T_1^Y$ and $T_2^Y$ share a point $y \in Y$. Then for $T_1^X$ and $T_2^X$ we have, applying the triangle inequality, $|T_1^X| + |T_2^X| \geq d^X(p_1^X, x) + d^X(x, q_1^X) + d^X(p_2^X, x) + d^X(x, q_2^X) \geq d^X(p_1^X, q_1^X) + d^X(p_2^X, q_2^X)$. Similarly, $|T_1^Y| + |T_2^Y| \geq d^Y(p_1^Y, q_1^Y) + d^Y(p_2^Y, q_1^Y)$. Hence,

$$|T_1| + |T_2| = |T_1^X| + |T_1^Y| + |T_2^X| + |T_2^Y| \geq d^X(p_1^X, q_1^X) + d^X(p_2^X, q_2^X) + d^Y(p_1^Y, q_2^Y) + d^Y(p_2^Y, q_1^Y) = d(p_1, q_2) + d(p_2, q_1).$$
which would imply that $T_1$ and $T_2$ are dependent according to Definition 2, contrary to the premise of the lemma. Thus, in particular it is impossible that two requests exist such that one is served by the $X$-servers of $T_1$ and $T_2$ and the other is served by the $Y$-servers of $T_1$ and $T_2$. The same applies to the pairs $T_2, T_3$ and $T_1, T_3$, which proves our claim.

Second, we claim that we may assume without loss of generality that the $X$-server of $T_1$ shares no request with the $X$-server of $T_2$ and shares no request with the $X$-server of $T_3$. To see this consider a graph on three vertices $t_1, t_2$ and $t_3$ and at most one edge between any two vertices. More specifically, between $t_i$ and $t_j$ there is a red edge if the $X$-servers of $T_i$ and $T_j$ share a request, a blue one if the $Y$-servers of $T_i$ and $T_j$ share a request, and no edge if neither the $X$- nor $Y$-servers of $T_i$ and $T_j$ share a request. Above we argued that for no pair of paths $T_i$ and $T_j$ do both their $X$-servers and their $Y$-servers share a request, and hence between any pair of vertices $t_i$ and $t_j$ there cannot be both a blue and a red edge. Hence there are at most three edges in this graph and there must be a vertex that is not incident to both a blue and a red edge. Without loss of generality assume that $t_1$ is not incident to any red edge. Translated back into the path language, this says that the $X$-server of $T_1$ shares no request with the $X$-server of $T_2$ and shares no request with the $X$-server of $T_3$, which was indeed our second claim.

If the $Y$-server of $T_1$ serves all requests then the lemma obviously holds. Otherwise, some request $r = (x_i, y_i)$ is served by the $X$-server of $T_1$. By our second claim request $r$ must be served by the $Y$-servers of $T_2$ and $T_3$. But then, since the $Y$-servers of $T_2$ and $T_3$ share a request, the $X$-servers of $T_2$ and $T_3$ are not allowed to share any request by our first claim. Combined with our second claim, we are in the situation that for none of the pairs $T_1, T_2$ and $T_2, T_3$ and $T_1, T_3$ is there a request that is served by the two corresponding $X$-servers. In other words, on the three tours each request is served by at most one of the three $X$-servers, and therefore by at least two of the three $Y$-servers. This implies that for each two consecutive requests at least one of the three $Y$-servers serves both requests. Hence, $|T_1| + |T_2| + |T_3| \geq P^Y_{1j}$. □

The combination of the previous lemmas and Theorem 1 shows that the generalized two-server problem allows for a constant competitive ratio.

**Lemma 19.** Algorithm ONLINE($\text{Balance}, \gamma, \lambda$) with $\gamma = 6$ and $\lambda = 3$ is 2160-competitive for the generalized two-server problem.

**Proof.** By Lemma 15 the work function and $\lambda$-WFA are well-defined. Combining Lemma 17 and Lemma 18 we see that Balance satisfies premise (3) of Theorem 1 with $c_1 = 2, c_2 = 4$ and $m = 3$. Hence, Theorem 1 implies that ONLINE($\text{Balance}, c_1+c_2, m$) is $15(c_1+c_2)m2^m = 2160$-competitive for the generalized two-server problem. □

Inserting the values $\gamma = 6$ and $\lambda = 3$ directly into bound (6) we obtain the lower competitive ratio of 879.

## 4 Concluding remarks

Unfortunately, Theorem 1 does not provide a competitive algorithm for the generalized $k$-server problem for $k \geq 3$ just as easily as for $k = 2$. The question as to whether a competitive algorithm exists for $k \geq 3$ remains unresolved. We believe that the generalized work function algorithm is competitive for the generalized $k$-server problem for any $k \geq 1$ and $\lambda > 1$. 

A problem to which Theorem 1 applies directly is the \( k \)-point request problem. In this metrical service system the set of possible requests consists of all \( k \)-element subsets of the metric space. For any set of \( k + 1 \) or more paths that serve the same request sequence there must be two paths that share a point and are therefore dependent. So for this problem the conditions of Theorem 1 are satisfied for any algorithm \( A \) and \( \gamma \geq 0 \) if \( m = k + 1 \). Hence, the generalized work function algorithm itself must be competitive. We can derive a bound of \(( \lambda + 1)(2\lambda/(\lambda - 1))^{k-1} - \lambda\) on its competitive ratio by substituting \( \gamma = 0 \) in (6). Burley [3] showed a slightly better bound \(( (\lambda + 1)(2\lambda/(\lambda - 1))^{k-1} - \lambda\) and proved that this is tight. Our proof simplifies a lot if we restrict the analysis to the \( k \)-point request problem and let Online be the generalized work function algorithm. In that case Lemma 11 and Lemma 12 are redundant. Case 2 of Lemma 7 simplifies a lot and case 1 becomes redundant which allows for a better choice of the numbers \( \beta_i \). The modification of our proof to the \( k \)-point request problem gives exactly Burley’s proof.

Condition (3) of Theorem 1 is imposed on an algorithm \( A \). It would be more interesting to give a (non-trivial) sufficient condition for a metrical service system to have a finite competitive ratio. For example, Friedman and Linial [10] showed that a competitive algorithm exists if each request is a convex set in \( \mathbb{R}^2 \). Even more interesting would be to find a sufficient condition on the system for competitiveness of the generalized work function algorithm.

We conclude with the NP-hardness proof of the off-line version of the generalized \( k \)-server problem. The proof is straightforward from the exact 3-cover problem. We first remind the reader to the definition of the latter problem. For NP-Completeness of this problem we refer to [11].

**Exact 3-cover.**

An instance is given by a set \( Z \) with \(|Z| = 3q \) and a collection \( C \) of 3-element subsets of \( Z \). The question is whether \( C \) contains an exact cover for \( Z \), i.e., a subcollection \( C' \subseteq C \) such that every element of \( Z \) occurs in exactly one member of \( C' \).

**Theorem 2.** The (offline) generalized \( k \)-server problem is NP-hard.

**Proof.** Take any instance \( I \) of the exact 3-cover problem (with the notation as defined above). We define an instance \( I' \) of the generalized \( k \)-server problem. For each 3-element subset \( c^i \in C = \{c^1, c^2, \ldots, c^|C|\} \) we define a metric space with its server. The \(|C|\) metric spaces are identical and consist of an origin \( O^i \), one point \( P^i \) at distance 1 from the origin, and one point \( Q^i \) at distance \( q + 1 \) from the origin. For each element \( z_j \in Z \) we define one request \((r^1_j, \ldots, r^{|C|}_j)\), which is a \(|C|\)-tuple of points, one in each metric space. If \( z_j \in c^i \) then \( r^i_j = P^i \) and \( r^j_j = Q^j \) otherwise. A small example is included below.

If there exists an exact 3-cover \( C' \) then we move all servers that correspond to a triple \( c^i \in C' \) simultaneously to their point \( P^i \), where they will stay during the whole sequence. Every request will be covered by exactly one server. The cost of this solution is \( q \). On the other hand, if there is a solution with cost at most \( q \), then no server moves to a point \( Q^i \), since otherwise the cost would be at least \( q + 1 \). Each server serves at most three requests. To serve all \( 3q \) requests at least \( q \) servers have to move to their point \( P^i \). Since we assumed the cost to be at most \( q \), exactly \( q \) servers must move. This set of \( q \) servers induces an exact 3-cover.

To illustrate the reduction we give a small example. Let \( Z = \{1, 2, 3, 4, 5, 6\} \) and let \( C \) consist of the subsets \( c^1 = \{1, 2, 3\}, c^2 = \{4, 5, 6\}, c^3 = \{2, 3, 4\}, \) and \( c^4 = \{3, 4, 5\} \). Then the requests will be \( r_1 = (P^1, Q^2, Q^3, Q^4), r_2 = (P^1, Q^2, Q^3, Q^4), r_3 = (P^1, Q^2, P^3, P^4), r_4 = (Q^1, P^2, P^3, P^4), r_5 = (Q^1, P^2, Q^3, Q^4), \) and \( r_6 = (Q^1, P^2, Q^3, Q^4) \). The optimal solution is to move servers 1 and 2 (corresponding with \( c^1 \) and \( c^3 \)) to, respectively, \( P^1 \) and \( P^2 \) and has cost 2. \( \square \)
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