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Abstract—Due to its low cost, simple architecture and robustness to fiber dispersion, single sideband (SSB) transmission with direct detection (DD) system is an attractive solution for 80-km inter data center interconnects (DCIs). However, it will suffer performance degradation caused by the signal-to-signal beating interference (SSBI). Kramers-Kronig (KK) receiver has been extensively investigated for SSBI elimination by reconstructing the SSB signal. The non-linear operations in KK algorithm require up-sampling to cope with spectral broadening, which results in high complexity for practical application. Optical signal phase retrieval method based on the minimum phase signal has also been investigated for SSB signal recovery, in which the SSB and DC-Value properties are iteratively imposed on the amplitude signal in frequency domain. In this paper, we propose a low complexity iterative algorithm for minimum phase signal recovery without up-sampling in time domain. Finite impulse response (FIR) filter is applied to iteratively generate the SSB signal and update the phase component. Based on the proposed scheme, the transmission of 30 GHz SSB 16-QAM discrete multitone (DMT) signal over 80 km single mode fiber (SMF) is successfully demonstrated with the bit error rate (BER) below the hard-decision forward error correction (HD-FEC) threshold of $3.8 \times 10^{-3}$. The experimental results show that, the BER performance of KK scheme with up-sampling factor of 2, frequency-domain iterative scheme and our proposed scheme is almost the same. However, compared with the KK scheme, the proposed method can save the numbers of adders and multipliers by the factors of 29 and 7, while the factors are 5.5 and 4 comparing to the frequency-domain iteration scheme.

Index Terms—Finite impulse response (FIR) filter, minimum phase signal, phase retrieval, Signal-to-signal beating interference (SSBI).

I. INTRODUCTION

RECENTLY, driven by the emerging broadband applications such as cloud computing, video conferencing, virtual reality and augmented reality (VR/AR), large-capacity optical transmission system with low cost and simple architecture is extremely desired for data center interconnects (DCIs). Since the distance of inter-DCIs will reach 80 km in the near future, the research of beyond 100Gb/s signal transmission over 80 km single mode fiber (SMF) based on direct detection (DD) has been drawn much attention [1]. Due to the low cost, power consumption and system complexity, intensity modulation and direct detection (IM/DD) system is considered as a promising candidate for short reach optical interconnects applications [2], [3]. However, double sideband (DSB) signal will suffer serious frequency selected power fading caused by chromatic dispersion (CD) in conventional IM/DD system, which limits the transmission capacity and distance of the system and can hardly satisfy the transmission requirement of inter-DCIs [4], [5].

Since single sideband (SSB) signal is more robust to fiber dispersion, SSB method in DD system has been extensively studied [6]–[8]. However, signal-to-signal beating interference (SSBI) is the major obstacle in SSB DD systems due to the square law-detection of a single-ended photodiode (PD). This interference will deteriorate the system performance, especially at low carrier-to-signal power ratio (CSPR). Several linearization techniques are proposed to eliminate SSBI, such as beat interference cancellation balanced receiver (BICBR) [9], digital iteration SSBI estimation and cancellation [10], [11], and iterative linearization filter [12]. Recently, Kramers-Kronig (KK) receiver is proposed to avoid SSBI by reconstructing the SSB signal [13]–[18]. Since the phase and intensity of the SSB signal meeting the minimum phase condition (MPC) are related by the Hilbert transform, the phase component can be recovered from the received intensity [13], [19], [20]. However, the major obstacle of KK receiver for practical application is the high computational complexity. The nonlinear operations such as logarithmic and exponential operations in KK algorithm leads...
to spectral broadening, thus up-sampling is required before KK operation. In the past few decades, Gerchberg-Saxton (G-S) algorithm is proposed to recover the phase in image processing. It is realized by iteratively imposing the constraint conditions in both space and Fourier domains [21]. A modified G-S algorithm based on multiple distinct dispersion elements and intensity measurements has been investigated in DD system using phase retrieval [22]. Recently, R. K. Patel et al. develop a frequency-domain iterative method for optical phase retrieval based on the SSB and DC-Value property of the minimum phase signal with simulation [23]. Since the iteration method avoids the nonlinear operations, up-sampling is not required compared to KK receiver. However, the iterative process in [Ref. [23]] is realized in frequency domain, fast Fourier transform and inverse fast Fourier transform (FFT/IFFT) pairs are required in each iteration.

In this paper, a low complexity iterative algorithm is proposed for optical SSB signal reconstruction in time domain. Based on the SSB and DC-Value property of the minimum phase signal, finite impulse response (FIR) filter is implemented to iteratively recover the SSB signal. The proposed method is also free from up-sampling as the nonlinear operations are avoided. Although the SSSI iteration cancellation (IC) method in [Refs. [10]–[12]] is also realized by time-domain iteration, SSSI is iteratively estimated by using square law of the recovered SSB signal, and then subtracted from the directly-detected signal to remove the SSSI sufficiently. As for our proposed time-domain iterative method, the iterative process is used to generate SSB signal and update the phase component. In order to verify the effectiveness of the proposed method in eliminating SSSI, the transmission of a 30 GHz SSB 16-QAM discrete multitone (DMT) signal over 80 km SMF is experimentally demonstrated. The experimental results show that, our proposed scheme can achieve the same bit error rate (BER) performance as the frequency-domain iterative method and KK scheme with up-sampling factor of 2. Compared to frequency-domain iterative method, the FFT/IFFT pairs in each iteration for time-frequency domain conversion can be saved in our proposed scheme. As discussed for computational complexity in detail, the proposed method can save the numbers of adders and multipliers by the factors of 29 and 7 compared with the KK scheme, while comparing with the frequency-domain iterative algorithm, the factors of 5.5 and 4 for adders and multipliers are achieved, respectively.

The rest of the article is organized as follows: Section II presents the principle of the time-domain iterative method and the structure of FIR filter. In Section III, the experimental setup and results of 30 GHz SSB 16-QAM DMT signal transmission are described and discussed. Section IV analyzes the computational complexity of these two iterative methods. Finally, conclusions are drawn in Section V.

II. THEORY

In this section, we introduce the principle of the proposed phase retrieval method based on time-domain iteration at first. Then, the structure of the FIR filter for SSB signal generation is given, and the possibility for computational complexity reduction is discussed.

\[
V_{DD} = |E(t)|^2 + |E_s(t)|^2 + 2 \Re \{E_c \cdot E_s(t)\},
\]

The first and second terms on the right side of (2) are the DC component and SSSI, respectively, \(2 \Re \{E_c \cdot E_s(t)\}\) is our desired signal, and \(\Re \{\cdot\}\) denotes taking the real part operation. Figure 1 describes the schematic diagram of the time-domain iterative method for SSB signal reconstruction. The amplitude of the optical SSB signal can be obtained by square root operation as:

\[
|E(t)| = \sqrt{V_{DD}}.
\]

Then, the real amplitude \(|E(t)|\) is multiplied with the complex phase component \(e^{j\theta_k}\), in which the phase \(\theta_k\) is initialized to zero and updated iteratively from the generated SSB signal. Then, a complex signal \(\hat{E}_{k1}(t)\) is obtained. After that, the SSB and DC value properties of the minimum phase signal are adopted, which is achieved by FIR filter. The structure of the FIR filter will be introduced in Section II-B. An SSB signal \(\hat{E}_{k2}(t)\) is generated after the FIR filter, and the frequency response of \(\hat{E}_{k2}(t)\) can be expressed as:

\[
\hat{E}_{k2}(\omega) = \begin{cases} 
  p\hat{E}_{k1}(\omega), & \omega > 0 \\
  \hat{E}_{k1}(\omega), & \omega = 0 \\
  0, & \omega < 0
\end{cases}
\]

where \(\hat{E}_{k1}(\omega)\) is the frequency response of \(E_{k1}(t)\) and \(\hat{E}_{k2}(0) = E_c\). Since the PD utilized in our experiment is AC-coupled, the DC component is lost after optical to electrical conversion. Thus, a digital carrier is added at the receiver side for minimum phase signal reconstruction. The magnitude of the carrier amplitude is calculated according to the CSPR of the optical SSB signal, which is defined as:

\[
CSPR(dB) = 10 \log_{10}(|E_c|^2/|E_s(t)|^2).
\]

According to (4), the tap coefficients should be multiplied with a scaling factor \(p\), which is given by:

\[
p = \begin{cases} 
  2, & k = 1 \\
  1, & k > 1
\end{cases}
\]
where \( k \) represents the iteration number. As described in [23], the real and imaginary parts amplitude of the generated SSB signal are scaled by a factor of 0.5 in first iteration. Thus, \( p = 2 \) is implemented to adjust the amplitude of the SSB signal, and it can effectively speed up the convergence of the iterative process, which will be demonstrated in Section III. Then, the phase information can be calculated by:

\[
e^{j\theta_k} = \frac{E_{k2}(t)}{|E_{k2}(t)|}.
\]  

(7)

And the updated phase component is used to obtain the complex signal \( E_{k1}(t) \) as:

\[
E_{k1}(t) = |E(t)| e^{j\theta_k}.
\]  

(8)

The minimum phase condition property is adopted in each iteration, and the convergence criteria is based on the mean squared error \( e_k \) between the \(|E_{k2}(t)|\) and \(|E(t)|\), which can be described as:

\[
e_k = \frac{1}{N} \sum_{n=1}^{N} ||E_{k2}(n)| - |E(n)||^2.
\]  

(9)

The iterative process continues if the error \( e_k \) is greater than the threshold error \( e_h \). In this paper, the number of iterations is adjusted until the error does not change significantly. It is considered to be converged, and the amplitude and phase of the generated SSB signal will be related by KK relation.

### B. Construction of FIR Filter

Digital discrete Hilbert transform filter can be used for SSB signal generation [24], [25]. Fig. 2 shows the schematic of digital discrete Hilbert transform filter for SSB signal generation. The frequency response of the Hilbert transform is described as:

\[
H(\omega) = \begin{cases} 
  e^{-j\pi/2}, & \omega > 0 \\
  0, & \omega = 0 \\
  e^{j\pi/2}, & \omega < 0
\end{cases}
\]  

(10)

where \( \omega \) represents the angular frequency. And its impulse response in time domain can be expressed as:

\[
h(t) = 1/\pi t.
\]  

(11)

As shown in Fig. 2, the input signal \( E_{in}(t) \) is divided into two branches. The lower branch performs the Hilbert transform and multiplies with \( e^{j\pi/2} \), thus all negative frequency components of the signal are phase-delayed by 180°. Afterwards, the output signal of the lower branch is added to the original signal \( E_{in}(t) \), and an SSB signal \( E_{out}(t) \) is generated.

![Fig. 2. Schematic of digital discrete Hilbert transform filter for SSB signal generation.](image)

![Fig. 3. Impulse response of the FIR filter with 64-taps in time domain.](image)

![Fig. 4. Schematic diagram of the symmetric FIR filter.](image)

However, the discrete Hilbert transform filter can be realized by \( N_h \)-taps FIR filter [26], and it can be modified as [24]:

\[
h(n) = \begin{cases} 
  \frac{1}{\pi n^2}, & n \neq 0 \\
  2, & n = 0
\end{cases}
\]  

(12)

which can also be expressed as:

\[
h(n) = \begin{cases} 
  0, & n, \text{ even} \\
  \frac{2}{\pi n}, & n, \text{ odd}
\end{cases}
\]  

(13)

According to (13), every even tap-coefficient is zero and can be ignored. It means that only half of the taps are valid. Fig. 3 gives the impulse response of the FIR filter with 64-taps. It shows that the structure of this FIR filter is symmetric, which means the number of the multipliers can be halved. Thus, the computational complexity is further reduced, and the schematic diagram of this symmetric FIR filter is shown in Fig. 4.

### III. EXPERIMENTAL SETUP AND RESULTS

The experimental setup and results of our proposed time-domain iterative method is described in this section. In order to verify the effectiveness of our proposed scheme for SSBI elimination, it is considered to compare with KK scheme and frequency-domain iterative scheme. The experimental results show that our proposed scheme can achieve almost the same performance with other two schemes.

#### A. Experimental Setup

Figure 5 shows the experimental setup and digital signal processing (DSP) block diagram of our proposed scheme for 30 GHz SSB 16-QAM DMT signal transmission and reception. At the transmitter, an optical carrier signal at 1550.004 nm emitting from an external cavity laser (ECL) is divided into two branches by a polarization maintaining optical coupler (PMOC).
Fig. 5. Experimental setup and DSP block diagram of time-domain iteration scheme for 30 GHz SSB 16-QAM DMT signal transmission and reception.

One is injected into the IQ modulator biased at null point for complex signal modulation. At the transmitter side DSP, the pseudo random bit sequence (PRBS) is mapped into 16-QAM symbols and then 30 GHz discrete Fourier transform spread (DFT-S) DMT signal is generated. The FFT size is 1024, and the length of cyclic prefix (CP) is 32. Besides, 20 blocks of DMT symbols are inserted as training sequences (TSs). Then pre-equalization is applied to compensate the high frequency attenuation, and Hilbert transform is followed as it is a common method to generate SSB signal for both single-carrier and multi-carrier signals. In case of fiber transmission, electronic dispersion compensation (EDC) is applied for CD pre-compensation. The 30 GHz SSB DMT signal is generated off-line in MATLAB and then uploaded into an 80 GSa/s sampling rate Fujitsu digital-to-analog converter (DAC) with 16 GHz 3-dB bandwidth and 8-bit resolution. The real and imaginary part of SSB signal from two output ports of DAC are amplified by a 4-channel 32-Gbaud linear driver with 20-dB gain and then injected into the IQ modulator. The other branch is used for optical carrier coupling with the modulated signal by PMOC to obtain an optical SSB signal. The power and linewidth of the emitting optical carrier are 16 dBm and less than 100 kHz. The attenuator in lower branch is used to adjust the CSPR by varying the carrier power. Amplified by Erbium-doped fiber amplifier (EDFA), the optical SSB signal is then launched into fiber. Another EDFA is applied to compensate the attenuation of fiber, and the optical bandpass filter (OBPF) is applied to filter out the noise. Fig. 6 shows the spectrum of 30 GHz SSB DMT signal at the output of OBPF. It can be seen that, high frequency power attenuation is compensated with pre-equalization. Besides, the 20 GHz narrowband interference can be clearly seen, which is from the leakage of the DAC.

At the receiver side, an attenuator is used to adjust the received optical power (ROP) and then the SSB signal is detected by a PIN PD with 3-dB bandwidth of 40 GHz. Then, the received signal is captured by a Lecroy Oscilloscope (OSC) operating at 80 GSa/s sampling rate with 36 GHz bandwidth. Finally, the captured samples are fed into off-line DSP for demodulation. Time-domain iteration is carried out first to recover the SSB signal. Then, an adaptive notch filter (ANF) is used to eliminate the clock leakage narrowband interference [27]. After synchronization, channel equalization is carried out in frequency domain. Finally, 16-QAM de-mapping and BER counting are followed. Fig. 7 shows the spectrum of $E_{k1}(t)$ and $E_{k2}(t)$ after 1, 2, 5, 7 iterations in BTB with ROP and CSPR of $-4$ dBm and 13 dB. The accuracy of the signal reconstruction tends to converge after several iterations.

B. Optical Back-to Back Performance Analysis

The BER performance in BTB case is discussed first. The tap length of the FIR filter is set to be 21 in our test, and both two iteration schemes are carried out with 5 iterations. Fig. 8 compares the BER performance of KK scheme (up-sampling factor of 2), frequency-domain iterative scheme and our proposed scheme at $-4$ dBm ROP. As shown in Fig. 8, the BER performance of these three schemes are almost the same. And the BER performance has been greatly improved compared with the case without SSBI cancellation, which means that our proposed scheme can effectively eliminate SSBI. And the optimal CSPR value in BTB is about 13 dB. Since a high peak tone appears due to the clock leakage of the DAC in our experiment, and it falls within the signal bandwidth as shown in Fig. 6. This high peak tone will deteriorate the minimum phase condition, thus a larger carrier is required, which results in higher optimal CSPR value compared with the one in some references [11], [15].

Measured BER performance versus ROP with CSPR of 13 dB is shown in Fig. 9, and we can find that the best ROP
Fig. 7. Spectrum of the input signal $E_{k1}(t)$ and output signal $E_{k2}(t)$ in our proposed scheme after 1, 2, 5, and 7 iterations in BTB case with ROP and CSPR of −4 dBm and 13 dB.

Fig. 8. BER performance versus CSPR of KK scheme, frequency-domain iterative scheme and time-domain iterative scheme.

Fig. 9. BER performance versus ROP with CSPR of 13 dB in BTB.

is −4 dBm. Figs. 10(a) and 10(b) show the BER performance of frequency-domain iterative scheme and our proposed scheme under different iterations. The BER degrades with the increase of iterations and the improvement is not significant when the number of iterations reaches 5. Besides, the BER performance and convergence trend of these two iterative schemes are almost the same. Since the scaling factor $p$ will influence the convergence process, the BER performance versus the number of iterations with and without scaling factor $p$ is discussed in Fig. 11. More iterations are required when $p = 1$ for both two iterative schemes. Thus, fewer iterations are required to achieve the best performance by utilizing scaling factor $p$. Finally, we also measure the BER performance under different tap lengths as shown in Fig. 12. However, increasing the number of taps cannot
significantly improve the BER performance, and tap length of 21 is sufficient to converge.

C. 80 km SMF Transmission Performance Analysis

In our experiment, the length of fiber is fixed at 80 km for fiber transmission test. The BER performance versus launch power with CSPR of 13 dB is given in Fig. 13. BER degrades with the increase of the launch power. However, when the launch power is higher than 7 dBm, the BER performance is getting worse due to the nonlinear effect of fiber. Since the BER curves of these three methods are nearly overlapping, they have the same optimal launch power of 7 dBm. Fig. 14 shows the BER performance under different ROPs with CSPR and launch power of 13 dB and 7 dBm, respectively. And the optimal ROP is about $-3 \text{ dBm}$ for 80 km SMF transmission. The BER performance versus CSPR after 80 km SMF transmission is shown in Fig. 15, and the launch power and ROP are 7 dBm and $-3 \text{ dBm}$, respectively. As shown in Fig. 15, the optimal CSPR is about 13 dB. Fig. 16 gives the BER performance versus tap length with CSPR of 13 dB. And the constellations with 3-taps and 21-taps are inserted. The constellation with 21-taps is more convergence than the one of 3-taps. Finally, the BER performance under different iterations are also tested for both two iterative schemes over 80 km SMF transmission as shown in Fig. 17, and 5 iterations are sufficient to reach convergence.
Fig. 16. BER performance versus tap length with CSPR of 13 dB over 80 km SMF transmission.

IV. COMPUTATION COMPLEXITY ANALYSIS

In this section, the computational complexity of these two iterative methods is analyzed and compared, and the complexity of KK scheme is also compared.

Assume that the sampling rate of the analog-to-digital converter (ADC) is \(f_s\), which is much faster than the clock frequency \(f_{clock}\) of DSP chip. Therefore, parallel mechanism is often implemented in the DSP chip. The degree of parallelization is defined as \(N = \lceil f_s/f_{clock} \rceil\), where \(\lceil \cdot \rceil\) is the ceiling operator. In our previous work, the computational complexity of KK receiver has been discussed [28]. The complexity of the frequency-domain iterative scheme is also analyzed in [23]. Figs. 18(a) and 18(b) describe the DSP blocks for each parallelization of frequency-domain iterative scheme and time-domain iterative scheme, respectively. The nonlinear operators in these two DSP blocks can be achieved by look-up-table (LUT). Assume the vertical resolution of the ADC is 8 bits and the LUT is filled with 2-byte floating-point numbers, each LUT requires the memory size of \(2^8 \times 2^4\) bits. Three LUTs are included in a parallel module for both two iterative schemes as shown in Fig. 18, which requires the memory size of 12 kbits. For frequency-domain iterative scheme, the real value after square root operation is multiplied with the complex phase component, and \(2N\) multipliers are required. After that, FFT/IFFT and MPC are followed. As discussed in [Ref. [23]], the scaling factor implementation can be realized by 1-bit shift operation. As for FFT operation, it includes \((N\log_2 N)/2\) complex multiplications and \(N\log_2 N\) additions. And one complex multiplication requires \(4\) real multipliers and \(2\) real adders, while one complex addition needs \(2\) real adders. Thus, a FFT operation including \(2^N\) real multipliers and \(2N\) real adders, and the complexity of IFFT is the same as FFT. Square law \(|(\cdot)|^2\), square root and inverse operation are followed to acquire the phase of the generated SSB signal. \(2^N\) multipliers and \(N\) adders are required for \(|(\cdot)|^2\). As shown in Fig. 18, the division is replaced by a multiplication and an inverse realized by LUT. The stored \(1/(\cdot)\) is multiplied with the complex signal \(E_k(t)\), and \(2N\) multipliers are required. Thus, the total numbers of multipliers and adders for the frequency-domain iteration scheme can be calculated by \((2^N + 2 \times 2N^2 + 2N + 2N^2)k = (4N\log_2 N + 6N)k\) and \((2 \times 3N\log_2 N + N)k = (6N\log_2 N + N)k\), respectively.

Figure 18(b) gives the DSP blocks of time-domain iterative scheme. At first, the received signal is carried out by square root operation. Then the real value is multiplied with the complex phase component and \(2N\) multipliers are required. \(N_h\)-taps FIR filter is applied to generate SSB signal. Since every even tap-coefficient is zero, only \((N_h-1)/2\) taps are valid (\(N_h\) is odd). Besides, the structure of the FIR filter is symmetric as shown in Fig. 4, and the multipliers can be halved. Thus, the numbers of multipliers and adders required in FIR filter are \((N_h-1)/4\) and \((N_h-3)/2\), respectively. In order to generate the SSB signal, a multiplication and an adder are followed after
FIR filter. After that, phase information is calculated from the generated SSB signal, and 4N multipliers and N adders are needed in this process, which is the same as the frequency-domain iterative scheme. Therefore, the total numbers of multipliers and adders for the proposed scheme can be calculated by \((2N + (N_h-1)/4 + N + 4N)k = (N_h + 27)Nk/4\) and \((N_h-3)/2 + N + Nk = (N_h + 1)Nk/2\).

Table I lists the numbers of real-valued multipliers and adders, and the memory size of LUT. Here, we consider \(N_c\) and \(N_h\) with 128 and 21 taps, \(R = 2\), \(k = 5\) and \(N = 1024\). Compared with the KK scheme, our proposed scheme can save the numbers of multipliers and adders by the factor of 7 and 29, respectively. While comparing with frequency-domain iterative scheme, the factors of multipliers and adders are 4 and 5.5, respectively. The memory sizes of these two iteration schemes are the same, while nearly 2.7 times memory size is required for KK scheme.

V. CONCLUSION

In this paper, an iterative method with low complexity is proposed for minimum phase signal recovery without up-sampling in time domain. Based on the proposed scheme, the transmission of a 30 GHz SSB 16-QAM DMT signal over 80 km SMF with CD pre-compensation is successfully demonstrated with BER below hard-decision forward error correction (HD-FEC) threshold of \(3.8 \times 10^{-3}\). The experimental results show that, our proposed scheme can achieve the same BER performance with frequency-domain iterative scheme and KK scheme. Since our proposed scheme is free from up-sampling and time-frequency domain conversion, the computational complexity can be reduced compared to KK receiver and frequency-domain iterative scheme. The proposed scheme can save the numbers of adders and multipliers by the factors of 29 and 7 compared with the KK scheme, while comparing with the frequency-domain iterative scheme, the factors are 5.5 and 4 for adders and multipliers, respectively. The experimental results show that our proposed scheme is a promising candidate in SSB DD system for 80 km inter-DCIs.
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TABLE I

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of multipliers</th>
<th>Number of adders</th>
<th>Memory size (kbit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KK scheme</td>
<td>((3N+2)Nk)</td>
<td>((3N+1)Nk)</td>
<td>16Nk</td>
</tr>
<tr>
<td>Frequency-domain iterative scheme</td>
<td>((N+6Nk)Nk)</td>
<td>((N+4Nk)Nk)</td>
<td>12Nk</td>
</tr>
<tr>
<td>Time-domain iterative scheme</td>
<td>((N+1)Nk/2)</td>
<td>((N+27)Nk/4)</td>
<td>12Nk</td>
</tr>
</tbody>
</table>