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1. Introduction

The introduction of parallel computing has created new allocation and scheduling problems that have
to be dealt with. They differ from the problems of classical sequencing and scheduling theory mainly
in that interprocessor communication delays have to be taken into account: the execution of a task
cannot start before all necessary information produced by its predecessors has been transmitted to the
processor that has to execute it.

We consider the following type of scheduling problem with communication delays. There are $n$
tasks that have to be executed by $m$ identical parallel processors. Each processor is available from
time zero onwards and can execute at most one task at a time. Each task $J_j$ ($j = 1, \ldots, n$) has a unit
processing time and produces information, which may be required by one or more other tasks. These
data dependencies define a precedence relation on the task set. It is represented by an acyclic directed
graph $G$ with vertices $J_1, \ldots, J_n$ and an arc $J_j \rightarrow J_k$ whenever $J_k$ needs data from $J_j$. For each arc
$J_j \rightarrow J_k$, we require that $J_k$ cannot be started before $J_j$ has been completed and the information pro-
duced by $J_j$ has been transferred from its processor to the processor of $J_k$; it is assumed that the
transmission of information does not interfere with the availability of the processors. There is a com-
munication delay of one time unit if $J_j$ and $J_k$ are executed on different processors; there is no delay if
$J_j$ and $J_k$ are executed on the same processor. A schedule is an allocation of each task to a time slot of
unit length on a processor such that processor availability constraints, precedence constraints and
communication delays are taken into account. Given a schedule, let $S_j$ and $C_j$ denote the starting and
completion time of task $J_j$, respectively, for $j = 1, \ldots, n$. We wish to minimize the length or makespan of a schedule, that is, the maximum task completion time, defined as $C_{\text{max}} = \max_{1 \leq j \leq n} C_j$.

There are two variants of the problem, depending on whether the number of processors is restric-
tively small or not. With a modification of the three-field notation scheme that was proposed by
Veltman, Lageweg, and Lenstra [1990] as an extension of the terminology introduced by Graham, Lawler, Lenstra, and Rinnooy Kan [1979], we denote the first variant by \( P | prec, c = 1, p_j = 1 | C_{\text{max}} \) and the second variant by \( P_{\infty} | prec, c = 1, p_j = 1 | C_{\text{max}} \).

The \( P | prec, c = 1, p_j = 1 | C_{\text{max}} \) problem was first addressed by Rayward-Smith [1987], who established NP-hardness and showed that an active schedule is no longer than \( 3-2/m \) times the optimum. A schedule is active if no task can start earlier without increasing the start time of another task. It is a challenging open problem to approximate an optimal solution appreciably better than a factor of 3 in polynomial time.

Papadimitriou and Yannakakis [1990] were among the first to address the unrestricted case. They study a model with general processing times and communication delays that allows for task duplication and derive a 2-approximation algorithm. Colin and Chrétienne [1993] observe that this method generates optimal schedules in case of small communication delays, that is, \( \max_{1 \leq j, k \leq n} c_{jk} \leq \min_{1 \leq j \leq n} p_j \).

Lenstra, Veldhorst, and Veltman [1993] show that the restricted variant in which the precedence relation consists of a collection of trees, \( P | \text{tree}, c = 1, p_j = 1 | C_{\text{max}} \), is NP-hard. Varvarigou, Roy-Chowdhury, and Kailath [1992] show that if, in addition, the number of processors is part of the problem type, then dynamic programming leads to a polynomial-time algorithm. A linear-time algorithm for the case of two processors is given by Lenstra, Veldhorst and Veltman [1993]. The complexity of the problem with a general precedence relation and a fixed number of processors, \( P_m | prec, c = 1, p_j = 1 | C_{\text{max}} \), is open, even for \( m = 2 \).

Picouleau [1991A] showed that the problem of deciding whether an instance of \( P | \text{tree}, c = 1, p_j = 1 | C_{\text{max}} \) has a schedule of length at most 3 is decidable in polynomial time. Lenstra and Rinnooy Kan [1978] showed for the case without communication delays, \( P | prec, p_j = 1 | C_{\text{max}} \), that the problem of deciding whether an instance has a schedule of length at most 3 is NP-complete; note that it is trivial to decide if a feasible schedule of length 2 exists.

For the unrestricted case, \( P_{\infty} | prec, c = 1, p_j = 1 | C_{\text{max}} \), Picouleau [1991B] established NP-completeness for the problem of deciding whether an instance has a schedule of length at most 8. The case without communication delays, \( P_{\infty} | prec, p_j = 1 | C_{\text{max}} \), is trivial.

We study the same type of question as investigated by Picouleau, and Lenstra and Rinnooy Kan: for what deadline \( d \) can one determine in polynomial time if a schedule of length at most \( d \) exists? In Section 2, we give our own proof that the restricted variant is polynomially solvable for \( d = 3 \) and show NP-completeness for \( d = 4 \). In Section 3, we show that the unrestricted variant is polynomially solvable for \( d = 5 \) and NP-complete for \( d = 6 \).

As a consequence, there exists no polynomial-time algorithm with performance bound smaller than \( 5/4 \) for \( P | prec, c = 1, p_j = 1 | C_{\text{max}} \), and there exists no polynomial-time algorithm with performance bound smaller than \( 7/6 \) for \( P_{\infty} | prec, c = 1, p_j = 1 | C_{\text{max}} \), unless \( P = NP \). Neither of these problems has a polynomial approximation scheme, unless \( P = NP \).

2. The restricted variant

We start by showing that the problem of deciding whether an instance of \( P | prec, c = 1, p_j = 1 | C_{\text{max}} \) has a schedule of length at most 3 is decidable in polynomial time. Our algorithm is an alternative to a method previously proposed by Picouleau [1991A]. Next we prove NP-completeness of the problem of deciding whether an instance has a schedule of length at most 4, even for the special case that the precedence relation has the form of a bipartite graph.
Theorem 1. The problem of deciding whether an instance of $P \mid \text{prec}, c = 1, p_j = 1 \mid C_{\text{max}}$ has a schedule of length at most 3 is solvable in polynomial time.

Proof. Given an instance of $P \mid \text{prec}, c = 1, p_j = 1 \mid C_{\text{max}}$, we first check whether some trivial necessary constraints for the existence of a feasible schedule of length at most 3 are satisfied. These are the constraints that there are no paths in the graph of length more than 3, that there are no more than $3m$ tasks, and that no two paths of length 3 interfere or share a task. Subsequently, we delete the isolated tasks from the instance; they will be dealt with later.

Our approach to check the existence of a feasible schedule of length at most 3 consists of two steps. We first assign the tasks to time slots. Then the tasks are assigned to the processors by which they have to be executed. The first step proceeds in such a way that the number of processors needed in the second step is minimized.

We first deal with the paths of length 3. The tasks in a path of length 3 are all assigned to a single processor. As no two paths of length 3 interfere, the second task in a chain has only one predecessor and only one successor. The first task in a path of length 3 may be succeeded by several tasks without successors; these tasks are assigned to the third time slot. The third task in a path of length 3 may be preceded by several tasks without predecessors; these tasks are assigned to the first time slot. Furthermore, we assign the tasks with two or more successors to the first time slot and the tasks with two or more predecessors to the third time slot.

The tasks that still have to be assigned either belong to isolated chains of length 2 or are the leaves of a rooted intree or outtree with depth at most equal to 2. In case of a chain of length 2, the tasks can be assigned either to the time slots 1 and 2, or to the time slots 2 and 3, or to the time slots 1 and 3; if a task is assigned to the second time slot, then the other task in the chain has to be executed by the same processor. In case of a rooted intree, at most one of the tasks can be assigned to time slot 2 and all other tasks (except the root) must be assigned to time slot 1, whereas in case of a rooted outtree at most one task can be assigned to time slot 2 and all other tasks (except the root) must be assigned to time slot 3. A straightforward approach finds an assignment of the tasks belonging to chains and trees to time slots such that the maximum number of tasks assigned to a single time slot is minimized. If this number exceeds the number of available processors, then clearly the instance has no schedule of length at most 3.

Given an assignment of tasks to time slots, a feasible schedule is constructed in the following way. First assign each task that is to be processed in the second time slot to a processor and assign its predecessor or successor to the same processor. The remaining tasks can be scheduled on arbitrary processors according to the time slot assignment. Finally, the isolated tasks can be used to fill the empty slots. $\square$

Theorem 2. The problem of deciding whether an instance of $P \mid \text{prec}, c = 1, p_j = 1 \mid C_{\text{max}}$ has a schedule of length at most 4 is NP-complete, even for bipartite precedence relations.

Proof. Our proof is based on a reduction from the NP-complete problem Clique and extends the proof by Lenstra and Rinnooy Kan [1978] for the variant without communication delays. The Clique problem is defined as follows:

Clique: Given a graph $G = (V, E)$ and an integer $k$, does $G$ have a complete subgraph on $k$ vertices?
Given an instance of Clique, define the number of edges in a clique of size \( k \) by
\[
1 = \frac{k(k-1)}{2}
\]
and define \( m = \max \{ |V| + l - k, |E| - l \} \). We construct the following instance of \( P \mid prec, c = 1, p_j = 1 \mid C_{\text{max}} \). There are \( m = 2(m+1) \) processors, which have to process \( 4m \) tasks. Each vertex \( v \in V \) corresponds to a pair of vertex tasks \( J_v \) and \( K_v \), and each edge \( e \in E \) corresponds to an edge task \( L_e \); we introduce precedence constraints \( J_v \rightarrow K_v \), and \( J_v \rightarrow L_e \) if \( v \) is incident to \( e \). In addition, we define \( 4m - 2|V| - |E| \) dummy tasks: there are \( m - k \) tasks of type \( W \), \( m - |V| \) of type \( X \), \( m - |V| + k - l \) of type \( Y \), and \( m - |E| + l \) of type \( Z \). The precedence constraints between these dummy tasks are such that all \( W \) tasks should precede all \( Y \) and \( Z \) tasks, and all \( X \) tasks should precede all \( Z \) tasks.

Suppose that \( G \) contains a clique of size \( k \). Then a schedule of length at most 4 is obtained by scheduling the tasks according to the pattern given in Figure 1. Here \( J, K, \) and \( L \) stand for the tasks of type \( J_v \), \( K_v \), and \( L_e \), respectively, \( J_{\text{clique}} \) (\( K_{\text{clique}} \)) denotes the set of tasks of type \( J \) (\( K \)) corresponding to the clique vertices, and \( L_{\text{clique}} \) denotes the set of tasks of type \( L \) corresponding to the clique edges.

![Figure 1. Schedule of length 4.](image-url)

Conversely, suppose that there exists a feasible schedule \( \sigma \) of length at most 4. We will show that in any such schedule the non-dummy tasks processed in time slot 1 correspond to the vertices of a clique of size \( k \). The \( W \) tasks are processed in time slot 1 in \( \sigma \), since they must precede all of the tasks of types \( Y \) and \( Z \), of which there are at least \( m + 2 \). A similar argument shows that the \( Z \) tasks are processed in time slot 4 in \( \sigma \). It follows immediately from these observations that the tasks of types \( X \) and \( Y \) are processed in \( \sigma \) in the time periods \([0,2]\) and \([2,4]\), respectively.

As the number of tasks is exactly equal to \( 4m \), \( \sigma \) does not contain any idle time; hence, next to the tasks of type \( W \) and \( X \), exactly \( k + |V| \) vertex tasks must be processed in time period \([0,2]\). As the vertex tasks of type \( J \) have to precede the corresponding vertex tasks of type \( K \), we know that no more than \( |V| \) vertex tasks are processed in time slot 2 in \( \sigma \). This observation, combined with the observation that all \( X \) tasks are processed in time period \([0,2]\), implies that \( \sigma \) processes all \( X \) tasks in time slot 2, that \( k \) vertex tasks of type \( J \) are processed in time slot 1, and that the corresponding vertex tasks of type \( K \) and the remaining vertex tasks of type \( J \) are processed in time slot 2. The set of tasks that are processed in time slot 3 consists of \( Y \) tasks, edge tasks \( L \) that have both predecessors processed in time slot 1, vertex tasks of type \( K \), and \( L \) tasks with one predecessor in time slot 1 and one predecessor in time slot 2; the total number of these tasks is equal to \( m \), as \( \sigma \) contains no idle time. Note that both the \( K \) tasks and the \( L \) tasks with one predecessor in time slot 2 must be scheduled immediately after their preceding task of type \( J \), implying that the number of these tasks is at most \( |V| - k \). Hence, there...
are at least \( l \) edge tasks with both predecessors processed in time slot 1, implying that the \( k \) vertices corresponding to the \( k \) vertex tasks that are processed in time slot 1 induce a complete subgraph of \( G \).

**Corollary 1.** For \( P | prec, c = 1, p_j = 1 | C_{\text{max}} \) there exists no polynomial-time algorithm with performance bound smaller than \( 5/4 \), unless \( P = NP \). □

### 3. The unrestricted variant

We now consider the variant for which the number of processors is not restrictively small. We first show that the problem of deciding whether an instance has a schedule of length at most 5 is solvable in polynomial time. Next we show that the problem of deciding whether an instance has a schedule of length at most 6 is NP-complete.

**Theorem 3.** The problem of deciding whether an instance of \( P^\infty | prec, c = 1, p_j = 1 | C_{\text{max}} \) has a schedule of length at most 5 is solvable in polynomial time.

**Proof.** Given an arbitrary instance of the problem \( P^\infty | prec, c = 1, p_j = 1 | C_{\text{max}} \), we first check whether some obviously necessary constraints hold. These are that the graph contains no path of length more than 5 and that there are no two interfering paths of length 5. Suppose that these constraints are satisfied. Then it is easy to see that each task that does not belong to a path of length 4 can be assigned to a processor and time slot without violating any constraint. We now present a polynomial-time algorithm that checks whether a given set of paths of length 4 fits into a feasible schedule of length at most 5.

Let \( J_1 \rightarrow J_2 \rightarrow J_3 \rightarrow J_4 \) denote a path of length 4. Without loss of generality, \( J_1 \) and \( J_4 \) can be processed in the first and last time slot, respectively. We develop an algorithm to check in polynomial time whether there exists a feasible assignment of the middle tasks \( J_2 \) and \( J_3 \) to time slots, while observing the constraint that two dependent tasks that are assigned to two consecutive time slots must be performed by the same processor. We distinguish a number of cases.

Suppose that \( J_2 \) has at least two predecessors, implying that \( J_2 \) cannot start before time 2; then we have to assign \( J_2 \), \( J_3 \), and \( J_4 \) to the last three time slots and they have to be performed by the same processor. Similarly, if \( J_3 \) has at least two successors, then it has to be executed in time slot 3 and \( J_1 \) and \( J_2 \) have to be executed by the same processor in the first and second time slot, respectively.

The other cases require a more intricate procedure. From now on, \( J_2 \) has one predecessor and \( J_3 \) has one successor. For each unscheduled task \( J_i \), we define the depth \( d_j \) as the number of tasks, in a path of length 4, that precede this task; thus \( d_2 = 1 \) and \( d_3 = 2 \). As \( J_j \) starts at time \( d_j \) or \( d_j + 1 \) in any feasible schedule of length at most 5, we have that \( S_j = d_j + x_j \), with \( x_j \in \{0, 1\} \). The problem of assigning feasible start times to the tasks \( J_j \) can thus be formulated as a problem of assigning feasible binary values to the variables \( x_j \).

Consider the case depicted in Figure 2a. Let \( V \) denote the set of immediate successors of \( J_1 \) that belong to a path of length 4; in this case we have \( V = \{ J_2, J_{2a}, J_{2b} \} \). As at most one of the tasks in \( V \) can be executed in time slot 2, the \( x \) variables corresponding to the tasks in \( V \) must satisfy the constraint \( \sum_{j \in V} x_j \geq |V| - 1 \).

Three other cases we distinguish are illustrated in Figures 2b-d. Analogous observations lead to similar constraints for each case; these constraints are shown next to the graph. Note that in case 2b...
we have already assigned $J_2$ to time slot 2, and that in case 2c task $J_3$ has already been assigned to time slot 4. If two dependent tasks $J_2$ and $J_3$ have not yet been assigned to time slots, then we have to add the constraint $x_3 - x_2 \geq 0$ to ensure consistency. Note that each binary solution that satisfies all constraints derived for the cases 2a through 2d induces a feasible schedule of length at most 5; let $Ax \geq b$ denote the set of constraints.

It is easily verified that every column of $A$ contains at most one +1 and at most one −1 entry, implying that $A$ is a network matrix [Schrijver, 1986]. Hence, if we add the inequalities $0 \leq x_j \leq 1$, then the constraint matrix remains totally unimodular and the polyhedron $\{x \mid 0 \leq x \leq 1; Ax \geq b\}$ is integral. As we can decide in polynomial time whether the polyhedron is empty, the problem whether a given instance of $P_{\infty} | prec, c = 1, p_j = 1 \mid \text{C}_{max}$ has a schedule of length at most 5 is decidable in polynomial time. □
Theorem 4. The problem of deciding whether an instance of $P^{\infty}|\text{prec}, c=1, p_j=1| C_{\text{max}}$ has a schedule of length at most 6 is NP-complete.

Proof. Our proof is based on a reduction from the NP-complete problem 3-Satisfiability, which is defined as follows:

3-Satisfiability: Given a set $U$ of variables and a collection $C$ of clauses over $U$ such that each clause $c \in C$ has $|c| = 3$, does there exist a truth assignment for $C$?

Given an instance $(U,C)$ of 3-Satisfiability, we construct the following instance of $P^{\infty}|\text{prec}, c=1, p_j=1| C_{\text{max}}$. For each variable $x$ we introduce six tasks: $x_1, x_2, x_3, x, \bar{x},$ and $x_6$; the precedence constraints between these tasks are given in Figure 3. For each clause $c=(x_c, y_c, z_c)$, where the literals $x_c, y_c$, and $z_c$ are occurrences of negated or unnegated variables, we introduce thirteen tasks: $x_c, y_c, z_c, x_c, \bar{x}_c, y_c, \bar{y}_c, z_c, x_c, x_c y_c, x_c z_c, y_c z_c$, and $c$; the precedence constraints between these tasks are also given in Figure 3. We further introduce precedence constraints between the variable tasks and the clause tasks. If the occurrence of variable $x$ in $c$ is unnegated, then $x_c$ precedes the variable task $x$ and $x_c$ precedes the variable task $\bar{x}$, as illustrated in Figure 3. If the occurrence of variable $x$ in $c$ is negated, then $x_c$ precedes the variable task $\bar{x}$ and $x_c$ precedes the variable task $x$. Thus, $x_c$ represents the occurrence of variable $x$ in clause $c$; it precedes the corresponding variable task.

We start by making two essential observations. First, note that in a schedule of length at most 6 there are exactly two ways to schedule the tasks corresponding to a variable $x$, depending upon
whether variable task \( x \) is scheduled in time slot 4 and variable task \( \overline{x} \) in time slot 5 or the other way around. In both cases, the tasks \( x_1, x_2, \) and \( x_3 \) have to be performed by the same processor as the variable task that is scheduled in time slot 4 and the task \( x_6 \) has to be performed by the same processor as the variable task scheduled in time slot 5. Second, note that in order to schedule the clause tasks corresponding to clause \( c = (x_c, y_c, z_c) \) within six time units at least one of the tasks \( x_c, y_c, \) and \( z_c \) must be scheduled in time slot 2.

Suppose that a truth assignment for \( C \) exists. Then a schedule of length at most 6 is obtained by scheduling the variable task \( x \) in time slot 4 if variable \( x \) is true and in time slot 5 otherwise. If the literal \( x \) occurring in clause \( c \) is true, then \( x_c \) is scheduled in time slot 2 on the same processor as \( \overline{x}_c \), and \( \overline{x}_c \) is scheduled in time slot 3; if the literal \( x \) in \( c \) is false, then the task \( x_c \) is scheduled in time slot 3 and \( \overline{x}_c \) in time slot 2. The other tasks are scheduled in a greedy manner. As every clause \( c \) contains at least one true literal, each clause task \( c \) will be completed by time 6.

Conversely, suppose that there exists a schedule of length at most 6. We will show that there exists a truth assignment for the instance of 3-Satisfiability. Define a variable \( x \) as true if the corresponding variable task \( x \) is processed in time slot 4, and false otherwise. Without loss of generality, suppose that variable task \( x \) is executed in time slot 4. Each unnegated occurrence of \( x \) must be scheduled in time slot 2 and each negated occurrence of \( x \) in slot 3, implying that all literals are assigned values consistently. As each clause task \( c \) has been completed at time 6, we know that each clause contains at least one true literal.

**Corollary 2.** For \( P^{\#}_{\text{pre}}, c=1, p_j=1 \) \( C_{\text{max}} \) there exists no polynomial-time algorithm with performance bound smaller than \( 7/6 \), unless \( P=NP \). □
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