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AN ITERATIVE-CYCLIC SOFTWARE PROCESS MODEL
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Abstract
The current state of traditional software development is surveyed and essential problems are investigated on the basis of system theoretical considerations. The concept of optimisation cycle is presented. The relationship between several different kinds of local optimisation cycles with known techniques for user-participation is discussed and integrated into a general concept of participatory software development. The pros and cons of essential problems known to obstruct optimal software development and possible ways of solving them are considered.

1. Introduction

Analysis of current software development processes brings to light a series of weaknesses and problems, the sources of which lie in the theoretical concepts applied, the traditional procedures followed (especially project management) as well as in the use of inadequate cost analysis models [5]. The literature contains an ample store of proposed solutions based on current practice in software development. These point to the significance of participation by all groups affected. Analysis of these cases shows that there are three essential barriers to optimisation: the specification barrier, the communication barrier and the optimisation barrier.

Speaking quite generally, one of the most important problems lies in coming to a shared understanding by all the affected groups of the component of the worksystem to be automated [14] — that is, to find the answers to the questions of “if”, “where” and “how” for the planned implementation of technology, to which a shared commitment can be reached. This involves, in particular, determining all the characteristics of the work system that are to be planned anew. Every work system comprises a social and a technical subsystem. An optimal total system must integrate both simultaneously.

In order to arrive at the optimal design for the total working system, it is of paramount importance to regard the social subsystem as a system in its own right, endowed with its own specific characteristics and conditions, and a system to be optimised when coupled with the technical subsystem.

2. Barriers in the Framework of Traditional Software Development

The “specification barrier” is an immediate problem even at a cursory glance. How can the software developer ascertain that the client is able to specify the requirements for the subsystem to be developed in a complete and accurate way which will not be modified while the project is being carried out? The more formal and detailed the medium used by the client to formulate requirements, the easier it is for the software developer to incorporate these into an appropriate software system. But this presumes that the client has command of a certain measure of expertise. However, the client is not prepared to acquire this — or perhaps is in part not in a position to do so — before the beginning of the software development process. It is therefore necessary to find and implement other ways and means, using from informal through semi-formal to formal specification methods.

It would be a grave error with dire consequences to assume that clients — usually people from the middle and upper echelons of management — are able to provide pertinent and adequate information on all requirements for an interactive software system. As a result, the following different perspectives must be taken into consideration in the analysis and specification phases.

The Applier’s Perspective: Every person in a position to make a contribution to defining the requirements for the total work system is considered to be an applier. This perspective often coincides with that of the client, and takes into consideration general requirements concerning the effectiveness, organisational structures, project costs, global application and implementation goals for the technical subsystem, as well as the desired effect on the total work system. The applier’s perspective thus embraces the requirements for the organisational interface.

The User’s Perspective: Users are those persons who need the results obtained from using the software system for performing their tasks. The dominant factor influencing their perspective is human-to-human communication with the end-users (e. g. heads, secretaries, etc.) and their contribution usually includes requirements for the tool interface.

The End-User’s Perspective: End-users are all those who directly use the software system as a work tool. This group
is in the position to formulate pertinent requirements for the organisational, tool, dialogue and i/o interfaces.

The "communications barrier" between applier, user and end-user on the one hand and the software developer on the other is essentially due to the fact that “technical intelligence” is only inadequately imbedded in the social, historical and political contexts of technological development. Communication between those involved in the development process can allow non-technical facts to slip through the conceptual net of specialised technical language, which therefore restricts the social character of the technology to the functional and instrumental.

The application-oriented jargon of the user flounders on the technical jargon of the developer. This “gap” can only be bridged to a limited extent by purely linguistic means, because the fact that their respective semantics are conceptually bound make the ideas applied insufficiently precise. Overcoming this fuzziness requires creating jointly experienced, perceptually shared contexts. Beyond verbal communication, visual means are the ones best suited to this purpose. The stronger the perceptual experience one has of the semantic context of the other, the easier it is to overcome the communications barrier.

At its best, software development is a procedure for optimally designing a product with interactive properties for supporting the performance of work tasks. Because computer science has accumulated quite a treasure trove of very broadly applicable algorithms, software development is increasingly focussing attention on those facets of application-oriented software which are unamenable to algorithmic treatment. While the purely technical aspects of a software product are best dealt with by optimisation procedures attuned to a technical context, the non-technical context of the application environment aimed at requires the implementation of optimisation procedures of a different nature.

It would be false indeed to expect that at the outset of a larger reorganisation of a work system any single group of persons could have a complete, exact and comprehensive view of the ideal for the work system to be set up. Only during the analysis, evaluation and planning processes are the people involvable to develop an increasingly clear picture of what it is that they are really striving for. This is basically why the requirements of the applier seem to “change” — they do not really change but simply become concrete within the anticipated boundary constraints. This process of crystallisation should be allowed to unfold as completely, as pertinently and — from a global perspective — as inexpensively as possible. Completeness can be reached by ensuring that each affected group is involved at least through representatives. Iterative, interactive progress makes the ideal concept increasingly concrete. There are methods available for supporting the process of communication which ensure efficient progress [15] [16].

3. Overcoming the Barriers

Sufficient empirical evidence has accumulated by now to show that task and user oriented procedures in software development not only bring noticeable savings in costs, but also significantly improve the software produced [6] [9] [17]. How then, can the both barriers mentioned above be overcome? The answer is: the concept of “optimisation”.

3.1 The Optimisation Cycle

Systems theory distinguishes between “control” (i. e. “feed forward” or “open loop” control systems) and “regulation” (i. e. “feedback” or “closed loop” control systems). The following are minimum conditions for a feed forward or open loop structure, that functions:

“(1) precise knowledge of the response of the system being controlled, i. e. of the relation between the controller output on the one hand and the output and interference — such as changes in the specifications — on the other;
(2) precise knowledge of those quantities whose affect on the system is detrimental to the intended influence (interference or perturbance, such as technical feasibility, etc.); if the system has a response delay, then a prognosis is needed for these interferences at least for the period of the delay;
(3) knowledge of procedures for deriving controller output from such information.

These conditions are hardly ever met in practice. That is why it is constantly necessary to supplement or replace control by regulation” [18].

The application of the highly effective “regulation” principle actually only requires a knowledge of those controller outputs which steer the output in the desired direction. We designate the “Test-Action-Cycle” based on the “regulation” principle as optimisation cycle. An important dimension of the optimisation cycle is its length, i. e. the time required to complete the cycle once. Depending on the nature of the activity and the testing, the length can be anything from a matter of a few seconds to up to possibly several years. The longer this period, the more costly the optimisation cycle. It is the aim of user-oriented software development to incorporate an as efficient optimisation cycle as possible into software development procedures [9] [15] [16].

The optimisation criteria are all relevant technical and social factors [19] [21]. Testing ascertainment the extent to which the optimisation criteria are met, subject to the boundary constraints. The action taken could come from a range of extremely different procedures, methods or techniques. All of this depends on the nature of the work output. Interference could come from the three barriers as well as from technical and social problems in realising the project.

Of course current software development also avails itself of the principle of “control” in various places. What we
have in mind here are decisions made and directives issued by the client, the project management or other bodies as a consequence of experience, ignorance, exercise of power or purely and simply the pressure of time. It is frequently the case that feed forward control systems operate more economically than is ever possible with regulated systems — but only if the named conditions prevail! This is one important reason why the attempt is made to come as close as possible to a particular control system in software development, namely the “Waterfall Model”. If, however, the barriers discussed above, are taken seriously, then we must determine those places in software development procedures at which cycles are indispensable in a software process model.

3.2 The Analysis Phase

The analysis phase is frequently the one most neglected. This is essentially due to the fact that methods and techniques need to be used primarily the way occupational and organisational sciences have developed and applied them [13]. Inordinately high costs incur from the troubleshooting required because the analysis was less than optimal [6] [20]. The time has come to engage occupational and organisational consultants at the analysis stage who have been especially trained for software development!

While traditional software development partly includes a global analysis of the tasks in the work system, analysis of work activities and their effect is largely excluded from consideration. The results of the detailed analysis of the objective conditions of a work system need to be supplemented with the subjective conditions experienced by the employees if the organisational measures to be drawn up jointly by all those affected are to have a chance of finding consensus. Yaverbaum and Culpan [24] determined important criteria for further qualificational and organisational measures by means of “Job Diagnostic Survey (JDS)”.

3.3 The Specification Phase

Once the analysis of the work system to be optimised has been completed, the next stage is to mould the results obtained into implementable form. Methods of specification with high communicative value are recommended here.

The first thing is to determine “if” and “where” it makes sense to employ technology. “Although the view is still widely held that it is possible to use technology to eliminate the deficiencies of an organisation without questioning the structures of the organisation as a whole, the conclusion is nevertheless usually a false one” [10].

The intended division of functions between man and machine is decided during the specification of the tool interface. The tasks which remain in human hands must have the following characteristics [22]: 1. sufficient freedom of action and decision-making; 2. adequate time available; 3. sufficient physical activity; 4. concrete contact with material and social conditions at the workplace activities; 5. actual use of a variety of the senses; 6. opportunities for variety when executing tasks; 7. task related communication and immediate interpersonal contact.

Once those concerned are sufficiently clear about which functions are amenable to automation, the next step which should be taken is to test the screen layout on the end-users with hand-drawn sketches (the extremely inexpensive “pen and paper” method). If the range of templates is very large, then a graphics data bank can be used to manage the templates produced on a graphics editor. The use of prototyping tools is frequently inadvisable, because tool-specific presentation offers a too restrictive range of possibilities. The effect of the structuring measures taken can be assessed with the help of discussion with the end-users, or by means of checklists.

The use of prototypes to illustrate the dynamical and interactive aspects of the tools being developed is indispensable for specifying the dialogue interface. However, prototypes should only be used very purposefully and selectively to clarify special aspects of the specification — not indiscriminately. Otherwise there looms the inescapable danger of investing too much in the production and maintenance of “display goods”. A very efficient and inexpensive variation is provided by simulation studies, for example, with the use of hand prepared transparencies, cards, etc. which appear before the user in response to the action taken [9].

3.4 The Implementation Phase

Having invested the necessary effort in optimising both the analysis and specification phases, it is time to enter the implementation phase. This phase is made up of the following three steps [2]: 1. design of the programme architecture; 2. design of the individual programme modules (object classes, etc.); 3. coding and debugging. It is important to check the extent to which already available software can be re-used before commencing coding. The use of software development environments can result in increases in productivity of up to 40% [4].

3.5 The Trial and Assessment Phase

Once a working version is available, it can be put to test in usability studies (“user-oriented benchmark tests”: [17] [19]) in concrete working situations. This is the first place where it is possible to clarify the problems with the actual organisational and technical environment. Whiteside et al. [23] point to the necessity of empirical evaluation techniques — as opposed to laboratory tests — in concrete working situations. By contrast to laboratory studies, such
field studies take into account the aspect of “ecological validity” [9] [23]. An operational version of the system must be available for such methods to be used. This is only possible with the framework of a version concept.

4. Local and Global Optimisation Cycles

The literature contains a whole series of suggestions for incorporating optimisation cycles into software development procedures [3] [7] [13] [17]. The various authors have different emphases in their concepts, depending on their own background and experience.

We now turn to a discussion of those aspects which need to be borne in mind when commencing as well as throughout the course of an individual optimisation cycle. The type of software to be developed has proved to be one of the essential factors governing software development. The following four types can be distinguished [20]:

**Type A**: Specific application for an internal division; both the division placing the order and the one developing the software belong to the same company.

**Type B**: Specific application for external users; the division placing the order and the one developing the software belong to different companies.

**Type C**: Standard solutions for external users; this often arises from projects of Type A or Type B, when individual software solutions (Type A, Type B) are specially adapted for further users.

**Type D**: Standard software for an anonymous user group.

The global optimisation cycle together with its incorporated local cycles, can be subdivided into four regions (Quadrants I – IV of Figure 1). Quadrant I includes the analysis and approximate specification. Communicative, informal methods are mainly applied here. Detailed specifications are optimised in Quadrant II using prototypes. The specified hardware and software are implemented in Quadrant III and the test data assessed. Quadrant IV comprises assessment, maintenance and optimisation of the system in the real-life operating environment.

The effort spent on optimisation in each individual quadrant varies according to the type of the project and of the type. However all software development project analyses completed to date indicate that increasing the effort expended on optimisation in Quadrant I reduces maintenance in Quadrant IV and saves costs [13] [20].

5. Participatory Methods and Techniques

In the introduction we used systems theoretical considerations to explain how each individual optimisation cycle consists of a test and an action component which are suitably coupled. Each component can be of a widely varying nature. Table 1 provides an overview of the main focus of effort, of the nature of activity, and of the tests, the outcome and the expected range for the length of the cycle. The shorter an optimisation cycle is, the more rapidly — and therefore the more often — it can be used to reach a truly optimal result.

A major problem in assuring adequate meshing of different optimisation cycles is synchronisation. If several optimisation cycles are simultaneously active at different places in the iterative-cyclic software development concept (Figure 1), then these must be suitably synchronised. This is particular important, being the only way to minimise inconsistencies with to the overall development process. If, for example, there are additional consultations with the user and if specification analyses are undertaken parallel to the implementation phase, then it could easily happen that the programmers end up writing programmes for the waste paper basket because they are working to superseded specifications. This problem is caused by the differing lengths of the optimisation cycles involved and it becomes blatant whenever the separate optimisation cycles have not been adequately synchronised.
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Figure 1 Flow chart for an iterative-cyclic software process model showing the local optimisation cycles within and between individual quadrants (I - IV). The systematic use of application and maintenance cycles with feedback to the requirement phase thus subsumes the version concept as the global optimisation cycle (see also [7]).
Table 1 Overview of Different Methods of User-Participation in the Framework of Optimisation Cycles

<table>
<thead>
<tr>
<th>Method</th>
<th>Action</th>
<th>Test</th>
<th>Outcome</th>
<th>Cycle-Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussion-I</td>
<td>verbal communication</td>
<td>verbal interpretation</td>
<td>global design decisions</td>
<td>seconds - minutes</td>
</tr>
<tr>
<td>Discussion-II</td>
<td>meta-plan, flip-charts, etc.</td>
<td>visual &amp; verbal interpretation</td>
<td>specific design-decisions</td>
<td>minutes - hours</td>
</tr>
<tr>
<td>Simulation-I</td>
<td>sketches scenarios, “Wizard of Oz”, etc.</td>
<td>visual &amp; verbal interpretation</td>
<td>specification of the input/output interface</td>
<td>minutes - days</td>
</tr>
<tr>
<td>Simulation-II</td>
<td>draughting of structural blueprints, etc. with (semi)-formal methods</td>
<td>visual &amp; verbal interpretation with suitable qualification</td>
<td>(semi)-formal descriptive documents</td>
<td>hours - weeks</td>
</tr>
<tr>
<td>Prototyping-I</td>
<td>horizontal prototyping</td>
<td>“thinking aloud”; “walk-through”</td>
<td>specification of dialogue component</td>
<td>days - weeks</td>
</tr>
<tr>
<td>Prototyping-II</td>
<td>partial vertical prototyping</td>
<td>heuristic evaluation</td>
<td>partial specification of application component</td>
<td>days - weeks</td>
</tr>
<tr>
<td>Prototyping-III</td>
<td>complete vertical prototyping</td>
<td>task-oriented benchmark tests</td>
<td>specification of application component</td>
<td>weeks - months</td>
</tr>
<tr>
<td>Versions-I</td>
<td>run through entire development cycle</td>
<td>user oriented benchmark tests</td>
<td>first largely complete version</td>
<td>months - years</td>
</tr>
<tr>
<td>Versions-II</td>
<td>run through entire development cycle</td>
<td>user oriented benchmark tests</td>
<td>several largely complete versions</td>
<td>months - years</td>
</tr>
</tbody>
</table>

By the functional synchronisation principle we mean fixing the sequence of the individual optimisation “quadrants” in the sense of a functional phase distribution. This principle is used primarily in the “Waterfall Model” (the “milestone” concept) and leads necessarily to a dramatic increase in the total length of the cycle when applied exclusively to the version concept.

One way to at least partly overcome this drawback is to use the informational synchronisation principle — appropriate information links are established between the various optimisation cycles, so that every person in each cycle is kept informed about the current state of the cycles which are active in parallel. This can be achieved using such simple aids as document folders at a fixed location and regular conference times. But technical support can also be used (mailboxes, version data banks, information repositories).

Another important synchronisation principle is to ensure that participation in the different optimisation cycles includes the same circle of people. However, this principle often flounders on organisational forms based on the division of labour, which is frequently encountered in software companies. These software development divisions require a reorganisation according to the occupational psychological criterion of “completeness” of work tasks [21]. Since nobody can be in two places simultaneously, we call this principle the personal synchronisation principle. By their own admission software developers significantly underrate the benefits of the informational and the personal synchronisation principle [11]. We list some further aspects to be considered when applying the various participatory methods, going beyond their influence on the length of the cycle.

Discussion Methods I & II (see Table 1): Discussion is the method most frequently used, because it is fast¹, familiar and to a certain extent informative (see the “communications barrier”). But because it rests essentially on purely verbal communication, a series of misunderstandings can arise which often never come to light or only do so when it is already too late. Discussion must therefore be supplemented with methods using visual communications techniques.

Simulation Methods I & II (see Table 1): Simulation methods comprise all techniques which illustrate the work system to be optimised in as realistic, visually perceivable way as possible. This ranges from simple quickly completed sketches, through template layouts to formal description techniques.

The unequivocal advantage of formal analytical and descriptive techniques is that they force one to perform a thorough and detailed investigation of the domain to be described. The analysis focusses on different aspects, depending on the particular procedure involved. However the concrete work environment of the end-user is almost completely neglected by most descriptive techniques. Another caveat: The more detailed this specification is, the more incomprehensible it becomes. Additionally, the more formal the method of representation, the more time consumed by its

¹ In the sense of the cycle length; an optimisation cycle in the discussion method is limited to communicative units such as “statement-counterstatement”, “question-answer”.
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Prototyping Methods I, II & III (see Table 1): As already mentioned, prototyping methods make it possible to acquint end-users with the procedural character of the system being developed. Prototyping is an attempt to adequately image a part of or the entire application system in a working model for the future user to be able to grasp the way the planned system works. It is in this sense that prototyping provides a particularly effective means of communication between the user and the developer [1] [8].

Since the use of prototypes is always within the test component of some optimisation cycle, they must be readily modifiable. Thus the period elapsed between the suggestion by the user for modification and his assessment of the modified prototype must be as short as possible, for otherwise motivational problems arise.

Two kinds of prototypes can be distinguished: the vertical and the horizontal. Horizontal prototypes contain only a very small number of application-oriented functions from the end-product, the emphasis being mainly on the presentation of the sequence of templates incorporated in a dialogue structure. Vertical prototypes, on the other hand, go deeper. In a partial vertical prototype only a few applications functions are implemented and only in a rather rudimentary fashion, whereas a complete vertical prototype implements nearly every application function. This last procedure comes closest to the prevailing notion of what a prototype in the traditional industrial context is.

The disadvantages of prototyping lie in the fact that the prerequisites — the developer must produce incomplete software (“rapid prototyping”) and then deal with critique from the user — are difficult if not impossible to meet. Another aspect is that the prevailing notion of a “prototype” refers to a fully functional product. But in the context of software development, this is more properly called an “end-product” and not a preliminary variant. “The sad truth is that as an industry, data processing routinely delivers a ‘end-product’ and not a preliminary variant. Thus the period elapsed between the suggestion by the user for modification and his assessment of the modified prototype must be as short as possible, for otherwise motivational problems arise.

Two kinds of prototypes can be distinguished: the vertical and the horizontal. Horizontal prototypes contain only a very small number of application-oriented functions from the end-product, the emphasis being mainly on the presentation of the sequence of templates incorporated in a dialogue structure. Vertical prototypes, on the other hand, go deeper. In a partial vertical prototype only a few applications functions are implemented and only in a rather rudimentary fashion, whereas a complete vertical prototype implements nearly every application function. This last procedure comes closest to the prevailing notion of what a prototype in the traditional industrial context is.

The method of prototyping in the context of an optimisation cycle faces the peril of leading to an inadequate “optimum”. One reason for this is the fact that being occupied with a concrete prototype can blind one to fundamentally different alternatives. One remedy is to precede prototyping with and to superimpose suitable optimisation cycles aimed primarily at application contexts (see Figure 1). Neverthe-
have been incorporated into a global cycle as local optimisation ones. This global optimisation cycle can be subdivided into four regions: the region where requirements are determined (Quadrant I), the region of specification (Quadrant II), the region of implementation (Quadrant III) and the region of application (Quadrant IV).

Different aspects of the work system to be designed can be progressively optimised as one moves from quadrant to quadrant. The various perspectives of the ideal sought take on progressively more concrete form. An appropriate investment in optimisation in Quadrants I and II not only helps to reduce the total cost (development costs and application costs), but also lead to optimally adapted hardware and software solutions. This is due to the fact that all subsequent users are involved at least through representatives, and can therefore inject their relevant knowledge into the design of the work system.

The more effort that is expended on optimisation in the first quadrants, the less is needed in Quadrant IV. The amount of effort required for optimisation in the second and third quadrants depends in essence upon the complexity of the work system to be designed. The investment in Quadrant II can be minimised for example with the help of modern prototyping tools and specification methods which the user finds easy to understand. Employing powerful development environments and suitably qualified software developers minimises the investment in Quadrant III. But first, we must start learning to jointly plan technology, organisation and the application of human qualification.
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