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Abstract

In this paper numerical simulations of the viscous sintering phenomenon are presented, i.e. of the process that occurs (for example) during the densification of a porous glass heated to such a high temperature that it becomes a viscous fluid. The numerical approach consists of simulating the shrinkage of a two-dimensional unit cell which is in some sense representative for the porous glass. Hence it is assumed that the microstructure of the glass can be described by a periodic continuation in two directions of this unit cell. In this way it is possible to obtain quite a few theoretical insights of the viscous sintering process with respect to both pore size and pore distribution of the material. In particular this model is able to examine the consequences of microstructures on the evolution of the pore size distribution. It appears that only for higher densities the numerical densification rate of one cylindrical pore in a square unit cell is in agreement with the widely used closed pores model of Mackenzie and Shuttleworth. However, the major finding is that the pores vanish in order of size one after another; so the smallest pores first, followed by the larger ones. Moreover it is shown that pores with concave boundary parts may initially grow before they start shrinking at a later time stage.
1 Introduction

In the last decade there has been a renewed interest in studying the viscous sintering process. This type of process occurs during the sintering of amorphous porous materials such as glass. The interest is mainly due to chemical processing techniques to produce high performance advanced materials. The use of so-called sol-gel techniques for preparing glasses and crystalline ceramics offers an outstanding opportunity to produce such materials.

In sol-gel processing, colloidal particles in a suspension, called a sol, is heated or mixed with a liquid (acid or basic). This causes the particles to aggregate or polymerize and form a giant aggregate or molecule that extends completely throughout the sol; the substance is said to be a gel. Depending on the way the gel is dried one obtains an aerogel or a xerogel. The fundamental importance of this technique is the ability to tailor the microstructure on molecular length scales. For example, a wide range of gel structures can be obtained by varying the pH of the liquid. Sol-gel processing can be applied in various fields which includes powder forming, monoliths, fibres and thin film coatings (cf. Brinker and Scherer [1]).

At sintering temperature the dried gel appears to behave like an incompressible Newtonian viscous fluid reasonably well: the Stokes creeping flow equations hold (cf. Kuiken [2]). The viscous volume flow causes the densification of the material. The driving force for this flow is the excess of free surface energy of the porous glass compared to a same quantity of a fully dense glass. Ideally, one wants to produce a dense and homogeneous glass, free from voids and impurities this way. Therefore, one needs a good theoretical understanding of the densification kinetics of the porous glass, i.e. the viscous sintering phenomenon.

In particular, one is interested in the shrinkage rate of the gel as a function of the viscosity and particle size, which reflects how time, temperature and microstructure influence the development of the densification process. Another question is which kind of structural configuration leads to a higher densification rate. Overviewing the literature, the picture emerges that over the years a great deal of experimental evidence has been gathered by sintering scientists, but also that it is apparently very difficult to produce sophisticated mathematical models which have some predictive power.

Clearly, a deterministic description of the viscous flow of a structure as complicated as a dried gel (xerogel or aerogel) is out of the question, even when restricting to a simple Newtonian constitutive model, viz. the Stokes equations. The structure is simply too stochastic for such an attempt to be successful. Hence, the first attempts describing sintering phenomena dealt with the behavior of simple systems only, like the coalescing of two spheres (cylinders), or the sintering of a sphere (cylinder) onto a flat surface, hoping to recover the phenomenological behavior for macroscopic systems by these so-called unit problems. In sintering literature these models are also used, with varying degrees of success, as a diagnostic tool to decide which driving force is responsible for a particular sintering process.

This approach goes back to 1945, when Frenkel [3] described the early stage of the coalescence of two equal spherical particles. He introduced the empirical rule, which is used in most mathematical models of viscous sintering to date, that the work done by surface tension in decreasing the total surface area is equal to the total energy produced by dissipation of the flow. So in applying this energy balance one has to know beforehand both the shape deformation
and the description of the governing flow field during sintering. However, this shape and flow field evolution are unknown and therefore he used approximate descriptions which only allow to predict rough estimates of the coalescence rate of the spheres. In Van de Vorst [4] it is shown that the famous and widely used Frenkel rule, viz. the width of the neck growing between the two spheres is proportional to the square root of the time, does not fit at all with the numerical solution. This guessing of the geometrical deformation and/or flow field is applied in most of the theoretical studies, cf. Kingery and Berg [5], Exner and Petzow [6], Mackenzie and Shuttleworth [7] and Scherer [8]-[10].

Starting from the surface curvature driven Stokes's flow equations, without any assumption on the shape deformation and flow field, Hopper [11]-[14] solved two simple viscous sintering problems analytically, viz. the coalescence of two equal cylinders (Hopper [11],[12]) and the coalescence of a cylinder on a half-space (Hopper [14]). He applied a conformal mapping technique to solve the Stokes equations in which the time evolution of the shape was described in terms of an equation of motion involving the mapping function. In Hopper [12], the method is demonstrated for a number of regions which are bounded by a simple smooth closed curve. Moreover, Hopper was able to solve some problems for semi-infinite regions also. However, the examples in the referred papers show that his method depends on guessing a mapping function which, initially, has a built-in behavior that describes the time evolution of the shape. The difficulty of finding such a mapping is illustrated in Hopper [13]: the only doubly connected domain he could solve this way was a circular disk with a circular hole, centered at the origin. This problem can also be solved easily with the use of cylindrical coordinates. Recently, Richardson [15] was able to solve the unit problem of the coalescence of two unequal cylinders by applying Hopper's method.

Application of computational methods by which the viscous sintering process of unit problems is simulated, is relatively recent. Generally, these numerical simulations are carried out by successively solving the Stokes problem for the present level geometry, and employing a time step to predict the next level geometry. The first numerical simulation of a unit problem of viscous sintering was carried out by Ross et al. [16]. They considered the sintering of an infinite line of equal cylinders and performed their simulation by employing a Finite Element Method (FEM). Unfortunately, they kept the center to center distance between those cylinders fixed (no shrinkage) which makes their study of less interest to our case.

Jagota and Dawson [17]-[19] were the first who could simulate some realistic unit viscous sintering problems. They applied the FEM to two axisymmetric problems, i.e. the coalescence of two equal spheres and of an infinite line of equal spheres. In Jagota and Dawson [18], the calculated behavior of the two coalescing spheres is used to simulate the densification of a powder compact. In that paper, the particle packing is modelled as a framework of links between any pair of touching spheres and the growth of those links is described by considering the behavior of each pair of coalescing spheres separately. Recently, Jagota [20] extended the model to simulate the viscous sintering of two equal glass coated spherical particles (two-phase sintering).

Kuiken [2] considered two-dimensional domains with a rather moderately varying curvature. He used an integral formulation based on the stream function and vorticity function and solved the resulting equations by employing a Boundary Element Method (BEM). The most important advantage of the BEM in comparison to the FEM is that the dimensionality of the problem is
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reduced by one, i.e. the two-dimensional fluid domain is replaced by a boundary curve which makes the moving boundary problem easier to solve from a computational point of view. Unfortunately, for the integral formulation that Kuiken applied, serious numerical problems occurred when simulating a geometry that shows a more extreme curvature. Those problems are due to inaccuracies in computing the derivative of the curvature, required in the chosen integral formulation (driving force).

In earlier work, cf. Van de Vorst et al. [21]-[26], we reported about the successful solution of the sintering problem for arbitrarily shaped two-dimensional finite fluid bodies with even pores inside. In those papers, the Stokes problem is described by another integral formulation based on boundary distributions of single- and double layer hydrodynamical potentials. The advantage of this formulation is that both the surface velocity and tension are the primary variables, i.e. after solving these equations the flow field for the surface is obtained directly. Moreover, a sophisticated (implicit) time integration scheme can be incorporated in the numerical scheme which allows to simulate the deformation of sharp curved geometries adequately. Using this solution method, the densification of all kinds of finite fluid domains can be simulated. However, due to the small size of such a pore domain compared to the whole gel structure, the mathematical model has to be advanced in order to get rid of effects in the densification simulations that can be contributed to the tension of the outer boundary of such a fluid domain. Because of this we require another, more advanced, mathematical model.

A more sophisticated approach to describe the sintering phenomenon is the determination of a representative unit cell within the gel and to consider the densification of it. This unit cell has to be chosen so that it reflects the sintering of the gel as a whole realistically. Such a unit cell may consist of a number of particles, depending on the microstructure; this cell is also referred to as a meso-cell (De With [27]). Examples of this approach are in fact the densification models developed by Mackenzie and Shuttleworth [7] and Scherer [8].

The model of Mackenzie and Shuttleworth [7] (MS-model) is generally accepted for the late-stage viscous sintering. In this model, the densification results from the shrinkage of uniform spherical pores distributed throughout the gel. Hence the MS-model is also referred to as the closed pores model. The representative unit cell is an individual spherical pore for which the flow field can be calculated analytically. The MS-model leads to an equation for the sintering time necessary to reach a particular density of the gel.

Scherer [8] developed the so-called open pores model, which assumes the gel to be a regular three dimensional array of interconnected liquid cylinders, and considered its shrinkage. This model was used by Scherer to analyze the early and intermediate stage of the sintering of gels. For the unit cell that represents this structure, Scherer took a cubic array consisting of intersecting cylinders on all the edges from which the total surface was calculated (see also figure 2). After applying Frenkel's energy balance, he obtained an analytical relationship between the relative density and the time. However, the model breaks down when the pore is trapped in each cell, in the late sintering stage. Scherer's main result is a figure showing the density of the gel as a function of time which is very close to the predicted densification rate of the MS-model. In [9], Scherer extended his model to bimodal pore-sizes distributions. In [10], Scherer and Garino present an analysis for the sintering kinetics of porous glass layer on a rigid substrate (i.e. thin film coatings).
In Van de Vorst [26], we presented a mathematical formulation which can be used to simulate the densification of a two-dimensional *arbitrarily shaped unit cell* numerically. Therefore, it is assumed that the structure of the gel can be described by a periodic continuation of this particular unit cell as time evolves; hence the unit cell has to be representative for the gel. The flow of the pores in the unit cell is described in terms of an integral formulation with kernels that incorporate the two-dimensional lattice assumption of the gel. It appears that the strength of the formulation is that one does not have to know the tension distribution on the boundary of the unit cell since this tension is cancelled out in the equations. In section 2 we briefly describe this mathematical model.

Using the above mentioned mathematical approach, we are able to examine the consequences of microstructure on the evolution of the pore size distribution. Here we will discuss the numerical findings obtained by using this formulation. The densification rate of one cylindrical pore in a square unit cell is compared with the analytic densification models of Mackenzie and Shuttleworth [7] and Scherer [8]. Next the densification phenomenon due to pore irregularities is considered for a nonuniformly sized cylindrical pores distribution which shows that the pores are vanishing in order of size one after another; the smallest pores first, followed by the larger ones. Moreover it will be shown that some of the pores may grow initially before they start shrinking at a later stage. Finally the densification of cylindrical packings is considered and the effect upon the densification rate when the cylindrical packing pore shape is replaces by a smooth pore shape.

## 2 Mathematical Formulation and Numerical Solution for the Sintering of a Unit Cell

Here, we briefly present the mathematical model in terms of an integral equation, to describe the sintering of a representative unit cell of a two-dimensional periodic lattice of Stokes fluid. More precise details about the derivation of this formulation can be found in Van de Vorst [26]. However, before we present this mathematical model, we will summarize the governing equations that describe the viscous sintering phenomenon.

The material transport by viscous sintering is modelled as a viscous incompressible Newtonian fluid driven solely by surface tension, cf. Kuiken [2]. So the Stokes creeping flow equations are valid, which can be characterized by the *dynamic viscosity* $\eta$, the *surface tension* $\gamma$, and the magnitude of the body say through its *cross-section*, e.g. length $\ell_0$. We define a characteristic velocity $v_c$, a characteristic pressure $p_c$ and a characteristic time $t_c$ based on the parameters $\gamma$, $\eta$ and $\ell_0$ by

$$v_c = \frac{\gamma}{\eta}, \quad p_c = \frac{\gamma}{\ell_0}, \quad t_c = \frac{\ell_0 \eta}{\gamma}.$$  

Using these characteristic parameters and taking $\ell_0$ as the characteristic length, we obtain for the Stokes equation the following dimensionless form

$$\triangle v - \text{grad } p = 0. \quad (2.1)$$
Figure 1: The representative unit cell and its basic vectors in a periodic two-dimensional Stokes fluid lattice.

Here \( v \) denotes the dimensionless velocity and \( p \) is the dimensionless pressure of the flow. The conservation of mass can be expressed by the continuity equation

\[
\text{div}\, v = 0. \tag{2.2}
\]

The dimensionless stress tensor \( \mathcal{T} \) for a Newtonian fluid is defined by

\[
T_{ij} = -p\delta_{ij} + \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right). \tag{2.3}
\]

On the boundary, the dimensionless tension in the normal direction, say \( b \), for a free fluid surface can be found as (Batchelor [28, p.150])

\[
b_i := T_{ij} n_j = -\kappa n_i, \tag{2.4}
\]

where \( \kappa \) is the curvature of the boundary and \( n \) is the outward unit normal vector.

The motion of the boundary is obtained by applying the Lagrangian representation for the boundary velocity \( v \),

\[
\frac{dx}{dt} = v(x), \quad (x \in \Gamma), \tag{2.5}
\]

where \( t \) is the dimensionless time. The kinematic constraint above expresses the displacement of the material boundary particles: the trajectories of those particles are followed. Hence a quasi-static approach is used to solve the viscous sintering problem.

The important assumption that we use in the mathematical model presented here, is that we suppose that the sintering gel can be represented by a periodic continuation, in two directions, of a unit cell with a certain pores distribution at any stage during the densification process (cf. figure 1). So the shrinkage of that particular unit cell corresponds to the shrinkage rate of the whole gel in the two-dimensional plane. In fact, this is the same assumption which is used by the derivation of the analytical models of both Mackenzie and Shuttleworth [7] and Scherer [8] as are mentioned in the introduction.

Let \( a^1 \) and \( a^2 \) be the time dependent basic vectors of the unit cell of the lattice (see figure 1). Hence the position of the \( \lambda \)th lattice is given by

\[
X^\lambda = \lambda_1 a^1 + \lambda_2 a^2 \quad (\lambda_i = 0, \pm 1, \pm 2, \ldots). \tag{2.6}
\]
MATHEMATICAL FORMULATION AND NUMERICAL SOLUTION

Denote by \( \Gamma_0 \) the outer boundary of the unit cell and let \( \Gamma_1 \ldots \Gamma_M \) be all the pore boundaries. Moreover, let \( x \) be a point on the boundary of a pore. Then, the following integral formulation for the velocity of the pores in the unit cell can be derived,

\[
\frac{1}{2} v_j(x) + \sum_{m=0}^{M} \int_{\Gamma_m} q_{ij}(x - y) v_j(y) \, d\Gamma_y = \sum_{m=1}^{M} \int_{\Gamma_m} u_{ij}(x - y) b_j(y) \, d\Gamma_y.
\] (2.7)

Here a repeated index in an expression denotes a summation over all possible values of that index (Einstein summation convention) and \( d\Gamma_y \) denotes that the integral is considered with respect to the vector \( y \). The kernels \( q_{ij}(x) \) and \( u_{ij}(x) \) are given by the following expressions,

\[
q_{ij}(x) = \frac{x_i n_j}{\tau} + \frac{1}{2|\tau|} \sum_{\lambda} \left[ -r_j^\lambda n_i - \delta_{ij} r_k^\lambda n_k + \frac{2r_j^\lambda r_k^\lambda r_l^\lambda n_l}{\tau^2} \left( 1 + \frac{|\tau|}{\pi \tau^2} \right) \exp \left( -\frac{\pi \tau^2}{|\tau|} \right) \right]
+ \frac{1}{\tau} \sum_{\mu} \frac{1}{k^4} \left[ \left( 1 + \frac{|\tau| k^2}{4\pi} \right) (k^2(K_j^\mu n_i - \delta_{ij} K_k^\mu n_k) - 2K_j^\mu K_k^\mu K_l^\mu n_l) \right]
+ k^2 K_i^\mu n_j \exp \left( -\frac{|\tau| k^2}{4\pi} \right) \sin(x \cdot K^\mu).
\] (2.8)

and

\[
u_{ij}(x) = \frac{\delta_{ij}}{8\pi} \left[ \log \left( \frac{\tau}{\pi} \right) - 2 - \gamma \right] - \frac{1}{8\pi} \sum_{\lambda} \left[ \delta_{ij} E_1 \left( \frac{\pi \tau^2}{\tau} \right) + 2 \left( \frac{r_j^\lambda r_k^\lambda}{\tau^2} - \delta_{ij} \right) \exp \left( -\frac{\pi \tau^2}{\tau} \right) \right]
+ \frac{1}{4\pi \tau} \sum_{\mu} \frac{1}{k^4} (-\delta_{ij} k^2 + K_i^\mu K_j^\mu) (4\pi + \tau k^2) \exp \left( -\frac{\tau k^2}{4\pi} \right) \cos(x \cdot K^\mu),
\] (2.9)

where \( \cdot \) is the inner product, \( E_1(x) \) denotes the Exponential integral, which is defined by

\[
E_1(x) = \int_{1}^{\infty} e^{-xt} \, dt,
\]

and \( \gamma = 0.5772156649 \ldots \) is Euler's constant. The other variables \( r_j, \tau \) and \( k \) in equations (2.8) and (2.9) are subsequently equal to \( r_j^\lambda = x_j - X_j^\lambda \), \( \tau = |x - X^\lambda| \) and \( k = |K^\mu| \), where \( K^\mu \) is a vector in the so-called reciprocal lattice space and is denoted by

\[
k^\mu = \mu_1 b^1 + \mu_2 b^2 \quad (\mu_i = 0, \pm 1, \pm 2, \ldots).
\] (2.10)

The vectors \( b^1 \) and \( b^2 \) are the basic vectors of the unit cell of the reciprocal lattice which are defined as

\[
b^1 = \frac{2\pi}{\tau} (a_2, -a_1)^T, \quad b^2 = \frac{2\pi}{\tau} (-a_2, a_1)^T,
\] (2.11)

and \( \tau \) is the total surface area of one cell, i.e. \( \tau = a_1 a_2 a_3 \). Note that the following relation is satisfied between the basic vectors of the original and the reciprocal lattice,

\[
a^i \cdot b^j = 2\pi \delta_{ij}.
\] (2.12)
Moreover, we remark that when the kernel of equation (2.9) is considered as a velocity field \( u_i^k = u_{ik} \), then this is the fundamental solution of the flow due to a lattice of point forces in the \( e^k \) direction in the two-dimensional plane.

The integral equation (2.7) is solved by applying a Boundary Element Method (BEM). Therefore, the boundary is discretized into a set of nodal points and the boundary curve is replaced by a polygon through these nodal points. The integral formulation is enforced on this polygon for each of the collocation points. This results into a square full rank system of linear algebraic equations for the unknown velocity in the discretization points. The motion of the boundary is obtained by applying the kinematic constraint (2.5) for each collocation point into the system of equations, which results into a system of non-linear ODEs. It appears that this system of ODEs can be stiff for certain type of shapes (e.g. shapes which are having cusp-like regions). Therefore, we have implemented a variable step, variable order Backward Differences Formulae (BDF) method to solve these ODEs. More details about the implementation of the BEM and this time integration scheme are available in Van de Vorst [24] and Van de Vorst and Mattheij [25].

3 Numerical Results

Results of numerical simulation for a number of two-dimensional sintering geometries are presented to compare the numerical densification rate with the analytic shrinkage models and to show some typical evolution properties. All the calculations are performed on a SiliconGraphics Indy and/or Power Challenge with R4000 and R8000 processor respectively. The CPU time required to compute the various problems presented below, varied between 10 minutes and a couple of days.

3.1 Analytic Shrinkage Models Compared to Numerical Simulations

One important issue in sintering research is the quantification of the rest-porosity of the gel after sintering. The scientific interest for this densification process is to understand the magnitude of the driving force for this process and to deduce how the driving force and thus the densification rate are affected by the gel microstructure. As we mentioned in the introduction, the gel microstructure is depending on the gelation process and preparation conditions. In this subsection we briefly overview three analytical shrinkage relationships which have been applied in literature to predict the densification rate of a shrinking gel. We then compare these models to the numerical simulation results of two-dimensional shapes with pores inside. Although a number of these models are developed for a really three-dimensional sintering compact, the comparison with the numerical results give some quantitative insight in the reliability and limitations of those approximations.

The first approach we discuss is the model of Mackenzie and Shuttleworth [7] for the late-stage viscous sintering of a compact (MS-model). As we mentioned in the introduction, this formulation is also referred to as the closed pores model. The densification results from the shrinkage of spherical pores distributed throughout the compact. Moreover, it is assumed that all
the pores have an identical radius. The velocity field of such a pore can easily be obtained and after applying Frenkel's energy balance (cf. section 1) one derives an analytical relationship between the relative density of the compact and the reduced time. The MS-model in full dimensional variables gives the following densification rate

\[ K_3(t - t_0) = \frac{2}{3} \left( \frac{3}{4\pi} \right)^{\frac{1}{3}} \int_{\rho_0}^{\hat{\rho}} \frac{ds}{(1 - s)^{\frac{3}{2}}}, \]

where

\[ K_3 = \frac{\gamma n \frac{1}{3}}{\eta}; \quad \hat{\rho}_0 = \frac{\rho_0}{\rho_s}; \quad \hat{\rho} = \frac{\rho}{\rho_s} \quad \text{with} \quad 0 < \hat{\rho}_0 \leq \hat{\rho} < 1. \]

Here \( \rho \) is the bulk density of the gel, \( \rho_0 \) is the initial bulk density (at \( t = t_0 \)), \( \rho_s \) is the density of the solid phase (skeletal density) and \( n \) is the number of closed pores per unit of volume of solid phase. After integration of the right-hand side of the equation above, we obtain

\[ K_3(t - t_0) = \frac{2}{3} \left( \frac{3}{4\pi} \right)^{\frac{1}{3}} \left( \frac{1}{2} \log \left[ \frac{(1 + a_0)^3(1 + a^3)}{(1 + a)^3(1 + a_0^3)} \right] + \sqrt{3} \arctan \left[ \frac{2\sqrt{3}(a_0 - a)}{3 + (2a_0 - 1)(2a - 1)} \right] \right), \]

where

\[ a_0 = \left( \frac{1 - \hat{\rho}_0}{\hat{\rho}_0} \right)^{\frac{1}{3}} \quad \text{and} \quad a = \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right)^{\frac{1}{3}}. \]

In the two-dimensional plane, we can deduce an analogous MS-model by assuming that the densification results from the shrinkage of uniform cylindrical pores distributed throughout the fluid. The derivation of this shrinkage equation is similar to the outline of Mackenzie and
Shuttleworth [7] where the pores are modelled by spheres. The following densification rate is then obtained

\[
K_2(t - t_0) = \frac{1}{\sqrt{\pi}} \int_{\rho_0}^{\hat{\rho}} \frac{ds}{\sqrt{s(1-s)}}
\]

\[
= \frac{1}{\sqrt{\pi}} \left[ \arcsin(1 - \rho_0) - \arcsin(1 - \hat{\rho}) \right],
\]

where \(K_2 = \gamma \sqrt{n/\eta}\). In the sequel, we will refer to relation (3.1) as the 3D MS-model and to relation (3.2) as the 2D MS-model.

The second approach we describe is the so-called open-pores model of Scherer [8] which is used to analyze the early and intermediate stage of the sintering process. As was stated in the introduction, in this description it is assumed that the gel can be modelled as a regular three-dimensional array of interconnected liquid cylinders, see also figure 2. For the unit cell representing this structure, a cubic is taken which is characterized by the edge length and the cylinder radius (figure 2a). After approximating the flow field of this unit cell and using Frenkel’s energy balance the following equation can be deduced

\[
K_3(t - t_0) = \frac{1}{2\hat{\rho}} \left( \frac{1}{2} \log \left[ \frac{(1 - b_0 + b^2)}{(1 - b + b^2)^2} \right] + \sqrt{3} \arctan \left[ \frac{2\sqrt{3}(b_0 - \hat{\rho})}{3 + (2b_0 - 1)(2b - 1)} \right] \right),
\]

where

\[
b = \left( \frac{2(1 + \cos \frac{1}{3}\varphi)}{1 - 2\cos \frac{1}{3}\varphi} \right)^{\frac{1}{3}}, \quad \varphi = \arctan \left[ \frac{8\hat{\rho}(\pi^3 - 32\hat{\rho})}{\pi^3 - 64\hat{\rho}} \right] + \begin{cases} \pi & \hat{\rho} < \pi^3/64 \\ 2\pi & \hat{\rho} > \pi^3/64, \end{cases}
\]

and \(b_0\) is found by substituting \(\varphi_0\) in the relation for \(b\). The variable \(\varphi_0\) is similarly defined by using \(\hat{\rho}_0\) instead of \(\hat{\rho}\) in the equation above. Equation (3.3) applies for \(0 \leq \hat{\rho} \leq 0.942\) only, since it can be shown that at the density \(\hat{\rho} = 0.942\) the parallel cylinders of the unit cell touch. Next, each cell contains an isolated pore so that the MS-model applies. Note that the equation presented above is not equal to the analytical form as was deduced in Scherer [8]. After some analytical manipulation, his rather complicated equation(s) can be rewritten as (3.3). The equation in its present form shows much similarity with the relation obtained with the MS-model.

The third approach we mention is an extension of Scherer’s open-pores model to describe the densification rate of a gel on a rigid substrate. This model is developed in Scherer and Garino [10] and represents the gel by cylindrical tubes whose axes are normal to the substrate. Hence this model may probably more apply to two-dimensional sintering problems like the ones we consider here. In [10] the following analytical relationship between the density and the reduced time is given,

\[
K_3(t - t_0) = \frac{2}{\rho_0^3 \sqrt{\pi}} \left[ 3(\sqrt{1 - \hat{\rho}_0} - 3(1 - \hat{\rho}) + 2 \arctan \left[ \frac{\sqrt{1 - \hat{\rho}_0} - \sqrt{1 - \hat{\rho}}}{1 + \sqrt{(1 - \hat{\rho}_0)(1 - \hat{\rho})}} \right] \right],
\]

where \(\hat{\rho}\) may vary between 0 and 1.

The dimensionless form of all analytical densification equations presented above can easily be found by skipping the factor \(\gamma/\eta\) and taking \(\rho_s = 1\), hence \(\hat{\rho} = \rho\). In order to show the applicability
Figure 3: The densification rate obtained for one cylindrical pore in a 1 by 1 unit cell by varying the initial radius of the pore.

Figure 4: The shape deformation of some of the above used unit cells at subsequent time steps. The initial density $\rho_0$ of these cells is equal to 0.25, 0.5 and 0.75 respectively.
of the above described (actually) three-dimensional models to two-dimensional problems, we consider a fluid with cylindrical pores of equal radius which are distributed uniformly in the two-dimensional plane. Thus we consider the same geometrical conditions as are assumed in the development of some of the above described analytic densification models.

The initial size of the square unit cell is taken equal to 1 and the radius of the inner pore is varied to obtain a particular initial density. The density \( \rho \) of the numerically calculated fluid domain at a particular time is found from dividing the surface occupied by fluid in the unit cell by the total area that surrounds the outer boundary of the cell. In figure 3 the numerically obtained densification rates are plotted of the unit cells with initial density \( \rho_0 = 0.25(0.05)0.95 \).

The differences in densification rates of the various unit cells at later time stages of the
sintering process, as can be observed in figure 3, are due to the fact that the amount of fluid for each unit cell differs. This results from taking the initial size of all the outer cell boundaries the same. Hence, we conclude that the densification rate depends on both the size of the pore and its distribution in the fluid, i.e. the size of the unit cell. This is quite logically from a physical point of view.

The shape deformation of some of the used unit cells is plotted in figure 4 at subsequent time steps. Here the initial density of the showed cells is taken equal to 0.25, 0.5 and 0.75 respectively. It can be seen that for the shapes with a relatively high initial density, the densification process proceeds by a circular shrinkage of the cylindrical pores. On the other hand at lower initial densities, the influence of the pores onto each other results into a more rounded-off square shaped deformation during the early stage. However, the latter effect does not seem to influence the densification rate during the early stage which can also be observed in figure 3.

In figure 5 the numerically obtained density change for four of the above considered unit cells is compared with the density increase as predicted by the analytical relations discussed previously, i.e. the relations (3.1)-(3.4). The initial density $\rho_0$ of the unit cell of these four plots is subsequently equal to 0.25, 0.5, 0.75 and 0.9. In order to apply the analytic relations, we have to take $\rho_0$ equal to the starting density at $t_0 = 0$. The number $n$ is equal to the total number of pores (1) divided by the surface occupied by fluid. Moreover, Scherer's equation (3.3) has to be coupled with the MS-model to make this relation applicable for all densities. Therefore, we have used both the 2D and 3D MS-models, i.e. equations (3.2) and (3.1) respectively.
From the various plots shown in figure 5 it can be observed that the analytic predictions become far better for increasing initial density. In particular, the densification rate predicted by the Scherer–Garino equation (3.4) shows a very good likeness with the numerical results at initial densities higher than 0.75. This is not surprising since this model is based on a uniformly sized and distributed cylindrical pores geometry and the starting geometry is likewise. The 2D MS-model (3.2) is also based on such a pores distribution, but the matching with the numerical results is only sufficiently at very high initial densities. However, this is still a satisfactory result since in practice it is known that the MS-model only holds during the late stage of the sintering process. From the observation that both the models developed for a two-dimensional geometry predict the densification of a cylindrical pores distribution with a relatively high initial density ($\rho > 0.75$) quite well, i.e. the Scherer–Garino equation and the 2D MS-model, we may conclude that the three-dimensional models from which these two equations are extensions, i.e. Scherer's equation and the 3D MS-model respectively, should also give satisfactory results in the three-dimensional case.

However an important observation from figure 5 is that all considered analytic relations fail considerably in the prediction of the densification rate of the cells with a low or intermediate initial density. Note that still the best results are obtained by using the Scherer–Garino equation. An explanation for this failure might be the fact that the shrinkage of each individual pore is influenced by the shrinking of the neighboring pores. This effect is not included in the densification models.
For two-dimensional viscous fluids with initial density lower than 0.25, it is not possible to use a cylindrical pores distribution since the pores do not fit within the unit cell. Because of this we consider a square pore with rounded-off corners in a square unit cell of length 1. The initial pore shape is obtained by using the function $x^8 + y^8 = a$, where $a$ is a constant which is taken such that a prescribed initial cell density is obtained. In figure 6 we have plotted the numerically found densification rate for cells with initial density $\rho_0 = 0.1(0.05)0.95$.

Some typical shape deformations of these unit cells are shown in figure 7 for the geometries where the initial density $\rho_0$ is taken equal to 0.1, 0.25 and 0.5 respectively. From the shape deformation of the cell with initial density $\rho_0 = 0.1$, it can be observed that again the deformation is effected by the neighboring pores like in the cylindrical pores case. Moreover, as the figure suggests, the higher the initial density of the cell the faster the square pore deforms towards a cylindrical pore. This latter effect can also be demonstrated when comparing the densification rates obtained for the cylindrical pores distribution (figure 3) with the results found for the square pores distribution (figure 6) as are plotted in figure 8. It can be seen that a good matching is obtained between the shrinkage rates of both pore shapes. Hence this suggests that the knowledge of the exact pore shape is of less importance, which is observed in actual situations too.
3.2 Densification Effects due to Pore Irregularities

In practice, one does not deal with a uniform sized pore distribution as we considered in the previous subsection. Usually, the sintering compact is an irregular particle packing that consists of a variety of particle sizes with (often) a non-spherical–(cylindrical) form. Moreover another effect due to these irregularities has to be taken into account: the rearrangement of particles and the opening and closure of pores induced by this rearranging of particles.

The effect of nonuniformly sized and distributed pores can be illustrated by the fluid lattice plotted in figure 9 at $t = 0.0$. Here we consider a unit cell of length 1 by 1 with 14 nonuniformly sized cylindrical pores from which the radii are varying between 0.025 and 0.225. The plots at various time steps of the deformed cell shape show that the pores vanish in order of size one after another: all pores are shrinking which results in the vanishing of the smallest pores first, followed by the larger pores. Moreover, we observe from these pictures that the aspect ratio of the unit cell is changing which might be seen as an effect on the shrinkage of the entire viscous
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Figure 10: The numerical densification rate of the periodic lattice of non-uniformly sized cylindrical pores of figure 9 is compared with the various densification model predictions. A surprisingly good matching is obtained between the numerical solution and the Scherer-Garino prediction. However, one should not take a general conclusion from this observation.

sintering body.

This behavior is the opposite of the numerical results obtained for a finite two-dimensional fluid region with nonuniform sized pores (cf. Van de Vorst [24, p.117]). There, it appears that the initially larger sized pores are shrinking significantly faster as compared to the smallest ones as time evolves. This difference can be explained from the fact that in the finite domain case, the fluid obtains an extra tension due to the curvature of the outer boundary.

In figure 10 the numerically obtained densification rate of the above unit cell is plotted which is compared to the various densification models that are discussed in the previous subsection, i.e. equations (3.1)–(3.4). These relations are applied by taking into account all the pores of the unit cell, thus both the smaller and larger pores (12). Hence the variable \( n \) in the densification relations, i.e. the number or pores per unit of volume of fluid, is equal to \( n = 14/0.433 = 32.3 \). Again we observe that the Scherer–Garino equation provides the most accurate prediction of the numerically obtained rate. For this example the matching of the latter two densification rates is surprisingly good; however, this observation should not be generalized as will be illustrated by the following example.

An important issue of the sintering process is to deduce how the driving force and thus the densification rate are affected by the microstructure, i.e. what kind of structural configuration
Figure 11: The shape deformation at subsequent time steps of six 2 by 2 unit cells with a non-uniformly sized circular pores distribution and an equally initial density of 0.55, demonstrates the various densification behavior.
Figure 12: The density ($\rho$) change of both the periodic lattices of arbitrary cylinders of figure 11 for increasing time ($t$) is compared with the Scherer-Garino equation for the case that in this prediction 1, 4 or 5 pores are taken inside the unit cell. The variety of rates demonstrates the limitations of the relation.

leads to a higher free energy of the gel and hence to a higher densification rate. Here, we demonstrate the dependence of the pore size distribution on the densification rate of an initially 2 by 2 unit cell with one, four or five cylindrical pores. The center point of one cylindrical pore is placed in the center of the cell; four other equally sized cylindrical pores are symmetrically situated along the diagonals of the unit cell. The radii of all the pores are varied with respect to the restriction that the initial density $\rho_0$ of each cell is equal to 0.55.

In figure 11 the shape deformations for six different configurations (a)–(f) are plotted at five subsequent time stages, i.e. $t = 0.0(0.15)0.6$. As can be observed from this picture, the density reached at $t = 0.6$ differs quite a lot between the various start configurations. The densification rate of all these cells are compared in figure 12. In this figure the density change is included for the case that the cell consists of only one single pore too. The time lasted to obtain a fully dense cell varies between 0.63 for shape (d), i.e. five equally sized pores, and 1.48 for the one pore geometry. Hence the densification of the latter geometry proceeds 2.4 times slower than shape (d).

In this figure, we have also plotted the densification rates as are obtained by applying the Scherer-Garino relation when 1, 4 or 5 pores are taken inside the unit cell. Now, these relations do not correspond well to the numerically obtained rates as was the case in the previous example shape (e.g. figure 10). Hence the example shapes of figure 11 are demonstrating the limitations of
Figure 13: The importance of the pore size distribution is demonstrated by varying the radius of the center pore ($r_c$) for the start configuration type of shape of figure 11. The densification end time behaves at both the sides of the optimal distribution ($d$) quite different. This is in contrast to the normalized initial free surface energy which is only varying slightly in the neighborhood of the optimum.

From numerical experiments, it appears that distribution ($d$) is even the optimum start geometry, i.e. all other configurations are leading to a higher densification end time. This is also demonstrated by figure 13. There $r_c$ denotes the the radius of the cylindrical pore that is situated in the center of the unit cell. This radius $r_c$ can be varied between the bounds 0 and 0.7569. In the figure, the bullets denote the computed densification end time when the starting unit cell, with a certain central pore radius $r_c$, is completely filled by fluid. i.e. $\rho = 1$. As we already mentioned, the optimal (minimal) densification end time is reached when all the pores are initially of equal size, i.e. distribution ($d$) where $r_c = 0.33839$. The latter observation is not surprising since for this type of configuration it can be proven that geometry ($d$) corresponds to the geometry with the largest total length of the boundary pores, i.e. the largest initial free surface energy, which is illustrated in figure 13 too. There we have plotted by a solid line the normalized free surface, i.e. the total length of the starting pore boundary by varying the radius $r_c$, which is divided through the total length of the optimal start geometry ($d$). Note that the initial pore boundary length of distribution ($d$) is equal to $3.3839\pi = 10.631$.

From the figure it can be observed that the total initial boundary length does not change much
Figure 14: The densification of a texture model of a base-catalysed aerogel demonstrates that some pores are growing initially before they start shrinking. This phenomenon influences the densification rate negatively.

when the radius of the center pore varies between 0.0 and 0.6. However, the opposite holds for the densification end time which behaves quite differently at both the sides of the optimal configuration (d). When the center pore becomes smaller than the other four pores \( r_c < 0.338 \), this leads to a small increase of the densification end time only. On the other hand when the radius of the center pore is increased, the densification end time increases dramatically, even for a small increase of \( r_c \) near the optimum. The latter effect is quite surprising when taking into consideration that the total initial free surface at both sides of the optimum is nearly equivalent for a substantially long range of \( r_c \). It seems that the pore size distribution is of more importance with respect to the densification rate than the initial free surface of the pores distribution. The different behavior in densification rate at both sides of the optimum distribution (d) might be
explained from the observation that the pores are vanishing in subsequent order of size, i.e. first the smallest pores followed by the larger ones. In the case that $r_c < 0.338$, there is only one smaller pore so that after the vanishing of this pore, there will be four pores left with a total pore boundary length (e.g. free surface energy) that will be much larger than in the case that $r_c > 0.338$; then four small pores are vanishing so that only one pore remains.

All pores in the cells we considered so far were shrinking during the entire densification process. However, it might also be possible that some pores first grow in size, before they shrink and vanish. This process will influence the densification rate negatively. In figure 14 this phenomenon is demonstrated. The unit cell represents a texture model of an aerogel that is formed in a base-catalysed way (after Craievich et al. [29]). A characteristic of the matrix material, i.e. the skeletal material, of an aerogel produced in such a way is that it contains closed micropores; the material itself contains meso- and macro-pores. Here we have ignored the micropores in the skeletal material. This approach is justified since during the first stage of the sintering process, the micropores are eliminated by polycondensation reactions (cf. Craievich et al. [29]). Because of these reactions, this stage is dominated by diffusion which results in an increase of the skeletal density. Thereafter, the meso- and macro-pores are eliminated by coalescence and densification through a viscous flow. Here we investigate the shrinkage of irregular sized pores distributions of such a microstructure model with an already relatively high initial density. Another model for the microstructure of a base-catalysed aerogel with a low initial density will be considered.

Figure 15: The numerically obtained densification rate of the aerogel texture model of figure 14 is compared with the various analytical predictions. Again, the Scherer–Garino equation provides the best approximation.
Figure 16: The shape deformation of the unit cell of a regular cylindrical particle packing at subsequent time stages.

in the next subsection. Initially, the size of the rectangular unit cell is taken equal to 2.1 by 2.8, with density $\rho_0 = 0.439$ and it contains 17 pores. Another model for the microstructure of a base-catalysed aerogel with a low initial density will be considered in the next subsection.

Again it can be seen from the subsequent time plots in figure 14 that the smaller pores are vanishing first. Moreover, we observe that during the early time stage some pores become larger in size before they start shrinking. Especially this occurs for pores which have a large concave boundary part, which explains the possible grow of such a pore by noting that the pore has a much longer boundary length than it would strictly require to surround the pore contents. Hence, due to the “excess” of boundary, the pore may expand whereas the total pore boundary length still decreases as time evolves. Thus we conclude that one should avoid such kind of pore shapes as much as possible.

The density change of the unit cell of the aerogel texture model is plotted in figure 15 for increasing time by a solid line. In the same figure we have also plotted the results obtained from the analytical predictions. Again, we observe that the Scherer–Garino equation provides the most accurate prediction of the numerical densification rate. It seems to be impossible to introduce the phenomenon of growing pores in such a densification model due to the geometrical dependence; so the only way to discover this effect for a certain given microstructure would be by numerical simulation of the representative unit cell.

3.3 Densification of cylindrical packings

The microstructure of colloidal silica gels and xerogels are normally modelled by packing configurations of spherical particles or clusters. Because of this we demonstrate here some densification properties of the two-dimensional analogue of such a microstructure, i.e. geometries
of cylindrical particle packings.

The simplest densification problem in this class is the sintering of a regular packing of equally sized cylinders. A part of this packing is shown in figure 16. The initial radii of all the cylinders is taken equal to 0.5 and the contact radius, say $r$, between two touching cylinders is initially set equal to 0.095 for all neck regions. Furthermore, we use Hopper's analytical solution for the coalescence of two equal cylinders to approximate the neck regions of the initial shape (cf. Hopper [12]). In figure 16 we show the densification of the unit cell at equal periods of 0.1. As can be observed from these pictures, the pore shape evolves towards a smooth curved geometry of the type we considered in the previous subsection, viz. the square pore with rounded-off corners of figure 7.

In figure 17 we have compared the densification rate of the cylindrical packing geometry to the various analytical models. Now we observe that these relations predict a quite different densification evolution during the early stage compared to the numerical simulation results: the numerically obtained rate proceeds much slower than the analytical predictions. This is caused by a smoothing of the neck region during this stage, which results in only a small reduction of the pore size. Hence this example illustrates again that the densification rate depends on the pore shape of the initial geometry.

An interesting question is the behavior of the neck growth between two touching cylinders of the packing compared to the exact contact radius development of two equal coalescing cylinders,
Figure 18: The contact radius $r$ development of the cylindrical packing compared with the exact analytical solution of the coalescence of two equal cylinders shows only an agreement during the early stage. At later time stages the neck radius of the cylindrical packing develops much slower.

i.e. the time stage for which the analytical solution is applicable. In figure 18 we show the development in time of the contact radius for the unit cell. We also plotted the exact neck radius for the coalescence of two cylinders with initial radii equal to 0.5, as obtained from Hopper's analytical solution. From this figure we observe that only during the initial stage the neck growth is similar to the contact radius development of two coalescing cylinders, i.e. during the smoothening of the neck region when $t < 0.08$. Afterwards, the contact radius increases much slower compared with the analytic solution. Hence the latter prediction should only be used during the early stage of the sintering process.

Next, we investigate the effect of the cylindrical particles on the densification rate when those particles are the building blocks of the pore structure. The simplest model for such a gel network is obtained by taking a square unit cell with one pore and each boundary edge consisting of a straight line of initially coalesced cylinders. Hence this cell might be seen as a sophisticated update of the rounded off square pore shape that we considered in subsection 3.1.

The model above is also of interest for the sintering of base-catalysed aerogels, since the microstructure of such an aerogel can be described by the following model (cf. Emmerling et al. [30]): small amorphous particles with diameter 1 nm form the building blocks of so-called secondary particles with a diameter of approximately 5 nm (depending on the pH value of the sol-gel process); these secondary particles form the branched gel network which consists of open
macropores with a mean diameter of about 50 nm (depending on the macroscopic density of the aerogel). In the texture model of the base-catalysed aerogel that we considered in the previous subsection (see figure 14), both the primary and secondary particles were assumed to be coalesced completely. This is also expressed in the (relatively) high initial density of that model. In order to investigate the effects due to the coalescence of the secondary particles, we assume that all those particles are of equal size and of cylindrical form. Hence the primary particles are ignored and are assumed to be completely coalesced to these cylindrical particles.

Here we consider this type of unit cell with $m$ cylindrical particles along each edge, where $m = 2, 4, ..., 12$. The neck radius between two successive cylinders is taken initially equal to 0.175 and the neck shape is obtained from Hopper's analytical solution. In figure 19 we have plotted a typical shape deformation of such a model whereby the unit cell consists of 10 by 10 cylindrical particles of equal radii of 0.5. From the figure, we observe that during the coalescence of the cylindrical particles the cell shrinks like a rounded-off square pore shape. Hence we may
expect a good agreement between the densification of the above unit cell and the rounded-off pore shape which is demonstrated in figure 20. In that figure we have plotted the densification development of the 6 considered unit cells by solid lines. Moreover, the densification rate of the rounded-off pore shapes with the same initial density are also plotted by dashed lines. From the close matching of the corresponding unit cells we can conclude that modelling the aerogel by a network of cylindrical particles does not give new insights in the densification kinetics of the gel. However, from a computational point of view the simulation of the rounded-off pore shapes is much easier and less CPU-time consuming than the particle network.

4 Conclusion

The examples of section 3 demonstrate the capabilities of our numerical approach in obtaining theoretical insights with respect to both pore size and pore distribution of the sintering gel. In particular the model is able to examine the microstructure evolution during the densification of a particular pore size distribution.

The major findings are that pores seem to vanish in order of size: first the smallest pores followed subsequently by the larger ones. Due to this vanishing order there is not a 1–1 correspondence between the initial total free surface and the densification end time as is illustrated.

Figure 20: The solid lines denote the density ($\rho$) change of the cell with initially $m$ cylindrical particles along each edge, where $m = 2, 4, ..., 12$. The dashed lines show the densification behavior of the initially rounded-off square pore shapes with corresponding initial density.
by figure 13. Another interesting phenomenon is the observation that some pores may grow during a certain time when those pores have concave boundary parts, i.e. such a pore has a much longer boundary length than it would strictly require to surround the pore contents. Hence, due to the "excess" of boundary, the pore may expand whereas the total pore boundary length still decreases as time evolves.

It is also shown that the Scherer-Garino equation (3.4) usually provides the most accurate approximation of the numerically obtained densification results, regardless of the pore shape and distribution. Since this equation is especially developed to analyze the sintering of a porous glass layer on a rigid substrate, the presented two-dimensional simulation code should be applicable to simulate the sintering of such coatings. However, some experimental verification has to be carried out to justify the latter statement. In the near future we also hope to say something about the applicability of the proposed mathematical approach in the case of sintering aerogels (cf. Emmerling et al. [31]). In that paper experimental data will be validated using the rounded-off square pore unit cell of subsection 3.1.

It is the author's opinion that it is also possible to introduce the occurrence of fixed particles in the mathematical model; this in order to simulate two phase viscous sintering. Moreover, if really three-dimensional numerical viscous sintering simulations are required, a similar approach should be followed as proposed in this paper. In principle, only the governing integral equation would be different. However, taking in consideration the required CPU time for the two-dimensional calculations, the limits in computer resources will soon be reached when trying to simulate the sintering of a more complicated unit cell.
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