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Abstract. The notion of communication closed layer has been introduced as a way to define structured composition of distributed systems. An interesting question is how to verify the closedness of a layer. We formulate a proof rule proving closedness of a distributed layer. The rule is developed as an extension of the Apt. Francez and de Roever proof system for CSP. The extension is proved to be sound and relatively complete.

1. Introduction

A recent paper of Elrad and Francez [EF82] introduces a novel methodology of analyzing distributed programs: decomposition into communication closed layers. According to this methodology, parts of processes are grouped together into layers so that there is interaction only between commands which are in the same layer. Intuitively, an execution of such decomposed programs is equivalent to synchronizing all the processes in the distributed program at layer boundaries. This approach
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is helpful in analysis of distributed programs and also useful in systematic con-
struction of distributed programs.

An independent algorithmically oriented paper of [SFR83] uses automatically
enforced communication closed layers in a transformational technique for recursive
distributed algorithm synthesis.

A sequel paper [SF85] also reasons with enforced communication closed layers
while converting the program transformation in [SFR83] into a transformation of
proofs.

The present paper suggests an optimization to the closed layer methodology
both at the program analysis and program construction levels. We consider the
following problem:

Assume given verified distributed programs designed for some fixed
network. These programs serve as building blocks in the construction of a larger program in
which they are combined in a layerwise manner, i.e. the corresponding processes
are composed sequentially. Such component programs are called layers. To make
the discussion concrete, we fix a specific notation. We adopt the notation and ter-
nology of CSP [H78], to keep a natural link with [EF82] and [SF85].

When automatically constructing a program with given layers, both [EF82]
and [SF85] enforce communication closedness by including in the program a syn-
chronizing section the role of which is to prevent the interactions between com-
mands in distinct layers. This approach may lead to oversynchronization in the
resulting program: it might be the case that component layers have the property
that their constituent processes interact only with each other and do not interact
with other parts of the program. We are interested in formally verifying this
noninteraction property in order to omit the synchronizing part and thus to
improve the overall message complexity of the resulting program.

A straightforward approach to the formal proof of layer non-interaction, is to
consider the complete program without the synchronizing parts and to show that
no semantic matches occur between i/o actions belonging to different layers. This
implies in fact the construction of cooperating proof outlines. [EF82] and [SF85]
deal with proving layer communication closedness in a composed program in the
above straightforward way.

The immediate problem with this approach is, that constructing such proof
outlines is of the same order of complexity as verifying that the program as a
whole behaves properly. So, it does not make sense to concentrate on communica-
tion closedness of the layers comprising this program. The second problem is that
this approach only shows closedness with respect to a particular appended layer.
This runs counter to the idea stated earlier of having such layers as “on-the-shelf”
building blocks: This clearly supposes a notion of closedness that is independent of
its environment.

In this paper, we take an alternative approach to the noninteraction proof.
We localize this proof to the bodies of component layers only. I.e. instead of con-
sidering all possible interactions, we analyse the body of the layer and directly
identify the sources of potential interlayer interaction. Towards this end, we
strengthen the definition of a communication closed layer by defining “general”
closedness. A generally closed layer is defined as a layer not having interlayer
interactions in a sequential composition with an arbitrary other layer. This
definition contrasts with the original definition of closedness, which is relative to a
specific context. For this new definition, we suggest a sound and complete proof
rule for proving general closedness of a given layer. The proof rule is maximally
efficient in the sense that it makes use only of the correctness proof of the layer
itself. The only related work that we know of is [A85]. That paper introduces a
static, syntactic analysis of CSP programs so as to restrict a priori the set of pairs
of communication commands whose interaction have to be considered during pro­
gram verification. No attempt is made, however, to connect this with a design
methodology such as using closed layers.

In view of the obtained results, we consider the question of communication
closedness enforcement and explore the conditions of performing this task
automatically.

We finish the introduction with a quick recapitulation of the version of the
language CSP [H78] as it is used here, and of the CSP proof system [AFR80].

(1) The basic command of CSP is [P1||...||Pn] expressing concurrent execution of
the sequential processes P1,...,Pn.

(2) Every Pi refers to a sequential statement Si by Pi::Si. No Si contains vari­
ables subject to change in Sj (i ≠ j).

(3) Communication between Pi and Pj (i ≠ j) is expressed by the receive and
send primitives, Pj?x and Pi!t (t a term), respectively. Execution of Pj?x in
(Pi::Si) and of Pi!t (in Pj::Sj) is synchronized and results in the assignment
of the value of t to the variable x. Such a pair of i/o commands is called a
syntactically matching pair.

(4) In CSP conditional statements, a guard may be of the form b ;α, too, where α
is an i/o command (see example 2). Such a mixed guard can be passed if the
boolean expression, b , evaluates to true, α has a communication partner and
the communication has been performed (i.e., a semantic match occurred). Apart
from mixed guards, there are also pure boolean guards with obvious
meaning. A guard evaluates to true if its boolean part does. Guards of the
form true ;α will often be written as α.

(5) Our version of CSP does not make use of the distributed termination conven­
tion

(6) To simplify matters, loops can only have pure boolean guards. Since we do
not make use of DTC, this does not restrict the generality of the language.

The CSP proof system of [AFR80] is based on the notion of cooperation of
proof outlines. First the sequential CSP-processes are proved correct, using the fol­
lowing axiom: {p |α|q}, where α is any i/o command. Such a proof associates with
every sub-statement of a process, a pre and a post assertion; hence, associates a
proof outline with a CSP-process. The post assertions of i/o commands can be any­
thing and will contain assumptions about communications. These assumptions

6The distributed termination convention of CSP (DTC) is a mechanism that allows the remote
sensing of partner processes' termination and is used to disable communication guarded alternatives
and to exit communication guarded loops due to process termination.
have to be checked and this is the function of the cooperation test.

Basically, this test prescribes that for any two syntactically matching i/o commands and associated pre and post assertions, say \( \{ p_i \} P_i \models \{ q_i \} \) and \( \{ p_j \} P_j \models \{ q_j \} \), if there is in fact a semantic match, then after the communication the post assertions should hold: \( \{ p_i \wedge p_j \} x := e \models \{ q_i \wedge q_j \} \).

A problem is that \( p_i \wedge p_j \) in general is too weak to express the non-occurrence of semantic matches. Hence, the introduction of a global invariant, \( GI \), auxiliary variables and bracketed sections. Auxiliary variables are needed so that \( GI \) can express globally which communications occurred. Bracketed sections, \(<S_1;\alpha;S_2>\), are uniquely associated with i/o commands and restrict the updatings, \( S_1 \) and \( S_2 \), of the (auxiliary) variables in \( GI \).

The cooperation test now prescribes that for any two syntactically matching i/O commands with associated bracketed sections, say \( \{ p_i \}<S_i ;P_i \models \{ q_i \} \) and \( \{ p_j \}<S_j ;P_j \models \{ q_j \} \), the following formula holds:

\[
\{ p_i \wedge p_j \wedge GI \} S_i ; S_j ; x := e ; S_i ; S_j \models \{ q_i \wedge q_j \wedge GI \}
\]

Given a set of proof outlines, \( \{ p_i \} P_i :: S_i \{ q_i \} \) \( i = 1 \ldots n \), that cooperate with respect to some \( GI \), the parallel composition rule allows the conclusion that

\[
\prod_{i=1}^{n} p_i \wedge GI \models \{ P_1 :: S_1 \} \| \cdots \| \{ P_n :: S_n \} \models \prod_{i=1}^{n} q_i \wedge GI.
\]

The reader is referred to [AFR80] for an exposition of the proof system and of the ideas on which it is based.

The above discussion only makes sense relative to a fixed interpretation for CSP and for the proof systems. Only then, is it possible to talk about semantics of CSP and validity of partial correctness specifications. Although mostly left implicit, we fix for the rest of the paper some interpretation \( I \).

2. The notion of general tail communication closedness

In this section we introduce the definition of general communication closedness and demonstrate the usefulness of the new notion.

**Definition 1:**

A layer \( S = [S_1 \| \cdots \| S_n] \) is a General Tail Communication Closed (GTCC) layer w.r.t. a set of states \( \Sigma \), \( GTCC_T(S,\Sigma) \), iff for arbitrary layers \( T = [T_1 \| \cdots \| T_n] \) and for all \( I \)-executions starting in states from \( \Sigma \) of the distributed program \( P = [S_1 ; T_1 \| \cdots \| S_n ; T_n] \), no synchronization occurs between a communication command in a process of \( S \) and a communication command in a process of \( T \).

In the sequel, we will often ignore the \( I \)-subscript and write \( GTCC(S,\Sigma) \).

Using the terminology of [AFR80], the definition requires that there are no semantic matches between communication commands in \( S \) and \( T \). Observe that any layer \( S \) is trivially \( GTCC(S,\emptyset) \). We now state the additional assumptions we make about programs. Remember that a layer \( S \) is just any concurrent \( n \)-process program \( S = [S_1 \| \cdots \| S_n] \). We assume that \( S \) is given together with a (partial) correctness proof of a specification for it. We are interested in exploring the precise conditions for the behaviour of \( S \) not to be affected by appending another layer
T to it. In order to concentrate on this aspect, we assume that layers do not admit computations other than (properly) terminating ones. If he so wishes, the reader can remove this restriction by substituting total correctness for partial correctness throughout the paper and by adding a deadlock freedom proof as a premis of the rule developed below.

Before going on, we give some examples of $GTCC$ layers and also demonstrate that the above restrictions do not make this definition vacuous.

Example 1:

$$ S = [P_1; P_2!a ] \sqcup P_2; P_1?x ] $$

Obviously, $S$ is a $GTCC$ layer with respect to any set of initial states. I.e., for no layer $T$ appended to $S$, communication will occur between commands in $S$ and $T$.

Example 2:

$$ S' = [P_1; [P_2!a \rightarrow skip \sqcup true \rightarrow skip ] \sqcup P_2; [P_1?x \rightarrow skip \sqcup true \rightarrow skip ]; P_1?x ] $$

$S'$ is a terminating layer when executed alone and does not use the DTC convention of CSP. Still, $GTCC (S', \Sigma)$ does not hold for any non empty $\Sigma$. Consider for example $S'$ composed with the layer $S$ from example 1:

$$ [P_1; [P_2!a \rightarrow skip \sqcup true \rightarrow skip ]; P_2!a \sqcup P_2; [P_1?x \rightarrow skip \sqcup true \rightarrow skip ]; P_1?x ] $$

Whenever $P_2$ from layer $S'$ selects the local alternative, $P_1$ from layer $S'$ can communicate with $P_2$ via a communication command from layer $S$, the result being a a deadlock.

We now compare the new notion of $GTCC$ with the original definition from [EF82] of communication closedness (CC). The original notion of CC layer considers a specific distributed program $P$ with a specification $\{p\}S\{q\}$ and a given decomposition into layers $S_j$ ($j=1 \cdots d$), s.t. $S' = [S_1 \sqcup \cdots \sqcup S_d]$ and $P = [S_1; \cdots ; S_d \sqcup \cdots \sqcup S_n; \cdots ; S_{n'}]$. (\\)

**Definition 2 [EF82]:**

A layer $S'$ is a CC layer in $\{p\}P\{q\}$ iff there is no execution of $P$ starting in a state satisfying $p$ in which a communication occurs between a communication command in a process of a layer $S'$ and a communication command in a process of some other layer $S^k$, $k \neq j$.

Our new notion strengthens the original definition by considering closedness with respect to an arbitrary layer $T$, but also restricts the original notion by requiring tail closedness only. In spite of the restriction, the new definition is able to express the original notion of closedness:

**Theorem 1:**

Let $S^1, \ldots , S^d$ be layers such that $\{p^{i-1}\}S^i\{p^i\}$ $i=1,\ldots ,d$. Let $P$ be the composition of the layers $S^1, \ldots , S^d$, $P = [S_1; \cdots ; S_1; \cdots ]$. If $GTCC (S^i, p^{i-1})$ holds for $i=1,\ldots ,d$ then the layers $S^1, \ldots , S^d$ are also communication closed (CC) layers in $\{p\}P\{p^d\}$ (according to Definition 2).

The proof of this theorem is postponed to the end of section 3.
3. Another definition of GTCC and the equivalence of the two definitions

In this section we take a closer look at the notion of GTCC, aiming at verifying potential interlayer interactions inside a given layer. To be on firm ground, we formulate a new definition of GTCC stated solely in terms of a given layer. The definition exposes more closely the mechanics of the interlayer interaction and gives the intuition behind the proof rule.

Let us consider a layer S that is not GTCC with respect to some \( \Sigma \). By definition there exist a layer \( T = \{ T_1, \ldots, T_n \} \), such that when T is appended to S, an interlayer communication occurs between a command in S and a command in T. Remember that from our assumptions, S is a perfectly terminating CSP layer when executed alone. To characterize this situation solely in terms of S, we have to formally give a semantics to S. We make use of the denotational linear history semantics of CSP following [FLP80] and bring briefly its main concepts into remembrance. Since layers always terminate by assumption, we ignore those aspects of the semantics that deal with non-termination and deadlock.

The semantics uses the notion of history of communications. By history is meant a sequence of records of communications. A record is a triple \((a,i,j)\) which is associated with a communication between process \( P_i \) and \( P_j \): \( a \) is the value sent by \( P_i \) to \( P_j \). \( h \) is used to denote a history. \( h_1 h_2 \) denotes concatenation of histories \( h_1 \) and \( h_2 \). The \( i \)-restriction of \( h \), \( h \downarrow_i \), denotes the communication sequence resulting from \( h \) by omitting all the communication records not involving process \( P_i \).

First the semantics of a single process is considered. Any computation defined by \( S_i \) reaches a certain state \( \tau \) (which may equal \( \bot \) denoting an incomplete or partial computation) and produces a certain communication sequence \( h \) in order to get there. Whether this (partial) computation is realizable in a given environment of other processes depends on the ability and readiness of these processes to cooperate in producing the corresponding communications on their side. Thus analysis of \( P_i \) itself characterizes the correspondence between attainable states and the communication sequences required to achieve them. I.e., \( M(P_i) \) is a mapping from initial state \( \sigma \) into a set of pairs \( \langle \tau, h \rangle \) representing the existence of computations starting at state \( \sigma \) which reach a state \( \tau \) with communication history \( h \). (For technical reasons that do not concern us, \( M \) is extended in [FLP80] to an automorphism on sets of such pairs.) The meaning of a parallel program \( M((P_1 \parallel \cdots \parallel P_n)) \) is obtained by merging the a priori meanings of the \( P_i \)'s. Only a priori computations that are compatible with the other processes in the environment will be merged. Computations \( (\tau_i, h_i) \) respectively \( (\tau_j, h_j) \) from \( P_i \) respectively \( P_j \) are compatible if \( h_i \downarrow_j = h_j \downarrow_i \).

Our semantics assigns to each statement and starting state the set of partial and complete computations that the statement can perform. It does not include any deadlock information.

Now we are ready to introduce the new definition of GTCC. For the sake of simplicity, we first handle the case \( n = 2 \). The general case is treated afterwards.

\(^7\)Note that the semantics as described in the final version ([FLP84]), slightly differs from the one used here.
Definition 3:
A layer \( S = [S_1 \| S_2] \) is GTCC \((S, \Sigma)\) iff there are no \( \sigma, \tau \not= \bot, h, i \) such that \( \sigma \in \Sigma, \quad <\cdots, h> \in M(S)(\sigma), \quad <\cdots, h \wedge \alpha> \in M(S_i)(\sigma) \) and \( <\tau, h> \in M(S_{\text{mod}2+1})(\sigma) \), where \( \alpha \) is a record of a communication between \( S_1 \) and \( S_2 \).

Paraphrasing this, if a layer violates the closedness condition, definition 3 postulates a (partial) layer computation \( <\cdots, h> \) that leaves control in \( S_i \) in front of an i/o command \( <\cdots, h \wedge \alpha> \), but allows \( S_{\text{mod}2+1} \) to terminate \( (<\tau, h>) \). The correspondence with definition 1 is obvious.

The extension of definition 3 to the general case \((n > 2)\) is not completely straightforward. We consider partial communication histories that are prefixes of terminating ones, and whose corresponding \( i \)-restrictions relate the computation in the joint meaning with a computation in the a priori meaning of process \( P_i \).

Definition 4:
A layer \( S = [S_1 \| \cdots \| S_n] \) is GTCC \((S, \Sigma)\) iff there are no \( \sigma, \tau \not= \bot, h, i \) and \( j \), such that \( \sigma \in \Sigma, \quad <\cdots, h> \in M(S)(\sigma), \quad <\cdots, h \wedge \alpha> \in M(S_i)(\sigma) \) and \( <\tau, h \wedge \alpha> \in M(S_j)(\sigma) \), where \( \alpha \) is a record of a communication between \( S_i \) and \( S_j \).

We now prove that although this definition is stated solely in terms of the layer \( S \) itself, the notion of GTCC defined by it is identical to the notion defined by definition 1. Strictly speaking, we do not so much prove the equivalence of two alternative definitions, as show that definition 4 indeed captures the intuition of definition 1.

Theorem 2:
Fix any interpretation \( I \). A layer \( S \) is GTCC\(_I\) by definition 1 iff it is GTCC\(_I\) by definition 4.

For its proof, we need some notation and 2 auxiliary lemma's.

Definition 5:
Given layers \( S_i = [S^1_i \| \cdots \| S^n_i] \) \( i = 1,2 \), a history \( h \) and state \( \sigma \) such that \( <\cdots, h> \in M([S^1_i \| S^2_i \| \cdots \| S^n_i; S^2_i])(\sigma) \). Let \( h = h' \wedge \alpha \wedge h'' \) and \( \alpha = (i, j, a) \).
- \( \alpha \) involves \( S^i_k \) iff \( <\cdots, h' \wedge \alpha \wedge h'' > \in M(S^i_k)(\sigma) \) (hence \( i \) or \( j \) equals \( k \)).
- \( \alpha \) involves \( S^2_j \) iff \( <\tau, h' \wedge \alpha \wedge h'' > \in M(S^2_j)(\sigma) \) and \( \alpha \wedge \lambda \not= \bot \) for some \( \tau \not= \bot \) and \( \alpha \wedge \lambda \not= \bot \).

Lemma 1:
Given layers \( S_i = [S^1_i \| \cdots \| S^n_i] \) \( i = 1,2 \), its composition \( S = [S^1_i \| S^2_i \| \cdots \| S^n_i; S^2_i] \) a state \( \sigma \) and two histories \( h = h' \wedge h'' \) and \( h = h' \wedge h'' \).
If \( \alpha \) does not involve any \( S^1_j \) and \( \beta \) does not involve any \( S^2_j \), then \( <\cdots, h> \in M(S)(\sigma) \) implies \( <\cdots, h> \in M(S)(\sigma) \) and \( h \wedge l_i = h \wedge l_i \) for \( i = 1 \ldots n \).

Proof:
Since \( \alpha \) does not involve any \( S^1_j \), \( \alpha \) witnesses in fact a communication within \( S^2 \). Likewise, \( \beta \) witnesses a communication within \( S^1 \). Let \( \alpha = (i, j, a) \) and \( \beta = (k, l, b) \). Then this implies that \( \{i, j\} \cap \{k, l\} = \emptyset \), since both \( S^1_i \) and \( S^1_j \) must
have terminated for $\alpha$ to occur, whereas neither $S_k^1$ nor $S_j^1$ can terminate before $\beta$ occurs. Consequently, $h_{1_i} = h_{1_i}$ for all $i = 1..n$ and hence $< \cdots, h > \in M(S)(\sigma)$.  

Lemma 2:

Let $S^1 = [S_1^1 \parallel \cdots \parallel S_n^1]$ $i = 1, 2$ and $< \tau, h > \in M([S_1^1 ; S_2^1 \parallel \cdots \parallel S_n^1 ; S_2^1])$ for some states $\sigma, \tau$ and history $h$. Let $\{i_1, \ldots, i_k\}$ be a set of indices of processes $S_i^2$ for which there is an $\alpha$ in $h$ involving $S_j^2$.  

Then, if there is no record $\alpha$ in $h$ involving both some $S_i^1$ and some $S_j^2$ (i.e., if there is no intra-layer communication), there is a history $h'' = h'''$ such that $h_{1_i} = h_{1_i}$ for $i = 1..n$, $< \cdots, h > \in M(S^1)(\sigma)$ and for every $i \in \{i_1, \ldots, i_k\}$ there is a $\tau_i \neq \bot$ such that $< \tau_i, h'' > \in M(S_i^1)(\sigma)$ and $< \cdots, h'' > \in M(S_i^2)(\tau_i)$.

This lemma has two interesting corollaries. Its full generality is needed in the proofs of theorem 2 and theorem 1.

Corollary 1:

Let $S^1 = [S_1^1 \parallel \cdots \parallel S_n^1]$ $i = 1, 2$. If $GTCC(S^1, \Sigma)$, then for all states $\sigma$ and $\tau$ there exists a history $h$ such that $< \tau, h > \in M([S_1^1 ; S_2^1 \parallel \cdots \parallel S_n^1 ; S_2^1])$ iff $< \tau, h > \in M(S^1; S^2)(\sigma)$, and the histories are related by $h_{1_i} = h_{1_i}$ for $i = 1..n$.

Proof:

Evident.

This corollary makes precise the idea that communication closedness allows layer composition to be treated as sequential composition. In fact, we have the following evident

Corollary 2:

The following rule is sound (same notation as above):

$$\frac{[p^1]S^1[q^1], q^1 \rightarrow p^2}{GTCC(S^1, p^1)}$$

Proof of Lemma 2:

Repeatedly using lemma 1 yields a history $h''$ for which $h_{1_i} = h_{1_i}$ for $i = 1..n$ and on which no communication involving some $S_k^2$ precedes any communication involving some $S_i^1$. Let $h'' = \tilde{h}''$, where $\tilde{h}''$ is the longest prefix of $h''$ containing only communications involving some $S_i^1$. Then $< \cdots, \tilde{h}'' > \in M(S^1)(\sigma)$. Moreover for every $i \in \{i_1, \ldots, i_k\}$, $S_i^1$ must terminate on $\tilde{h}''$ since otherwise the associated communication could not occur: $< \tau_i, h'' > \in M(\Sigma_i^1)(\tau_i)$ and $< \cdots, h'' > \in M(S_i^2)(\tau_i)$ (by definition $\tau_i \neq \bot$).

Proof of Theorem 2:

Suppose the layer $S = [S_1 \cdots S_n]$ is not $GTCC_f(S, \Sigma)$ according to definition 1. Then we can find another layer $T = [T_1 \cdots T_n]$ and indices $i$ and $j$, $i \neq j$, such that synchronization occurs between $i/o$ commands in $S_i$ and $T_i$ during some execution of the program $P = [S_1; T_1 \cdots S_n; T_n]$ that starts in a state $\sigma \in \Sigma$. Hence, there is a history $h$ and a record $\alpha$ such that $< \cdots, \tilde{h}'' \alpha > \in M_f(P)(\sigma)$, $< \cdots, \tilde{h}'' \alpha > \notin M_f(S)(\sigma)$ and $< \cdots, \tilde{h}'' \alpha > \in M_f(S_i)(\sigma)$ ($\alpha$ witnesses a communication between $S_i$ and $T_j$). W.l.o.g., assume that $\alpha$ is the only such record in $\tilde{h}'' \alpha$ witnessing non-closedness. This implies that
there is no record in $\tilde{h}$ that involves both some $S_i$ and some $T_k$. Hence, lemma 2 can be used. This gives a history $\tilde{h} = \tilde{h}'' \tilde{h}'$ such that $<\ldots, \tilde{h}' \alpha > \in M_I(S)(\sigma)$ and $<\tau, \tilde{h}' \alpha > \in M_I(S_i)(\sigma)$ for some $\tau \neq \top$. Since, $h_i' = h_1$, we also have $<\ldots, h_i' \alpha > \in M_I(S_i)(\sigma)$. Hence, $\Sigma$ is not $G\text{TC}C$ according to definition 4.

Finally, we can give the promised

**Proof of Theorem 1:**

Suppose we have a history $h^*\alpha$ on which communication closedness (CC) is violated for the first time by a communication occurring between layers $S_j$ and $S_k$, where $j < k$. Say, between $S_i j$ and $S_i k$; $\alpha = (u, v, a)$ witnesses this communication and is in fact the first such witness. Define $S^<i \equiv [S_i j, \ldots, S_i n \parallel \ldots \parallel S_i j, \ldots, S_i n]$ and define $S^>i$ and $S^\approx i$ analogously ($S^<1 \equiv \Lambda$). Let $\Sigma' \equiv \{ a_i \mid a_i \models p_i \}, i = 1..n$.

Violation of CC implies the existence of states $\tau \neq \top$ and $\sigma \in \Sigma$ and a splitting of $h$, $h = h_1 h_2$, such that $<\ldots, h^*\alpha > \in M(S^\leq\Sigma_k)(\sigma)$, $<\tau, h_1 v, > \in M(S^\leq\Sigma_j)(\sigma)$ and $<\ldots, h_1^*\alpha > \in M(S^\leq\Sigma_j)(\sigma)$. Since closedness is not violated on $h$, lemma 2 gives a history $\tilde{h} = \tilde{h}'' \tilde{h}'$ such that $\tilde{h}'_i = h_1$ and $\tilde{h}''_i = h_1$. Hence, $G\text{TC}C(S^\leq\Sigma, \Sigma) = \top$. By definition this is possible. Then, from the assumptions of theorem 1, $\tau \in \Sigma^{j-1}$. From this we may conclude that $G\text{TC}C(S^\leq\Sigma, \Sigma)$ does not hold.

By definition $G\text{TC}C(S^\leq\Sigma, \Sigma)$ does hold. Hence, corollary 1 implies that there is a $h_1'$ for which $h_1' = h_1$, $i = 1..n$ and $<\ldots, h_1' > \in M(S^\leq\Sigma_k)(\sigma)$. Split $h_1'$ as $\tilde{h}'_1 \tilde{h}''_1$ such that $<\tau, \tilde{h}'_1 > \in M(S^\leq\Sigma_i j)(\sigma)$ for some $\tau \neq \top$. By definition this is possible. Then, from the assumptions of theorem 1, $\tau \in \Sigma^{j-1}$. From this we may conclude that $G\text{TC}C(S^\leq\Sigma, \Sigma)$ is violated, which proves the theorem.

4. The proof rule for $G\text{TC}C$

In this section we present a proof rule for proving the $G\text{TC}C$ of a given layer. The rule operates solely on the partial correctness proof of the layer itself. We assume the proof is carried out in the CSP proof system proposed in [AFR80]. I.e., each process is given a proof outline (or alternatively a proof from assumptions see [A85]) and the proofs cooperate with respect to some global invariant $G I$. For the sake of simplicity, we first state the rule for the case of two processes and extend it to the general case later. The proof rule for proving $\Sigma$ to be $G\text{TC}C$ is given in Figure 1.

**Discussion.** First observe that an assertion attached to some point in a program characterizes the states in which execution can arrive at this point. Hence, for $p = 1$, the formula $q_2 \wedge t \wedge GI \wedge \bigvee_{k=1}^l g_1' j_k \wedge \bigvee_{k=1}^m g_2'' k_k$ characterizes those states in which execution is simultaneously ($GI$) at the front of an i/o guarded alternative in $S_1 (t)$ and at the end of $S_2 (q_2)$ while $S_1$ has the option of doing an additional communication ($\bigvee_{k=1}^l g_1' j_k$). Since the i/o guarded alternative has an open local branch, too ($\bigvee_{k=1}^l g_2'' k_k$), $S_1$ need not engage in a communication at this point. Clearly satisfaction of this formula is a sufficient condition for failure of closedness of a layer. We claim (and prove later on) that it is a sufficient condition, too.
Let us now apply the rule to layers $S$ and $S'$ from example 1: $S$ satisfies the requirements of the proof rule vacuously and can be shown $\text{CTCC}(S, \text{true})$, while $S'$ can only be shown $\text{CTCC}(S, \text{false})$.

The extension of the above rule to the general case of $n > 2$ processes is straightforward. The rule for proving $S$ to be $\text{CTCC}$ is presented in Figure 2.

A natural question to consider next is whether the proposed $\text{CTCC}$ rule takes care of all the "sources" of potential interlayer interaction. The answer is given in the next section where we prove soundness and completeness of the proposed rule.

5. The soundness and completeness of the proof rule for $\text{CTCC}$

Soundness and completeness of the $\text{CTCC}$-rule as formalized in theorems 3 and 4, is based on soundness and completeness of the [AFR80] proof system as proved in [A83]. That paper assigns semantics to CSP-statements (actually to a superset of our dialect), using a transition relation, $\rightarrow^*: (S, \sigma) \rightarrow^* (S', \sigma')$ means that starting from a state $\sigma$, the statement $S$ can evolve into the statement $S'$ in $n$ computation steps, producing a communication history $h$ and transforming $\sigma$ into $\sigma'$. Let $\Lambda$ denote the "empty" statement. Without proof, we claim that the following relation exists between our semantics and the one from [A83] ($\tau \neq \bot$):

For any statement (or program) $S$:

$$\langle \tau, h \rangle \in M(S)(\sigma) \iff \exists n \quad \langle S, \sigma \rangle \rightarrow_n^* (\Lambda, \tau)$$

---

**construct** proof outlines for \{r_1 \mid S_1(q_1)\} and \{r_2 \mid S_2(q_2)\}

that cooperate w.r.t. GI ($r = r_1 \land r_2 \land GI$)

for $p = 1, 2$

for any command $[\square g_i \rightarrow L_i]$ in $S_p$

with a pre-assertion $t$ and at least one mixed alternative and one local alternative, where

\{g'_{j_1}, \ldots, g'_{j_{i_1}}\} is the set of boolean parts of the mixed guards and

\{g''_{i_1}, \ldots, g''_{i_m}\}

is the set of pure boolean guards

\[\text{do}\]

show $I \models \neg (q_{3-p \land t} \land GI \land \bigvee_{k=1}^{l} g'_{j_k} \land \bigvee_{k=1}^{m} g''_{i_k})$

\[\text{od}\]

\[\text{GTCC}([S_1 \parallel S_2], r)\]

---

Figure 1. The rule GTCC for $n=2$
construct proof outlines for \{r_1\}{S_1}\{q_1\}, \ldots ,\{r_n\}{S_n}\{q_n\}
that cooperate w.r.t. GI \(r = \bigwedge^n_{k=1} r_k \wedge GI\)
for \(p=1..n\) do
  for any command \(\square g_i \rightarrow L_i\) in \(S_p\)
    with a pre-assertion \(t\) and at least one mixed
    alternative and one local alternative, where
    \(\{g'_{j_1}, \ldots ,g'_{j_l}\}\) is the set of boolean parts of the
    mixed guards, referring to processes \(S_{j_1}, \ldots ,S_{j_l}\)
in their i/o parts, and \(\{g^n_{'i_1}, \ldots ,g^n_{'i_m}\}\) is the set
    of pure boolean guards
  do
    show \(I \models \neg \bigvee_{k=1}^l (t \wedge q_{j_k} \wedge GI \wedge \bigvee_{k=1}^l g'_{j_k} \wedge \bigvee_{k=1}^m g^n_{i_k})\)
  od
od

\[GTCC(\{S_1\|\cdots\|S_n\}, \{r\})\]

---

**Figure 2.** The rule GTCC

In other words, soundness and completeness of the CSP proof system still holds if this paper's semantics is used.

### 5.1. Soundness of the rule.

With that out of the way, we prove that the proposed GTCC rule is sound in the sense of the following theorem. Here, \(I \models_{GTCC}\) denotes derivability within the [AFR80] proof system augmented with the GTCC rule of Figure 2, and \(I \models_{GTCC}(S, r)\) is defined by \(GTCC_I(S,\{\tau \mid \tau \models r\})\). \(N\) denotes the standard interpretation of Peano arithmetic. I.e., \(N\) consists of the natural numbers together with the standard operations (+, *, Suc) on them and the constant 0.

**Theorem 1:**

For any layer \(\{r\}{S\{q\}}\),
if \(N \models_{GTCC} GTCC(S, r)\) then \(N \models GTCC(S, r)\)

**Proof:**

Non closedness can only occur if a layer can terminate regardless of whether it performs a certain communication or not. Also, by assumption, layers terminate. Now observe that the only way in which a layer can be both non closed and terminating, is if at least one of its components contains an alternative statement of the special form as considered in the GTCC rule. In other words, the set of syntactic configurations as defined in the rule entails all potential sources of non closedness.
Next assume that $S = [S_1 || \cdots || S_n]$ is not GTCC. First note, that the CSP proof system used for the partial correctness proof of the layer $S$ is complete with respect to 'expressive' interpretations such as $N ([A83])$. To derive the contradiction, let $q_i, t$ and $GI$ be the assertions from the presumed proof outlines showing GTCC, and $q'_i, i'$ and $GI'$, be the corresponding assertions used in the CSP proof system completeness proof $[A83]$. By definition of the above assertions: $N \models q'_i \land \forall GI' \rightarrow q_i \land \forall GI$.

Choose any state $\tau$. By assumption $N, \tau \models \neg (q_i \land \forall GI \land \bigvee_{k=1}^{l} g'_{j_k} \land \bigvee_{k=1}^{m} g''_{k_i})$, and hence the following holds: $N, \tau \models \neg (q'_i \land \forall GI' \land \bigvee_{k=1}^{l} g'_{j_k} \land \bigvee_{k=1}^{m} g''_{k_i})$. By definition of the completeness assertions, $N, \tau \models q'_i \land \forall GI' \land \bigvee_{k=1}^{l} g'_{j_k} \land \bigvee_{k=1}^{m} g''_{k_i}$

claims the existence of a transition $(S, \sigma) \rightarrow^* (S', \tau')$ for some communication history $h$ such that $N, \sigma \models \tau$, in $S'$ the i-th component has terminated and the p-th component is at a guarded statement of the required form, and $\tau'$ coincides with $\tau$ on the variables of the i-th and p-th component. Now, since $S$ is terminating, w.l.o.g. we may assume that the above transition is such that only the p-th component in $S'$ has not terminated yet. By the correspondence with our semantics this means that $<\tau', h> \in M(S)(\sigma)$ and that $<\cdots, h_l, \alpha> \in M(S_i)(\sigma)$ for any $\alpha$ corresponding to an i/o command addressing the i-th process in one of the open mixed guards. Hence, $S$ is not GTTC with respect to $r$. The contradiction follows from contraposition.

5.2. Completeness of the rule.

The proposed GTCC rule is complete in the sense of the following theorem.

Theorem 4:
For any layer $S$, if $N \models GTCC(S, r)$ then $N \not\models GTCC(S, r)$

Proof:
By contraposition. Since the post-assertion of a layer can be chosen freely in a GTCC proof, cooperating proof outlines can always be constructed. So, $N \models \neg\text{GTCC}(S, r)$ can only mean that the second premise of the GTCC-rule cannot be made to hold. Assume that the completeness proof outlines and GI are used. By assumption, there is at least some $p$ and some $t$ such that $N \models \neg \bigvee_{k=1}^{l} (t \land q_{j_k} \land GI \land \bigvee_{k=1}^{l} g'_{j_k} \land \bigvee_{k=1}^{m} g''_{k_i})$ (notation as in the GTCC rule). hence, there is a $\tau$ such that $N, \tau \models \bigvee_{k=1}^{l} (\cdots)$. The rest of the argument is as in the proof of theorem 3.

Example 3:
We demonstrate the usefulness of the GTCC rule by using it to complete the formal reasoning in the transformational system of [M85]. In [M85] A Moitra proposes a novel method for the automatic construction of CSP programs out of sequential nondeterministic programs w.r.t. a given data distribution. The method suggests translating each statement of the sequential program into an equivalent CSP fragment and then composing sequentially the resulting fragments to form a
complete CSP program. The ability to transform each statement separately is an important feature of the transformation based on the so called preservation of sequencing, which is expressed as follows: Let $T$ denote the transformation and $S_1$, $S_2$ denote statements in the sequential program. $T$ preserves sequencing if

$$T[S_1;S_2]=T[S_1];T[S_2]$$

In [M85] it is claimed without proof that the suggested transformation preserves sequencing. By using the GTCC rule, we are able to prove that for any sequential statement $S$, the CSP fragment $T[S]$, generated by the [M85] transformation, is a GTCC layer and thus that (*) holds for $T$. The author in [M85] remarks that the transformation generates a CC layer for each statement. Actually, in order to be able to view translation of each statement in isolation, the notion of CC is not sufficient as it is defined relatively to a given context of the statement. The GTCC notion captures precisely the required condition.

6. Automatic closedness enforcement, revisited

To facilitate distributed program synthesis with communication closed layers, [EF82] and [SF83] advocate the use of an automatic layer communication closedness enforcement facility. We discuss here the feasibility of such a facility in view of our better understanding of the mechanism of communication closedness. The proposed closedness enforcement facility should be used as follows: the programmer supplies code for component layers and specifies their required composition using a special syntactic construct. The compiler generates code to be inserted between the supplied component layers and composes the resulting program from the supplied and generated code, so that in the composed program communications occur only between commands that belong to the same layer. Obviously, to make the automation of the compiler task feasible, the generated synchronizing code should not depend on the contents of specific layers. Let us denote the synchronizing code generated for a $n$-process layer by $Z^n$.

We show that, for any $Z^n$, it is in general impossible to prevent interaction between commands in a programmer supplied layer and commands in the synchronizing code. Let us consider a specific non GTCC layer L and some synchronizing code $Z^2$ as in example 4 below.

Example 4:

$$Z^2 = [Z_1 || Z_2]$$

$$L = [P_1::[P_2?x \rightarrow skip \bigtriangleup a \rightarrow skip \bigtriangledown true \rightarrow skip] ||$$

$$P_2::[P_1?x \rightarrow skip \bigtriangleup P_2!a \rightarrow skip \bigtriangledown true \rightarrow skip]].$$

If the first communication suggested by $Z_1$ is an input, then, whenever $P_1$ chooses a boolean alternative, this input command matches semantically the output guard in $P_2$. Similarly, if the first suggested communication of $Z_2$ is an output, it may semantically match the input guard of $P_2$. The above example should be sufficient to convince the reader that an automatic generation of a general synchronizing layer is impossible, unless an extra level of synchronization is introduced. The tag facility of the CSP notation provides this required level. Tagging the communications ensures that no command in $S$ will syntactically match a command in $Z^n$. At runtime, the use of tags results in inefficiency as additional checks have to be performed.
On the other hand, if the user supplies layers together with their proofs, the task of detecting that a layer is non $\text{GTC\!C}$ can be performed automatically, and thus, the compiler can in certain cases tailor the synchronizing code according to the detected closedness violation.

7. Conclusions and future work

We showed that closedness of a layer can be formally proven in terms of the layer itself. For this, we strengthened the original notion of closedness. The basic strategy in devising the proof rule was the same as for formulating the deadlock freedom test in [AFR80]: Find a syntactically determined set of program configurations that include all potential closedness violations, and show that none of these configurations is semantically reachable. We did this for the language CSP. In the full paper we indicate how to do this for Ada, based on [GR84] and for monitor based languages, based on [GR86].

The proof rule is meant as an extension of the [AFR80] proof system. A notable drawback is the non syntax directedness and non compositionality of that proof system. It would be worthwhile to see whether closedness can be shown in a compositional way that is closer to [ZRB85], possibly along the lines of [GR86].

Finally, $\text{GTC\!C}$ is a sufficient but by no means necessary condition for the safe composition of two layers. Necessary is only that possible closedness violations of a layer do not find a matching communication in an appended layer. We have formulated a generalization of closedness which allows such conditions to be stated but is nevertheless independent from a layer’s environment. We are currently constructing proof rules for verifying such more general properties.
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