Lattice dynamics of zeolitic silica polymorphs

Citation for published version (APA):

DOI:
10.1021/j100369a056

Document status and date:
Published: 01/01/1990

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher’s website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 15. Sep. 2023
Lattice Dynamics of Zeolitic Silica Polymorphs
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Rigid ion and shell model calculations of the infrared and Raman active modes of α-quartz, aluminum-free sodalite, and dealuminated faujasite are presented. Results of the rigid ion calculations show poor agreement with experimental data but the agreement significantly improved when using shell model calculations. A group theoretical analysis of the spectra enables an analysis in terms of dominantly stretching, bending, or torsional modes. A rather good agreement of the frequencies in the bending and torsional mode regions is found. One concludes from comparing with the stretching modes that the short range potential for the Si-O stretch frequency is too weak. The improvement of the shell model versus the rigid ion model results can be ascribed to screening of the long range electrostatic interactions by polarization of the O2− anions. Calculated frequency splittings between transversal and longitudinal optical modes indicate that the use of partial ionic charges, in combination with an improved short range potential, might result in a better simulation of the infrared and Raman spectra.

Introduction

Insight into the factors that govern the relative stability of zeolites as a function of both lattice topology and composition is of relevance to the physical chemistry of zeolite synthesis.1 Theoretical approaches to this problem can be distinguished into two types.

In the first approach representative parts of the zeolite lattice are isolated, e.g. rings or cages, and quantum mechanical ab initio6 or semiempirical techniques7–10 are used to compute the conformation or relative stabilities of such clusters. Complete crystallographic unit cells of zeolites are usually too large to be calculated on this level.

The other approach is to employ infinite lattice techniques using electrostatic (two-body) potentials. The energies can be derived immediately from Madelung potentials,11 but the usual approach is to minimize the lattice energy by relaxing the structure.12 In addition to the long-range electrostatic potential, short-range classical interatomic potentials fitted on the structure and elasticity constants13–15 are used.

Pure valence force field calculations have been applied too,16–18 and a combination of valence force fields and electrostatic forces has recently been used to simulate an isolated sodalite cage.19

In particular α-quartz has been studied thoroughly by using pure valence force field models (nearest neighbor and next nearest neighbor interactions),20–23 potentials consisting of a (long range) electrostatic term and a short range interaction,24–28 and even a pure electrostatic model.25 Potentials developed for α-quartz24–28 have recently been used to predict the structures of aluminum-free zeolitic silica polymorphs.13,15

The purpose of the work reported here is to investigate the applicability of the potentials used more closely via comparison of calculated and measured infrared and Raman spectra for a few structures.

The results of rigid ion and shell model calculations are presented for α-quartz, aluminum-free sodalite, and aluminum-free faujasite. Calculated infrared and Raman spectra for the three compounds are compared with experimental data on high-silica or dealuminated samples. Computed lattice energies will also be presented.

It will appear that this approach yields valuable insights into the quality of the potentials used and provides indications in which direction further improvements of the potentials have to be sought.

Methods and Models

Bonding in SiO2 is assumed to have a large ionic component, so the potential used consists of a long-range electrostatic term and a short-range covalent term. The long-range term is calculated by using an Ewald summation of the Coulomb term between point charges.

The short-range potential that is employed here is of a Buckingham type 6 with a Born repulsion term and a van der Waals term.
Waals attraction term, formula 1) in combination with a harmonic bond bending (three-body) term \(V_{ij} = A_{ij} \exp \left(-\frac{r_{ij}}{\rho} \right) - C_{ij} \frac{r_{ij}}{r_{ij}^6} \) (1) 

bond bending (three-body) term \(V_{ij} \) (formula 2), where \(r_{ij}\) is the distance between atom \(i\) and \(j\) and \(A_{ij}, \rho, \) and \(C_{ij}\) are short-range parameters. The three-body term is 

\[V_{ij} = -k_{ij} (\theta_{ij} - \theta_{ij}^0)^2 \] (2) 

where \(k_{ij}\) is the (bending) force constant, \(\theta_{ij}\) is the angle between the atoms \(i\) and \(j\) (central atom), and \(\theta_{ij}^0\) is the equilibrium value of \(\theta_{ij}\).

This approach promises a better transferability of the potential to other systems than the generally used force field models.\(^{26-25}\) The model discussed so far is called the three-body rigid ion model. It can be extended to a model that accounts for ionic polarizabilities: the so-called shell model.\(^{27}\) According to this model the ion is thought of consisting of a core and a massless shell interconnected by a "spring". The shell has a charge \(Y\) and the core has a charge that is equal to \(Z - Y\) where \(Z\) is the total ionic charge. Usually the spring is considered to be harmonic. The polarizability \(\alpha\) of a free ion is then given by

\[\alpha = \frac{(Ye)^2}{4\pi\epsilon_0 K} \] (3) 

where \(\alpha\) is the ionic polarizability, \(Y\) is the shell charge, \(e\) is the unit charge, \(\epsilon_0\) is the vacuum permittivity, and \(K\) is the core-shell harmonic spring constant.

The Buckingham potential and the three-body potential are defined between shells and not between cores. Both the three-body rigid ion model and the three-body shell model were used in this study for the simulation of vibrational spectra.

The first step in calculating these spectra is to obtain a set of potential parameters that can be transferred from one silica structure to another. These parameters are usually obtained from a least-squares fit to macroscopic observables derived from experiments.

The second step in calculating the spectra is to obtain a relaxed structure. This structure is found by changing the positions of the ions in one crystallographic unit cell, starting from an experimentally derived structure, in such a way that the cohesive energy of the system is minimized by using the interatomic potential found before. The relaxation is performed by the THBREL code (originating from the PLUTO code\(^{22,24}\)) without any symmetry constraints on the structure and can be done in two ways: (a) leaving the unit cell dimensions constant (constant volume minimization). Only internal strains are minimized in this approach. External strains still can be relatively large. (b) allowing the unit cell dimensions to change too (the constant pressure minimization), minimizing both internal and external strains. In this work a constant pressure minimization procedure is used. In the case of a shell model both the core positions and the shell positions are changed independently. The THBREL code also generates observables such as elastic constants, dielectric constants, and the lattice energy.

The third step in calculating the spectra is the generation of a phonon spectrum using the relaxed structure and the interatomic potential. This is done in the harmonic approximation by the THBPHON code,\(^{28}\) which generates both the frequencies and the atom displacement vectors of the vibrational modes by diagonalizing the dynamical matrix of the system without any use of symmetry properties.

The last step is to derive the infrared and Raman spectra from the vibrational modes. First the modes are divided in infrared active, Raman active, and inactive modes using a group theoretical projection method.\(^{29}\) Then the infrared and Raman spectral line intensities are calculated. Intensities are very sensitive to the atomic displacement vectors, so they provide a check of eigenvectors, and they can be very useful when comparing the frequencies of calculated lines with experimental spectra because a lot of group theoretically active modes have a low intensity and hence do not show up in the actual spectrum.

The infrared line intensities are calculated by using the method of Kleinman and Spitzer.\(^{30}\) An effective charge tensor \(B^i\) for every atom \(i\) in the crystallographic unit cell is defined

\[B^i = q^i I - Q^i \sum_j |r_{ij}| \frac{\rho_j}{q^j} \] (4) 

where \(q^i\) is the ionic charge of atom \(i\), \(I\) is the unit tensor, \(Q^i\) is the covalent charge of atom \(i\), \(r_{ij}\) is the unit vector from \(i\) to \(j\), and \(\sum_j\) is the sum over the nearest neighbors of atom \(i\).

The intensity of an infrared active vibration with atomic Cartesian displacement vectors \(u^i\) is proportional to

\[\sum_i |B^i u^i|^2 \] (5) 

Because of electrical neutrality the values of \(q^i\) and \(Q^i\) have to be chosen such that

\[\sum_i B^i = 0 \] (6) 

The Raman intensities are also calculated by a method given by Kleinman and Spitzer\(^{20}\) using the following approximation for the electric susceptibility tensor \(\chi\):

\[\chi = \sum_{ij} (\rho_{ij} u_{ij}^x) \rho_{ij}^0 \] (7) 

(with the same definitions as in formulas 4 and 5).

The Raman intensity is proportional to

\[1 + \frac{1}{\exp(\hbar \omega / kT)} [\chi E]^2 \] (8) 

where \(\hbar\) is Planck's constant divided by \(2\pi\), \(\omega\) is the (angular) frequency of the vibrational mode, \(T\) is the temperature, and \(E\) is the polarization vector of incident radiation. Spectra will be drawn as lines of zero line width although line widths of as large as 25 cm\(^{-1}\) are not unusual.\(^{30}\)

**Details of the Calculations**

It is not necessary to use ions with a charge equal to the full formal charge. To get the long-range electrostatic potential, on the contrary, Price and Parker\(^{31}\) obtained a good simulation of \(Mg_2SiO_4\) by using charges of the ions that were about half the formal charges. Also relatively simple nearest neighbor rigid ion models for \(\alpha\)-quartz used charges that were less than half the formal charge.\(^{32-34}\) Quantum mechanical calculations\(^{35-37}\) indicate the same by the Mulliken populations. A compilation of partial charges reported in the literature can be found in Table 1. One notes the small values sometimes used in rigid ion calculations, a point we will return to later on.

In order to compare rigid ion and shell model results, we will only report in this paper the results of calculations with full formal charges.

The Buckingham potential is calculated for all silicon-oxygen and oxygen-oxygen pairs with a mutual distance less than 10 Å (for comparison, the nearest neighbor Si–O distance in \(\alpha\)-quartz is 1.61 Å, the O–O distance is 2.6 Å and the Si–Si distance is 3.1 Å). Parker\(^{32}\) has found that the contribution of the Si–Si interaction is negligible although O'Keeffe and Hyde\(^{33}\) suggested


TABLE I: Atomic Charges

<table>
<thead>
<tr>
<th>ref</th>
<th>q^0</th>
<th>model system</th>
<th>method</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.35</td>
<td>Si_4O_12(H)_6 ring</td>
<td>SCF STO3G</td>
</tr>
<tr>
<td>3</td>
<td>1.39</td>
<td>Si_4O_12(H)_6 ring</td>
<td>SCF STO3G</td>
</tr>
<tr>
<td>3</td>
<td>1.40</td>
<td>Si_4O_12(H)_6 ring</td>
<td>SCF STO3G</td>
</tr>
<tr>
<td>3</td>
<td>1.41</td>
<td>Si_4O_12(H)_6 ring</td>
<td>SCF STO3G</td>
</tr>
<tr>
<td>4</td>
<td>1.43</td>
<td>Si_4O_12(H)_6 ring</td>
<td>SCF STO3G</td>
</tr>
<tr>
<td>9</td>
<td>1.66-1.74</td>
<td>Si_4O_12(H)_6 ring</td>
<td>CNDO/2(s,p)-basis</td>
</tr>
<tr>
<td>9</td>
<td>1.63-1.65</td>
<td>Si_4O_12(H)_6 ring</td>
<td>CNDO/2(s,p)-basis</td>
</tr>
<tr>
<td>10</td>
<td>1.5931</td>
<td>Si_4O_12(H)_6 ring</td>
<td>CNDO(s,p)-basis</td>
</tr>
<tr>
<td>10</td>
<td>2.0605</td>
<td>Si_4O_12(H)_6 ring</td>
<td>CNDO/2(s,p)-basis</td>
</tr>
</tbody>
</table>

*For oxygen atom in the ring.

Mode Analysis

The results of the rigid ion and shell model calculations are analyzed by using a mode analysis method that allows a prediction of the number of infrared- and Raman-active stretching modes for each irreducible representation of the space group of the structure. Since this method has been discussed extensively elsewhere, it will be briefly summarized here. Based on a calculation within the Bethe lattice approximation one finds that the four Si-O stretching vibrations of the isolated SiO_4 tetrahedron transform into two localized and two delocalized stretching vibrations for a structure containing one SiO_2 unit per unit cell.

Structures containing n SiO_2 units per unit cell contain 2n localized and 2n delocalized Si-O pure stretching vibrations. (In this context the term "vibration" is used for a single eigenvector of the dynamical matrix. So a vibration can be part of a "mode", i.e. a degenerate group of lattice vibrations belonging to the same group theoretical irreducible representation.) In other words, the total number of stretching vibrations is equal to the number of Si-O bonds per unit cell. The localized vibrations can be found in very narrow frequency regions whereas the delocalized vibrations have a broad frequency distribution. Because there have to be 9n - 3 optical vibrations, 5n optical vibrations are bending and torsional vibrations with a wavenumber below approximately 500 cm^{-1}.

By use of SiOSi units instead of SiO_2 tetrahedra, one set of n localized and n delocalized modes can be considered to originate from the antisymmetric Si-O-Si stretching vibrations located between 950 and 1200 cm^{-1} as shown in ref 36 for an Si-O-Si angle of 149°. The other set of n localized and delocalized modes can be considered to be derived from the symmetric Si-O-Si stretching vibrations and is located between 450 and 850 cm^{-1}. The localized modes mainly derive from the antisymmetric SiO_4 stretching vibrations of F_2 symmetry and are located at the top of the respective frequency regimes, the delocalized modes mainly derive from the symmetric SiO_4 stretching vibration of A_1 symmetry with their main spectral weight at the bottom of their frequency regimes.

This result is very similar to that proposed by Galeener for v-SiO_2. The extension to n SiO_2 units per unit cell can be regarded as the extended Galeener assignment.

The usual factor group analysis of a structure results in the total number of infrared- and Raman-active modes but does not predict the distribution of these modes over stretching, bending, and torsional modes.

The number of stretching vibrations has been determined by a method adapted from the work by Ariai and Smith. The stretching vibrations can be divided into symmetric and antisymmetric vibrations according to their symmetry in a SiO_2 tetrahedron. If the SiO_2 tetrahedron is part of the zeolite network, the three-body interaction is only calculated between two Si-O bonds that share the same silicon atom in order to describe the short range Si-O-Si-0 interactions. The three-body term, the three-body term, and the van der Waals term were obtained by fitting on the structure, elastic constants, and dielectric constants of the lattice unit and pointing along the main symmetry axes. The localized vibrations can be found in very narrow frequency regions whereas the delocalized vibrations have a broad frequency distribution. Because there have to be 9n - 3 optical vibrations, 5n optical vibrations are bending and torsional vibrations with a wavenumber below approximately 500 cm^{-1}.

By use of SiOSi units instead of SiO_2 tetrahedra, one set of n localized and n delocalized modes can be considered to originate from the antisymmetric Si-O-Si stretching vibrations located between 950 and 1200 cm^{-1} as shown in ref 36 for an Si-O-Si angle of 149°. The other set of n localized and delocalized modes can be considered to be derived from the symmetric Si-O-Si stretching vibrations and is located between 450 and 850 cm^{-1}. The localized modes mainly derive from the antisymmetric SiO_4 stretching vibrations of F_2 symmetry and are located at the top of the respective frequency regimes, the delocalized modes mainly derive from the symmetric SiO_4 stretching vibration of A_1 symmetry with their main spectral weight at the bottom of their frequency regimes.

This result is very similar to that proposed by Galeener for v-SiO_2. The extension to n SiO_2 units per unit cell can be regarded as the extended Galeener assignment.

The usual factor group analysis of a structure results in the total number of infrared- and Raman-active modes but does not predict the distribution of these modes over stretching, bending, and torsional modes.

The number of stretching vibrations has been determined by a method adapted from the work by Ariai and Smith. The stretching vibrations can be divided into symmetric and antisymmetric vibrations according to their symmetry in a SiO_2 tetrahedron.

---

the vibrations of the $\text{SiO}_4$ unit will transform according to specific irreducible representations of the small group of the space group of the crystal. The direct products of the site representations with the irreducible representations of the small group correlating with the $P_2$ and $A_1$ species of $T_2$ give the numbers of antisymmetric and symmetric stretching vibrations per symmetry species of the small group. The numbers are obtained by reduction of the direct products into the irreducible representations of the point group. The ratio between the total number of antisymmetric and the total number of symmetric stretching vibrations, so counting $m$-fold degenerate modes $m$ times, remains equal to that in the free $\text{SiO}_4$ molecule (i.e., three) even if the degeneracy is lifted under a lower symmetry.

The method has been illustrated in detail for ferrierite in ref 36 and will be illustrated for $\alpha$-quartz in the Appendix. The technique cannot easily be extended to the bending and torsional modes since the number of these modes is not proportional to the number of $\text{SiO}_2$ units per unit cell. Here projection techniques will have to be used to derive the number of modes corresponding to the bending of the $\text{SiO}_4$ tetrahedron.

In the figures showing the results of the calculations, the computed longitudinal (L) and not purely longitudinal (T) frequencies are presented. The longitudinal modes can only be Raman active.

**Experimental Section**

The infrared spectra of sodalite and faujasite presented here were recorded on a Bruker Model 113-v Fourier transform spectrophotometer. The Raman spectra were obtained from a rotating powder sample with a Jobin Yvon HG2S double monochromator and a Spectra Physics 2020–05 argon ion laser (wavelength of incident radiation 514.5 nm) in $zz$ geometry. The sample of silica–sodalite had been prepared by Keysper.39 The faujasite sample was dehydrated by flushing a dried sample for 4 h with saturated $\text{SiCl}_4$ vapor at 500 °C (a method described by Beyer and Belenykaja40) after which treatment the product was flushed with dried $N_2$ at 500 °C and washed with water at room temperature until no more $\text{Cl}^-$ was detected. A commercial NaY zeolite (Ketjen) was used as starting material. Infrared and $^2\text{Si}$ NMR spectra indicated that the ratio of framework aluminum ions over silicon ions was less than 0.5%.

**Computed Infrared and Raman Spectra of $\alpha$-Quartz**

As discussed earlier the interatomic potentials used here were derived from the structural and elastic properties of $\alpha$-quartz. The computed infrared and Raman spectra of $\alpha$-quartz using these potentials are therefore of interest.

A structure given by Wyckoff41 with symmetry $D_3$ is used as a starting structure for the relaxation.

Figure 1 shows the calculated and measured infrared spectra of $\alpha$-quartz; Figure 2 shows the same for the Raman spectra. Calculations are performed for a zero wave vector and for two wave vectors with a length of 0.001 reciprocal lattice unit, one in the direction of the $a$ axis (coinciding with a diad axis) and the other in the direction of the $c$ axis (coinciding with the triad axis). As both the number of infrared modes and the frequencies of these modes are the same for the zero and the $(k,0,0)$ wave vector, the infrared spectrum of the latter is not given. The same applies with respect to the Raman spectrum of the $(0,0,k)$ wave vector.

It is obvious that there are rather large discrepancies between observed and calculated spectra, especially for the rigid ion calculation. The zero wave vector shell model calculations (Figures 1b and 2b) represent the low frequencies better than the rigid ion calculations but differences remain in the high-frequency region.

The frequencies of the normal modes are given in Figure 3. For nonzero wave vector $k$, the names of the irreducible repre-

---

(39) Keysper, J. private communication.
tional and the experimental results, we see that one $\omega_1$ mode is found in the frequency region where both stretching and bending modes exist (Figure 3). Clearly, the rigid ion model results do not simulate the experimental data very well because of the dominance of the long range electrostatic interactions in this model. Since the long-range electrostatic interactions are screened in the shell model calculations due to the polarization of the oxygen ions, the short range potentials are much improved. This is reflected in the reasonably good agreement found for the bending as well as the torsional modes.

The shell model calculations reproduce the "quartz frequency gap" between 500 and 700 cm$^{-1}$\textsuperscript{36} rather well. Also the division of the Si-O stretching modes into symmetrical Si-O-Si modes in the frequency regime around 700 cm$^{-1}$ and antisymmetrical Si-O-Si modes at higher frequencies is nicely reproduced. However, the average position as well as the frequency difference between the symmetrical and antisymmetrical regimes is too small.

The calculated line intensities for the rigid ion spectra are in poor agreement with experiment. The shell model gives reasonably good infrared intensities but the Raman intensities are poor. One concludes that the attractive component of the Si-O (two-body) potential is too small, resulting in values of the Si-O stretch frequencies being too low. This follows because the average position as well as the frequency difference between the symmetrical and antisymmetrical modes in the stretching regime are proportional to the Si-O stretch frequency of a free Si-O oscillator.\textsuperscript{36} Whether the poor results for the line intensities have to be contributed to poor atomic displacement vectors or to a poor approximation in formulas 5 and 8 cannot be judged from these results.

**Computed Infrared and Raman Spectra of Silica–Sodalite**

The structure of aluminum–sodalite belongs to space group $P43m$ or $T_d^{4}$.\textsuperscript{42} A small shift in the position of oxygen in aluminum-free sodalite (from $x/a = 0.150$, $y/b = 0.135$, $z/c = 0.440$ to $x/a = y/b = 0.442$, $z/c = 0.440$) results in a change from space group $T_d^{4}$ to $T_d$ or $I\overline{4}3m$.\textsuperscript{36}

The nonzero wave vectors chosen are pointed along a triad axis (a body diagonal of the unit cell) and along a diad axis (in our case the c axis). In Figure 4 only infrared spectra for the zero wave vectors are given, because the frequencies of the infrared-active lines are the same for nonzero and zero wave vectors. Of course the line intensities differ for different wave vectors. In

\textsuperscript{(42)} This is the commonly used space group. $P43m$ and $I\overline{4}3m$ have been used too. For a discussion see: Wyckoff, R. W. G. Crystal Structures, 2nd ed.; Wiley: New York, 1968.
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Figure 4. Infrared spectra of silica-sodalite ($T_d^4$): (a) rigid ion model $k = 0$; (b) shell model $k = 0$; solid line, experimental; broken lines, calculated. The reference values are from Godber and Ozin for a high-silica sodalite (Si/Al = 1.93). Asterisk indicates two active modes. Triangle indicates three active modes.

Figure 5. Raman spectra of silica-sodalite ($T_d^4$): (a) rigid ion model $k = 0$; (b) shell model $k = 0$; (c) shell model $k = (0.001,0.001,0.001)$; solid line, experimental; broken lines, calculated. Asterisk indicates two active modes. Triangle indicates three active modes.

The number of infrared-active stretching modes (>600 cm$^{-1}$) observed experimentally (Figure 4) for high-silica sodalite agrees well with the number predicted for the $T_d^4$ structure (three modes vs. six for $T_d^4$ sodalite). However, the line at highest frequency (1107 cm$^{-1}$) might be composed of several components so a slight deviation from the given symmetry is possible. This deviation would agree with Meinhold and Bibby's observation of the presence of nonequivalent silicon sites in sodalite. The predicted number of Raman-active stretching modes is six for the structure with $T_d^3$ symmetry and 12 for the $T_d^4$ structure. This appears to agree with the experimental Raman spectrum (Figure 5) if comparison is made with the Raman spectrum predicted according to the rigid ion model. Angell has measured a Raman spectrum of natural sodalite with lines at 260, 290, 463, 985, and 1060 cm$^{-1}$. These frequencies are reproduced very well by the shell model calculation. The better agreement of this calculation with natural sodalite is understandable since in natural sodalite the silicon–aluminum ratio is about one. As a result, the average stretching force constant is weaker than in aluminum-free sodalite and the results of the shell model calculations on 8-quartz already indicated that the Si–O bonding in the potential used is too weak.

For the shell model calculation on this zeolite, as in the case of 8-quartz, we observe a frequency region of both stretching and bending modes (Figure 6). The calculated spectra shown in Figures 4, 5, and 6 are made by using the relaxed $T_d^4$ structure with the initial structure taken from Wyckoff.

The spectrum of high-silica sodalite has recently become available in the far-infrared region from the work of Godber and Ozin. Their observation of an infrared-active framework bending mode at 289 and 231 cm$^{-1}$ agrees well with our calculated value. The absorption band around 500 cm$^{-1}$, due to an O-Si-O bending mode, is reasonably well reproduced in the rigid ion model as well as the shell model calculations. The three predicted Si–O stretching modes are well reproduced in the shell model calcu-

---

(43) Meinhold, R. H.; Bibby, D. M. Zeolites 1986, 6, 427.
Computed Infrared and Raman Spectra of Faujasite

Figures 7, 8, and 9 show the experimental and calculated spectra for faujasite (space group Fd3m or O₃h). The nonzero wave vectors chosen are pointed along a 4-fold axis (in this case the c axis) and along a triad axis (a body diagonal).

In Figure 7 only the infrared spectra for the zero wave vectors are given, because the frequencies of the infrared-active lines are the same for nonzero and zero wave vectors. Of course the line intensities differ for different wave vectors. The agreement of calculated intensities with experiment is not too bad in both the rigid ion calculation and the shell model calculation.

The data for the initial structure were obtained from Hseu.46 The number of infrared-active modes predicted in the Si-O stretching regime for faujasite equals 12. This agrees well with the total number observed in the stretching regime.

The predicted number of Raman-active stretching modes is 24 but this number cannot be verified from the experimental spectrum. Because of the huge amount of infrared lines, both calculated and observed, a sharp distinction between the quality of the rigid ion and the shell model cannot be made. It is noteworthy that also according to the Shell model calculations, infrared-active modes appear in the "quartz frequency gap" (between 500 and 700 cm⁻¹). This is in agreement with the experiments. Again the calculated Si-O stretch frequencies appear to be underestimated. The experimental infrared data of dealuminated faujasite have been published earlier in paper 36. The peaks at 77 and 150 cm⁻¹ clearly originate from incompletely removed sodium.97,48 The low-frequency bending modes in the infrared spectrum also agree well with the data from Godber and Ozin.45 They observed a triplet of low intensity between 250 and 350 cm⁻¹ that is also reproduced in the calculation.

Comparison with Other Observables

The quality of the model can also be checked by comparing observed and calculated values of the independent elastic constants c₁₁, c₁₂, c₁₃, c₄₄, c₅₅, c₆₆, c₁₂, c₁₃, and c₁₄. The static dielectric constants ε₀, the high frequency dielectric constants ε₂, and the lattice energy E.

\[ E = -1342 \text{kJ/mol of SiO}_2 \]
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Figure 8. Raman spectra of dealuminated faujasite: (a) rigid ion model $k = 0$; (b) shell model $k = 0$; (c) shell model $k = (0.001, 0.001, 0.001)$; (d) shell model $k = (0.0, 0.001)$. Solid line, experimental; broken line, calculated; (*) two active modes; (a) three active modes.

For zeolites information on these parameters is lacking but for alpha-quartz values are well-known$^{13,24}$ (Table IV). The sign of the $c_{44}$ constant is in accordance with the convention discussed by Barron et al.$^{25}$ The rigid ion model does not give a value of the high-frequency dielectric constant.

We observe a large differences between the observed values and those calculated with the parameters optimized to fit the structure according to the rigid ion model. The differences occur as a result of the energy minimization. Agreement with observables calculated with the shell model is much better.

From Hückel calculations$^8$ a value of $-13202$ kJ/mol of SiO$_2$ for the lattice energy of alpha-quartz can be derived. A similar calculation results in a lattice energy of aluminum-free faujasite of $-13211$ kJ/mol of SiO$_2$.

Experimental values of the lattice energy of alpha-quartz are $-13421$ kJ/mol of SiO$_2$ and $-13734$ kJ/mol of SiO$_2$. Reference values for the ionic polarizability of O$^-$ ions in a SiO$_2$ crystal are $1.7$ Å$^{31}$ and $1.984$ Å$^{32}$. The value for the free ion given by the parameters of the Shell model is $1.582$ Å$^3$ and the value for the ion in the lattice is $1.354$ Å$^3$. The ionic polarizability of Si$^{4+}$ is much smaller$^{32}$ than the O$^-$ value, viz. $0.0256$ Å$^3$, and is ignored in the shell model calculation.

From measurements made by Schoonheydt$^{33}$ one can estimate a value of the static dielectric constant $\varepsilon_0$ of NaY-zeolite between $3.4$ and $4.7$. Note that the simulations are performed for aluminum-free (and sodium-free) zeolites.

Table V gives the values of the observables for the calculated aluminum-free zeolites. The differences between the results for sodalite with the $T_d^4$ and $T_d^3$ structure are not large although the relaxed structures are different. One observes from the computed energies of the sodalitic and faujasitic polymorphs that the energy differences between sodalite and alpha-quartz increase and the energy difference between faujasite and alpha-quartz significantly decrease, if rigid ion results are compared with the results of shell model calculations.

Faujasite is the material of lowest density. The energy difference between this material and alpha-quartz is, according to the rigid ion model, $44$ kJ/mol of SiO$_2$. The smaller value found according to the shell model calculation suggests that energy differences computed according to the rigid ion model are probably

---

**TABLE V: Calculated Observables for Zeolitic Polymorphs**

<table>
<thead>
<tr>
<th>observables</th>
<th>sodalite</th>
<th>sodalite</th>
<th>faujasite</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rigid shell</td>
<td>rigid shell</td>
<td>rigid shell</td>
</tr>
<tr>
<td>$c_{11}$</td>
<td>14.74</td>
<td>8.51</td>
<td>8.32</td>
</tr>
<tr>
<td>$c_{44}$</td>
<td>3.81</td>
<td>2.30</td>
<td>3.63</td>
</tr>
<tr>
<td>$\epsilon_{ee}$</td>
<td>5.54</td>
<td>1.81</td>
<td>5.70</td>
</tr>
<tr>
<td>$\epsilon_{xx}$</td>
<td>2.83</td>
<td>3.32</td>
<td>2.87</td>
</tr>
<tr>
<td>$\Delta\varepsilon^*$</td>
<td>1.70</td>
<td>0.32</td>
<td>1.70</td>
</tr>
<tr>
<td>$\Delta E^*$</td>
<td>14.5</td>
<td>13.0</td>
<td>12.6</td>
</tr>
</tbody>
</table>

Sodalite structure restricted to symmetry $T_d^4$. Sodalite structure restricted to symmetry $T_d^3$. The relaxed structure is not cubic. Mean values of constants are given. The rigid ion model does not give a high-frequency dielectric constant. $\Delta E = E_{\text{calc}} - E_{\text{quartz}}$: for the rigid ion model, $E_{\text{quartz}} = -11956$ kJ/mol of SiO$_2$; for the shell model, $E_{\text{quartz}} = -12417$ kJ/mol of SiO$_2$.

---


Figure 9. Normal mode analysis of dealuminated faujasite: (a) rigid ion model \( k = 0 \); (b) shell model \( k = 0 \); (c) shell model \( k = (0.0,0.0,0.0) \); (d) shell model \( k = (0.0,0.0,0.0) \). \( n \) equals the number of stretching modes as expected from the Bethe lattice approximation; L, longitudinal mode; T, not pure longitudinal mode; and \( * \), two active modes.

Figure 10. \( \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m - 1 \) versus density for \( \alpha \)-quartz, sodalite, and faujasite: +, calculated by THBREL; \( \bullet \), experimental data. \( \star \) For \( \alpha \)-quartz values of \( \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m - 1 \) (labeled with \( x \)) and \( \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m - 1 \) (labeled with \( z \)) are given.

Table VI: Derivatives of Two-Body Potentials

<table>
<thead>
<tr>
<th>( \text{Si-O} )</th>
<th>( \text{Si-O} )</th>
<th>( \text{O-O} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r = 1.61 \AA )</td>
<td>( r = 2.60 \AA )</td>
<td></td>
</tr>
<tr>
<td>( \text{rigid ion} )</td>
<td>( \text{shell model} )</td>
<td></td>
</tr>
<tr>
<td>( h.l. )</td>
<td>( h.l. )</td>
<td></td>
</tr>
<tr>
<td>( 4.00 )</td>
<td>( 12.02 )</td>
<td></td>
</tr>
<tr>
<td>( 6.10 )</td>
<td>( 17.16 )</td>
<td></td>
</tr>
<tr>
<td>( -3.20 )</td>
<td>( 6.02 )</td>
<td></td>
</tr>
<tr>
<td>( \text{shell model} )</td>
<td>( \text{rigid ion, NNB} )</td>
<td></td>
</tr>
<tr>
<td>( 22 )</td>
<td>( 0.00 )</td>
<td></td>
</tr>
<tr>
<td>( 1.94 )</td>
<td>( 12.65 )</td>
<td></td>
</tr>
<tr>
<td>( 17.16 )</td>
<td>( -4.70 )</td>
<td></td>
</tr>
<tr>
<td>( 8.87 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{Born-von Kármán model (zero charges)} )</td>
<td>(\text{GVFF} )</td>
<td></td>
</tr>
<tr>
<td>( 17 )</td>
<td>( 20.16 )</td>
<td></td>
</tr>
<tr>
<td>( 20.16 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{GVFF} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 20 )</td>
<td>( 26.96 )</td>
<td></td>
</tr>
<tr>
<td>( 20 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{GVFF} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 20 )</td>
<td>( 37.09 )</td>
<td></td>
</tr>
<tr>
<td>( 20 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{GVFF} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 37 )</td>
<td>( 29.87 )</td>
<td></td>
</tr>
<tr>
<td>( 37 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m = \prod (\omega_{\text{xx}}^m)^3 \]  

where \( \alpha \) is the Cartesian component, \( \omega_{\text{xx}}^m \) is the frequency of longitudinal vibration with polarization in direction \( \alpha \), and \( \omega_{\text{xx}}^m \) is the frequency of transversal vibration with polarization in direction \( \alpha \). The product is taken over all optical modes.

Values of the ratio calculated in this way are also included in Figure 10. A very satisfactory agreement between the values of the ratio \( \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m \) calculated in these two ways is found. The rather high theoretical values of \( \epsilon_{\text{xx}}^0/\epsilon_{\text{xx}}^m \) compared with the experimental values of \( \alpha \)-quartz again indicate the overestimation of the electrostatic effects.

Discussion and Conclusions

For a comparison with other model calculations the first and second derivatives of the two-body potentials are given in Table VI. The derivatives are calculated for a Si-O distance of 1.61 Å and a O-O distance of 2.60 Å. The first derivative is divided by the distance. The nearest neighbor Coulomb interaction is included. For the shell model only the O-shell-Si00 interaction is calculated. We see that the potentials employed in this study have smaller first and second derivatives of the potential than those

TABLE VII: Character Table of $D_3$, $\Gamma_{4a}$, $\Gamma_{4b}$, $\Gamma_{4c}$, $\Gamma_{6a}$, and $\Gamma_{6b}$

<table>
<thead>
<tr>
<th>$D_3$</th>
<th>$E$</th>
<th>$2C_2(z)$</th>
<th>$3C_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E$</td>
<td>2</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma_{4a}$</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\Gamma_{4b}$</td>
<td>3</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>$\Gamma_{4c}$</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\Gamma_{6a}$</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Irreducible representations of $D_3$ that correlate with those of $T_d$ are underlined.

TABLE VIII: Correlation Table for $T_d$ and $D_3$ (via O)*

<table>
<thead>
<tr>
<th>$T_d$</th>
<th>$O$</th>
<th>$D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$A_1$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$A_1$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$A_1 + E$</td>
<td>$A_1 + E$</td>
</tr>
</tbody>
</table>

*Irreducible representations of $D_3$ that correlate with those of $T_d$ are underlined.

TABLE IX: Number of Stretching Vibrations and Modes

<table>
<thead>
<tr>
<th>no. stretching vibrations*</th>
<th>no. stretching modes*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$1(A_1) + 1(F_2) = 2$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$2(F_2) = 2$</td>
</tr>
<tr>
<td>$E$</td>
<td>$2(A_1) + 6(F_2) = 8$</td>
</tr>
<tr>
<td>infrared active</td>
<td>$2(A_1) + 8(F_2) = 10$</td>
</tr>
<tr>
<td>Raman active</td>
<td>$3(A_1) + 7(F_2) = 10$</td>
</tr>
<tr>
<td>total</td>
<td>$3(A_1) + 9(F_2) = 12$</td>
</tr>
</tbody>
</table>

*The name between parentheses indicates the direct product involved: $(A_1)$, originating from $A_1$ of $T_d$, $F_2$, originating from $F_2$ of $T_d$.

in other studies which use potentials that are fitted on infrared, Raman, and inelastic neutron scattering spectra and as a result show better high frequencies. Determination of the effective second derivative of the Si-O nearest neighbor potential by a numerical analysis of the experimental frequencies in the stretching regime using the first shell Bethe lattice approach36 on $\alpha$-quartz results in a value of the second derivative of 35.19 eV/Å2.

It should be mentioned that the other models only have short range interactions for nearest (or next-nearest) neighbors. For the bending force constant, reference values are found ranging from 1.052 eV/rad24 to 6.6178 eV/rad25. The results summarized in Table VI confirm the conclusion of our work that the short range potentials need improvement and that with our potentials the stretch frequencies are underestimated. Probably the most severe assumption made is the use of full formal charges on the cations that result in imprecise short range potentials obtained from the fitting procedure.

The calculation of the line intensities does not indicate that the values of the atomic displacement vectors are completely wrong but the approach to calculate these intensities has to be improved.

Table IV indicates the rather good agreement between experimental elastic constants and calculated values with the shell model parameters used in our studies. This agreement is much better than for the results of rigid ion nearest neighbor and Born-von Kármán model calculations published by others.22-24 Whereas this suggests that the polarizability that is contained in the shell model calculations is an essential feature of correct potential models, it is more likely that the differences are due to the absence of three-body bending potentials in the work we are making a comparison with.22-24 This agrees with the rather good correspondence between calculated optical mode frequencies between 100 and 200 cm⁻¹ and experimental values. Nonetheless the improvement we find using the shell model indicates that with the fitting procedure used much better short range potentials have been found, because of the decreased importance of long range electrostatic effects due to screening of the charges.

The results presented also illustrate the power of the group theoretical approach36 that is not based on model assumptions of the zeolite as required by other approaches.47 Whereas the infrared spectra appear to contain all theoretically predicted lines, this is not the case for the experimental Raman data because of the low Raman intensities.
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Appendix

The method developed in ref 36 to determine the number of stretching vibrations is used here to estimate this number for $\alpha$-quartz. In this approach the crystal is regarded as being built from tetrahedral SiO4 units.

In a free SiO4 unit of $T_d$ symmetry the symmetrical stretching vibrations transform according to the irreducible representation $A_1$ and the triply degenerate antisymmetric stretching vibrations transform according to $F_2$. In the crystal these vibrations will transform according to specific irreducible representations of the small group of the crystal space group. These irreducible representations can generally be found by using correlation tables as given in e.g. ref 56 and 57. To estimate the number of stretching modes, the direct product of these irreducible representations with the site representations of the Si atoms is calculated. This product is decomposed in irreducible representations of the small group.

The space group of $\alpha$-quartz is $D_3$ so the small group is $D_3$. The character table of $D_3$ is given in Table VII.

In Table VIII the correlation between the irreducible representations of $T_d$ and the irreducible representations of $D_3$ is shown. Since $D_3$ is not a subgroup of $T_d$ correlations can only be made by using a point group of higher symmetry (in this case O). As a result irreducible representations in $T_d$ correlate with several irreducible representations of $D_3$. In order to proceed a choice has to be made. Sometimes this can be done by inspection, for instance when a separation between Raman and infrared active modes can be made, as in the case of ferrierite.36 In other cases, as in $\alpha$-quartz, only a full projection operator analysis provides the solution. One finds36 in the case of $\alpha$-quartz that the irreducible representations of $D_3$ that are underlined in Table VIII correlate with the irreducible representations of $T_d$.

If we regard the Wyckoff sites to be occupied by a set of equivalent atoms, then the site representation has for its characters the number of those atoms which are mapped onto themselves by the symmetry operations of the space group. In $\alpha$-quartz the three Si atoms are on the 3a site, so on the 2-fold screw axes C2. The characters of the site representation $\Gamma_{4a}$ are given in Table VII, as well as the direct products $\Gamma_{4a}$, $\Gamma_{4b}$, and $\Gamma_{4c}$ and their decomposition.

In the end the number of stretching modes for every irreducible representation of the small group can be counted.

(57) Salthouse, J. A.; Ware, M. J. Point Group Character Tables and Related Data; Cambridge University Press: Cambridge, 1972; p 58.
number of stretching vibrations has to be $4n$ (where $n$ is the number of SiO$_2$ units in the crystallographic unit cell) so in the case of α-quartz 12 stretching vibrations have to be found. Table IX gives the number of stretching modes. The low-frequency stretching modes can be in the same frequency region as some bending modes, so one should be careful when counting the number of stretching modes in a spectrum.

Registry No. α-Quartz, 14808-60-7; sodalite, 1302-90-5; faujasite, 61252-49-3; silica, 7631-86-9.
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The adsorption of N-alkylated acridine orange derivatives (AO-C$_n$; $n$ = the number of carbon atoms in an alkyl group) by colloiddly dispersed zirconium phosphate (ZrP) was studied by spectrophotometry and electric dichroism. An AO-C$_n$ cation was bound to ZrP by releasing a proton in the phosphate group of ZrP. The electronic spectrum of bound AO-C$_n$ showed that the dye cations formed an aggregate on the polymer. The reduced linear dichroism of a bound dye molecule, $p$, was determined as a function of $n$: $p = 1.3$ for $n = 0$–2, while $p$ = $-0.3$ to $-0.4$ for $n = 3$–9. The results implied that the bound structures of the dyes changed drastically when the length of the alkyl chain increased from 2 to 3. This suggested that the AO-C$_n$ cations with $n = 0$–2 oriented their transition moments, $\mu$, in the same direction on a ZrP particle, while the AO-C$_n$ cations with $n = 3$–9 oriented their $\mu$'s randomly.

Introduction

Interaction of a chromophore of low molecular weight with a polyelectrolyte in solution has been the subject of numerous investigations in recent years. How does the difference in the structure of a small molecule affect its bound state on a polymer chain? How do the adsorbates interact with each other when the adsorption sites are located close to the polymer surface? Answers to these questions may give us a clue to the interaction of small molecules with each other when they form an aggregate on the polymer.

We have been studying alkyl chain effects on the dye–macromolecule interaction, using N-alkylated acridine orange cations as probe molecules. The macromolecules investigated are reverse micelles, poly(styrenesulfonic acid), montmorillonite, and sodium dodecylsulfonate micelles.

In this paper, we report a study on the adsorption of a series of dye molecules by a colloidal form of zirconium phosphate (ZrP). A micromophase ZrP gel is a cation exchanger with a two-dimensional layer structure. Each crystallite has hydroxyl groups on its surface. ZrP might react with a dye molecule in various ways such as by electrostatic and hydrogen-bonding forces. The electronic spectra and electric dichroism were measured for this system to characterize the adsorption states of a molecule.

Experimental Section

The γ form of zirconium phosphate (ZrP) gel was prepared by the method reported previously. The gel was matured at 130 °C for 24 h. An aqueous mixture of a microcrystalline slurry was centrifuged at 300 rpm for 1/2 hour, and the precipitate was washed with distilled water. By this procedure, a part of the microcrystalline ZrP dispersed in the water phase. Combining the supernatant and the water, we dialyzed it through a cellulose tube (Union Carbide Corp.) for 3 days. The dialyzed suspension was used as a stock suspension of colloidal ZrP. The ZrP quantity in the suspension was determined by gravimetry after freeze-drying a known volume of the suspension. A series of N-alkyl acridine orange derivatives (AO-C$_n$; $n$ = the number of carbon atoms in an alkyl chain) were prepared as their chloride salts as described previously. Electronic spectra were measured with a recording spectrophotometer, UVIDEC-430A (JEOL, Japan). Electric birefringence and electric dichroism were measured with an instrument as described elsewhere. With this instrument, a square electric field pulse, 2 kV × 1 ms, was applied to a suspension. The intensity of the electric field was varied from 3 to 10 kV/cm by changing the distance between the electrodes. The electric birefringence was measured by monitoring the intensity of the light that passed through a polarizer, a sample, and an analyzer. The polarization angles of the polarizer and analyzer were set at 45° and 135° with respect to the electric field, respectively. Electric dichroism was measured by monitoring the transmittance change through a polarizer and a sample solution, in which the polarization angle of the polarizer was set at either 90° or 270° with respect to the electric field. The rate of the adsorption of a dye by ZrP was measured at 25 °C in a stopped-flow apparatus by monitoring the absorbance at 498 nm. The pH titration was performed at 20 °C with a Horiba pH meter.
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