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ABSTRACT

It is shown that the throughput of a closed Erlang queueing network is nondecreasing in the number of jobs.

1. Introduction.

Recently a number of papers appeared on the problem of establishing the intuitively obvious result that the throughput in a closed queueing network is nondecreasing in the number of jobs. All papers, see e.g. Robertazzi and Lazar [1985], Suri [1985] and Yao [1985], deal with productform networks and use this productform explicitly. In Van der Wal [1985] the exponential network was treated without using the productform character of the equilibrium distribution.

In this note we show that with some modifications the proof in Van der Wal [1985] can be extended to the closed network with Erlang service times. The proof is based on the relation between continuous and discrete time Markov chains and uses mathematical induction.

The paper is organized as follows. In section 2 the model and some notations are introduced, and the main theorem is formulated. Section 3 presents some well-known results on the relation between continuous and discrete time Markov chains with rewards. The proof of the main theorem is given in section 4. To complete this proof, we use a second theorem. Section 5 contains the proof of this theorem.

2. The model.

We consider a closed queueing network with \( N \) single server stations. The service time is Erlang distributed, i.e. the service time at station \( i \) consists of \( L_i \) independent exponential phases with mean \( \mu_i^{-1} \). The routing of the jobs is determined by the irreducible matrix \( P \) with elements \( p_{ij} \) indicating the probability that a job after its completion at queue \( i \) jumps to queue \( j \).

The state of the system can be characterized by the vector \( (k, l) = (k_1, ..., k_N, l_1, ..., l_N) \) with \( k_i \) the number of jobs in station \( i \) and \( l_i \) the phase of the job which is being served in station \( i \). We shall suppose that in an empty station the phase is 1. Consequently the phase is always 1 if a job has been completed, also if the station is empty afterwards. The set of all such state vectors with \( k_i \geq 0, \sum k_i = K, 1 \leq l \leq l_i \) and \( l_i = 1 \) if \( k_i = 0 \) will be denoted by \( S(K) \). So \( S(K) \) is the set of all possible states for the queueing network containing \( K \) jobs. The queueing network model gives rise to an irreducible continuous time Markov chain if \( P \) is irreducible (as we already assumed).

If phase \( j \) at station \( i \) has been completed one receives a reward \( R(i,j) \). The average reward per unit time will be denoted by \( G(K) \). So
\[ G(K) = \sum_{(k,l) \in S(K)} p(k,l) \sum_{i} \mu_i \epsilon(k_i) R(i,i_i), \]

where \( p(k,l) \) is the limiting probability of the network being in state \((k,l)\) and \( \epsilon(k) = 0 \) if \( k = 0 \) and 1 elsewhere.

The definition of throughput is more or less arbitrary. Due to the Markovian routing all throughput notions differ only by a multiplicative constant. If we define throughput as the total number of service completions in the network then we should define \( R(i,j) = 1 \) if \( j = I_i \) and 0 otherwise, \( i = 1, \ldots, N. \)

Now the monotonicity can be stated as

**Theorem 1.**

If

\[ R(i,j) \geq 0 \text{ for all } i \text{ and } j \]

then

\[ G(K+1) \geq G(K) \text{ for all } K = 0, 1, 2, \ldots. \]

3. Preliminaires.

Let \( Q \) be the generator of an irreducible finite state Markov chain with reward rate \( r(s) \) if the system is in state \( s \). We denote this chain by \((Q,r)\). With this continuous time chain one may associate a discrete time Markov chain with transition matrix \( R = I + \alpha Q \), where \( \alpha > 0 \) is a constant such that \( R \) is nonnegative, and with immediate reward per period \( \alpha r(s) \) if the system is in state \( s \).

The irreducible discrete Markov chain will be denoted by \((R, \alpha r)\). Then we have the following well-known results (see Van der Wal [1985])

**Lemma 1.**

The equilibrium distribution of the chains \((Q,r)\) and \((R, \alpha r)\) are identical. Hence the average reward per unit time for \((Q,r)\) and the average reward per period for \((R, \alpha r)\) differ only from a multiplicative constant \( \alpha \).

And

**Lemma 2.**

Let \((R,r)\) be an irreducible discrete time Markov chain with rewards, and let \( g \) be the average reward per period for this chain. Let further \( V^n \) be the \( n \)-period reward vector, so

\[ V^n = \sum_{t=0}^{n-1} R^t r \]

and also

\[ V^{n+1} = r + R V^n \]
Then for each state $i$

$$\lim_{n \to \infty} n^{-1}V^n(i) = g$$

An immediate consequence of this lemma is

**Lemma 3.**

Let $(P_1,r_1)$ and $(P_2,r_2)$ be two irreducible Markov chains with average reward per period $g_1$ and $g_2$ respectively. (The chains need not have the same number of states). Let $V_1$ and $V_2$ be the $n$-period reward vector for chain 1 and 2 respectively. If for some state $x$ in chain 1 and some state $y$ in chain 2 we have

$$V_1^x(x) \geq V_2^y(y) \text{ for all } n,$$

then

$$g_1 \geq g_2$$

So this lemma enables us to compare different chains, in our case networks with $K$ and $K+1$ jobs.


In order to prove $G(K+1) \geq G(K)$ we consider the two continuous time Markov chains with rewards $(Q_K, r_K)$ and $(Q_{K+1}, r_{K+1})$. Here $Q_L$ is the generator for the network with $L$ jobs and $r_L$ is the reward structure defined by

$$r_L(k, \bot) = \sum_{i} \mu_i \epsilon(k_i) R(i, l_i) (k, \bot) \in S(L).$$

Related to these continuous time chains we define the discrete time chains

$$(1 + \alpha Q_K, \alpha r_K) \text{ and } (1 + \alpha Q_{K+1}, \alpha r_{K+1})$$

with $\alpha > 0$, but sufficiently small for $1 + \alpha Q_K$ and $1 + \alpha Q_{K+1}$ to be nonnegative. Now define $V_K^m$ and $V_{K+1}^m$ to be the $n$-period reward vectors for the two chains. Then according to lemma 3 it suffices to show that for some state $x \in S(K)$ and $y \in S(K+1)$

$$V_{K+1}^m(y) \geq V_K^m(x) \text{ for all } m.$$

By induction we shall prove for all $m$

$$V_{K+1}^m(k + \epsilon_r, \bot) \geq V_K^m(k, \bot) \text{ for all } (k, \bot) \in S(K) \text{ and } r = 1, \ldots, N,$$

where $\epsilon_r$ denotes the $r$-th unit vector: $(0, \ldots, 0, 1, 0, \ldots, 0)$ with the 1 on place $r$. 
Since \( V^0 = 0 \) inequality (2) trivially holds for \( m = 0 \). Assuming that (2) holds for \( m = n \) we prove it for \( m = n+1 \). Using recursion (1) we can express \( V_{k+1}^{n+1}(k, \epsilon_r, \perp) \) and \( V_k^{n+1}(k, \perp) \) in terms of \( V_{k+1}^n \) and \( V_k^n \).

First \( V_{k+1}^{n+1}(k, \perp) \).

\[
V_{k+1}^{n+1}(k, \perp) = \alpha \sum_i \mu_i \epsilon(k_i) R(i, l_i)
+ \alpha \sum_i \mu_i \epsilon(k_i) \{ \\
\delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^n(k + \epsilon_r, \epsilon_i + \epsilon_j, \perp - (L_i - 1)\epsilon_i) \\
+ (1 - \delta(l_i - L_i)) V_{k+1}^n(k, \perp + \epsilon_i) \}
+ (1 - \alpha \sum_i \mu_i \epsilon(k_i)) V_k^n(k, \perp)
\]

where \( \delta(k) = 1 \) if \( k = 0 \) and 0 elsewhere.

And

\[
V_{k+1}^{n+1}(k + \epsilon_r, \perp) = \alpha \sum_i \mu_i \epsilon(k_i) R(i, l_i) + \alpha \mu_r R(r, l_r)
+ \alpha \sum_i \mu_i \epsilon(k_i) \{ \\
\delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^n(k + \epsilon_r, \epsilon_i + \epsilon_j, \perp - (L_i - 1)\epsilon_i) \\
+ (1 - \delta(l_i - L_i)) V_{k+1}^n(k + \epsilon_r, \perp + \epsilon_i) \}
+ \alpha \mu_r \{ \\
\delta(l_r - L_r) \sum_j p_{ij} V_k^n(k + \epsilon_r, \epsilon_j, \perp - (L_r - 1)\epsilon_r) \\
+ (1 - \delta(l_r - L_r)) V_{k+1}^n(k + \epsilon_r, \perp + \epsilon_r) \}
+ (1 - \alpha \sum_i \mu_i \epsilon(k_i) - \alpha \mu_r) V_{k+1}^n(k + \epsilon_r, \perp)
\]

We rewrite this relation as

\[
V_{k+1}^{n+1}(k + \epsilon_r, \perp) = \alpha \sum_i \mu_i \epsilon(k_i) R(i, l_i)
+ \alpha \sum_i \mu_i \epsilon(k_i) \{ \\
\delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^n(k + \epsilon_r, \epsilon_i + \epsilon_j, \perp - (L_i - 1)\epsilon_i) \\
+ (1 - \delta(l_i - L_i)) V_{k+1}^n(k + \epsilon_r, \perp + \epsilon_i) \}
+ (1 - \alpha \sum_i \mu_i \epsilon(k_i)) V_k^n(k + \epsilon_r, \perp)
+ \alpha \mu_r (1 - \epsilon(k_i)) \}
\]
Using

\( R(r,i_r) \)

\[ + \delta(l_r - L_r) \sum_j p_{ij} V^p_{k+1}(k + e_{i_r} . \perp - (L_r - 1)e_{i_r}) \]

\[ + (1 - \delta(l_r - L_r)) V^p_{k+1}(k + e_{i_r} . \perp + e_{i_r}) \]

\[ - V^p_{k+1}(k + e_{i_r} . \perp) \}

Using

\[ V^p_{k+1}(k + e_{i_r} - e_{i} + e_{j} . \perp - (L_r - 1)e_{i}) \geq V^p_{k}(k - e_{i} + e_{j} . \perp - (L_i - 1)e_{i}) \]

(the induction hypothesis for \( m = n \))

\[ V^p_{k+1}(k + e_{i_r} . \perp + e_{i}) \geq V^p_{k}(k . \perp + e_{i}) \]

(the induction hypothesis for \( m = n \))

\[ (1 - \alpha \sum_i \mu_i \epsilon(k_i)) V^p_{k+1}(k + e_{i_r} . \perp) \geq (1 - \alpha \sum_i \mu_i \epsilon(k_i)) V^p_{k}(k . \perp) \]

(the induction hypothesis for \( m = n \))

we see that

\[ V^p_{k+1}(k + e_{i_r} . \perp) \geq V^p_{k}(k . \perp) \]

\[ + \alpha \mu_r (1 - \epsilon(k_r)) \}

\[ R(r,i_r) \]

\[ + \delta(l_r - L_r) \sum_j p_{ij} V^p_{k+1}(k + e_{i_r} . \perp - (L_r - 1)e_{i_r}) \]

\[ + (1 - \delta(l_r - L_r)) V^p_{k+1}(k + e_{i_r} . \perp + e_{i_r}) \]

\[ - V^p_{k+1}(k + e_{i_r} . \perp) \}

Clearly (2) holds for \( m = n+1 \) if we prove

**Theorem 2.**

If

\[ R(i,j) \geq 0 \text{ for all } i \text{ and } j \]

then for all \( m \) and \( r \)

\[ R(r,i_r) \]

\[ + \delta(l_r - L_r) \sum_s p_{rs} V^p_{k+1}(k + e_{s} . \perp - (L_r - 1)e_{i_r}) \]


We can interpret this theorem as follows. Suppose that we have two possibilities if a phase has been completed. The first possibility is to make the jump to the next phase or queue and receive a reward. The second possibility is to do the phase all over again and receive no reward. Now theorem 2 states that we should prefer the first possibility. We shall prove theorem 2 in the next section.

So (2) holds for all \(m\), whence, by lemma 3.

\[ G(K+1) \geq G(K). \]

5. Proof of theorem 2.

For \(m = 0\) inequality (6) holds because

\[ R(r_l_l) \geq 0 \quad \text{(the main assumption)} \]

Assuming that inequality (6) holds for \(m = n\) we prove it for \(m = n+1\). We do this in two parts. In the first part we assume that \(l_r < l_r\) and in the second part we assume that \(l_r = l_r\).

The first part.

In case \(l_r < l_r\) we have to prove

\[ R(r_l_l) + \sum_{i \leq \sigma} \mu_i e(k_i) R(l_{i1}, l) + \alpha \mu_r R(r_l_l) \]

Using the recursion (1) we can express \(V_{K+1}^{0+1}(k + e_r, l + e_r)\) and \(V_{K+1}^{0+1}(k + e_r, l)\) in terms of \(V_{K+1}^{0+1}\).

First \(V_{K+1}^{0+1}(k + e_r, l)\).

\[
V_{K+1}^{0+1}(k + e_r, l) = \alpha \sum_{i \neq j} \mu_i e(k_i) R(l_{i1}) + \alpha \mu_r R(r_l_l) + \delta(l_r - l_r) \sum_{j} p_{ij} V_{K+1}^{0+1}(k + e_r, l_{j}, l_{j} + e_{j} - (l_j - 1)e_{j})
\]

And
\[ V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r) = \alpha \sum_{i \in r} \mu_i e(k_i) R(i, l_i) + \alpha \mu_r R(r, l_r + 1) \]
\[ + \alpha \sum_{i \in r} \mu_i e(k_i) \}
\[ \delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^{\text{opt}}(k + \varepsilon_r - \varepsilon_i + \varepsilon_j, \perp + \varepsilon_r - (L_i - 1)\varepsilon_i) \]
\[ + (1 - \delta(l_i - L_i)) V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_i) \} \]
\[ + \alpha \mu_r \}
\[ \delta(l_r + 1 - L_r) \sum_j p_{ij} V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r + \varepsilon_i) \}
\[ + \alpha \mu_r \}
\[ \delta(l_r + 1 - L_r) \sum_j p_{ij} V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r + \varepsilon_j, \perp + \varepsilon_r - (L_r - 1)\varepsilon_r) \}
\[ + (1 - \delta(l_r + 1 - L_r)) V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r + 2\varepsilon_r) \} \]
\[ + (1 - \alpha \sum_{i \in r} \mu_i e(k_i) - \alpha \mu_r) V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r) \]

If we use this relation and rewrite \( R(r, l_r) \) as
\[ \alpha \mu_r R(r, l_r) \]
\[ + \alpha \sum_{i \in r} \mu_i e(k_i) R(r, l_r) \]
\[ + (1 - \alpha \sum_{i \in r} \mu_i e(k_i) - \alpha \mu_r) R(r, l_r) \]

the left hand side of (7) results in
\[ R(r, l_r) + V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r) = \alpha \sum_{i \in r} \mu_i e(k_i) R(i, l_i) + \alpha \mu_r R(r, l_r) \]
\[ + \alpha \sum_{i \in r} \mu_i e(k_i) \}
\[ \delta(l_i - L_i) \sum_j p_{ij} (R(r, l_r) + V_{k+1}^{\text{opt}}(k + \varepsilon_r - \varepsilon_i + \varepsilon_j, \perp + \varepsilon_r - (L_i - 1)\varepsilon_i)) \]
\[ + (1 - \delta(l_i - L_i)) (R(r, l_r) + V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_i)) \} \]
\[ + \alpha \mu_r \}
\[ R(r, l_r + 1) \]
\[ + \delta(l_r + 1 - L_r) \sum_j p_{ij} V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r - (L_r - 1)\varepsilon_r) \]
\[ + (1 - \delta(l_r + 1 - L_r)) V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + 2\varepsilon_r) \} \]
\[ + (1 - \alpha \sum_{i \in r} \mu_i e(k_i) - \alpha \mu_r) (R(r, l_r) + V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_r)) \]

Using
\[ (8) \quad R(r, l_r) + V_{k+1}^{\text{opt}}(k + \varepsilon_r, \perp + \varepsilon_i + \varepsilon_j, \perp + \varepsilon_r - (L_i - 1)\varepsilon_i) \]
\[ \begin{align*}
\Rightarrow & \; V_{K+1}^\varphi(k + e_r - e_i + e_j - (L_i - 1)e_i) \\
& \text{(induction hypothesis for } m = n) \\
(9) & \; R(r,l_r) + V_{K+1}^\varphi(k + e_r, l + e_r + e_i) \\
& \Rightarrow V_{K+1}^\varphi(k + e_r, l + e_i) \\
& \text{(induction hypothesis for } m = n) \\
(10) & \; R(r,l_r + 1) \\
& + \delta(l_r + 1 - L_r) \sum_j p_j V_{K+1}^\varphi(k + e_j, l + e_r - (L_r - 1)e_r) \\
& + (1 - \delta(l_r + 1 - L_r)) V_{K+1}^\varphi(k + e_r, l + 2e_r) \\
& \Rightarrow V_{K+1}^\varphi(k + e_r, l + e_r) \\
& \text{(induction hypothesis for } m = n) \\
(11) & \; R(r,l_r) + V_{K+1}^\varphi(k + e_r, l + e_r) \\
& \Rightarrow V_{K+1}^\varphi(k + e_r, l) \\
& \text{(induction hypothesis for } m = n) \\
\text{we see that} \\
R(r,l_r) + V_{K+1}^\varphi(k + e_r, l + e_r) \geq V_{K+1}^\varphi(k + e_r, l) \\
\text{that is, (7) holds.} \\
The second part. \\
In case } l_r = L_r \text{ we have to prove} \\
(12) & \; R(r,l_r) + \sum_i p_i V_{K+1}^\varphi(k + e_r, l - (L_r - 1)e_r) \geq V_{K+1}^\varphi(k + e_r, l) \\
& \text{Using the recursion (1) we can express } V_{K+1}^\varphi(k + e_r, l - (L_r - 1)e_r) \text{ and } V_{K+1}^\varphi(k + e_r, l) \\
& \text{in terms of } V_{K+1}^\varphi. \\
& \text{First } V_{K+1}^\varphi(k + e_r, l). \\
& V_{K+1}^\varphi(k + e_r, l) = \alpha \sum_{i \neq r} \mu_i \varepsilon(k_i) R(i,l_i) + \alpha \mu_r R(r,l_r) \\
& + \alpha \sum_{i \neq r} \mu_i \varepsilon(k_i) \{ \\
& \delta(l_i - L_i) \sum_j p_j V_{K+1}^\varphi(k + e_r - e_i + e_j, l - (L_i - 1)e_i) \\
& + (1 - \delta(l_i - L_i)) V_{K+1}^\varphi(k + e_r, l + e_i) \} 
\end{align*} \]
\[ + \alpha \mu_r \sum_j p_{ij} V_{k+1}^{\delta}(k + e_j, \bot - (L_r - 1)e_i) \\
+ (1 - \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) - \alpha \mu_r) V_{k+1}^{\delta}(k + e_r, \bot) \]

And with \( \delta_{ij} = 1 \) if \( i = j \) and 0 elsewhere.

\[ V_{k+1}^{\delta}(k + e_s, \bot - (L_r - 1)e_r) = \alpha \sum_{i \neq r} \mu_i \epsilon(k_i + \delta_{1r}) R(i,l) + \alpha \mu_r \epsilon(k_r + \delta_{2r}) R(r,1) \]

If we split the summation over all \( i \neq r \) in summation over all \( i \neq r \) with \( k_i > 0 \) and over all \( i \neq r \) with \( k_i = 0 \) and order terms, we see that

\[ V_{k+1}^{\delta}(k + e_s, \bot - (L_r - 1)e_r) = \alpha \sum_{i \neq r} \mu_i R(i,l) \]

\[ + \alpha \sum_{\begin{array}{c} i \neq r \\ 0 < k_i \end{array}} \mu_i \}

\[ \delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^{\delta}(k + e_s - e_i + e_j, \bot - (L_r - 1)e_r - (L_i - 1)e_i) \\
+ (1 - \delta(l_i - L_i)) V_{k+1}^{\delta}(k + e_s, \bot - (L_r - 1)e_r + e_i) \]
Using

\[ \sum_{i \in \mathcal{R}} f(i) = \sum_{i \in \mathcal{R}} \varepsilon(k_i) f(i), \text{ where } f \text{ is a function of } i. \]

(13)

\[ \sum_{i \in \mathcal{R}} f(i) = \sum_{i \in \mathcal{R}} \varepsilon(k_i) f(i), \text{ where } f \text{ is a function of } i. \]

(14) \quad R(i, l_i)

+ \delta (l_i - L_i) \sum_j p_{j} V_{k+1}^a( \mathbf{k} + \mathbf{e}_s - \mathbf{e}_r + \mathbf{e}_j, \bot - (L_r - 1)\mathbf{e}_r - (L_r - 1)\mathbf{e}_i )

+ (1 - \delta (l_i - L_i)) V_{k+1}^a( \mathbf{k} + \mathbf{e}_s, \bot - (L_r - 1)\mathbf{e}_r + \mathbf{e}_r )

\equiv 0

\text{(the induction hypothesis for } m = n)\]

(15) \quad R(r, 1)

+ \delta (1 - L_r) \sum_j p_{j} V_{k+1}^a( \mathbf{k} + \mathbf{e}_s - \mathbf{e}_r + \mathbf{e}_j, \bot - (L_r - 1)\mathbf{e}_r - (L_r - 1)\mathbf{e}_i )

+ (1 - \delta (1 - L_r)) V_{k+1}^a( \mathbf{k} + \mathbf{e}_s, \bot - (L_r - 1)\mathbf{e}_r + \mathbf{e}_r )

\equiv 0

\text{(the induction hypothesis for } m = n)\]

we see that

(16) \quad V_{k+1}^a( \mathbf{k} + \mathbf{e}_s, \bot - (L_r - 1)\mathbf{e}_r ) \equiv \alpha \sum_{i \in \mathcal{R}} \mu_i \varepsilon(k_i) R(i, i)
\[ + \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) \{ \]

\[ \delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^i (k + e_s - e_i + e_j, \bot - (L_r - 1)e_r - (L_i - 1)e_i) \]

\[ + (1 - \delta(l_i - L_i)) V_{k+1}^i (k + e_s, \bot - (L_r - 1)e_r + e_i) \} \]

\[ + (1 - \alpha \sum_{i \neq r} \mu_i \epsilon(k_i)) V_{k+1}^i (k + e_s, \bot - (L_r - 1)e_r) \]

Applying (16) to the left hand side of (12) results in

\[ R(r,i) + \sum_{s} p_{rs} V_{k+1}^s (k + e_s, \bot - (L_r - 1)e_r) \geq R(r,i), \]

\[ + \sum_{s} p_{rs} \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) R(i,i), \]

\[ + \sum_{s} p_{rs} \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) \{
\]

\[ \delta(l_i - L_i) \sum_j p_{ij} V_{k+1}^i (k + e_s - e_i + e_j, \bot - (L_r - 1)e_r - (L_i - 1)e_i) \]

\[ + (1 - \delta(l_i - L_i)) V_{k+1}^i (k + e_s, \bot - (L_r - 1)e_r + e_i) \} \]

\[ + \sum_{s} p_{rs} (1 - \alpha \sum_{i \neq r} \mu_i \epsilon(k_i)) V_{k+1}^s (k + e_s, \bot - (L_r - 1)e_r) \]

If we change the summation over all \( s \) and over all \( i \neq r \) and if we add

\[ 0 = \alpha \mu, s \sum_{j \neq i} p_{rs} V_{k+1}^j (k + e_s, \bot - (L_r - 1)e_r) \]

\[ - \alpha \mu_i s \sum_{j \neq i} p_{rs} V_{k+1}^j (k + e_s, \bot - (L_r - 1)e_r) \]

we see that

\[ R(r,i) + \sum_{s} p_{rs} V_{k+1}^s (k + e_s, \bot - (L_r - 1)e_r) \geq R(r,i), \]

\[ + \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) R(i,i), \]

\[ + \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) \{
\]

\[ \delta(l_i - L_i) \sum_j p_{ij} \sum_s p_{rs} V_{k+1}^i (k + e_s - e_i + e_j, \bot - (L_r - 1)e_r - (L_i - 1)e_i) \]

\[ + (1 - \delta(l_i - L_i)) \sum_s p_{rs} V_{k+1}^i (k + e_s, \bot - (L_r - 1)e_r + e_i) \} \]

\[ + \alpha \mu, s \sum_{j \neq i} p_{rs} V_{k+1}^j (k + e_s, \bot - (L_r - 1)e_r) \]

\[ + (1 - \alpha \sum_{i \neq r} \mu_i \epsilon(k_i) - \alpha \mu_i) \sum_{s} p_{rs} V_{k+1}^s (k + e_s, \bot - (L_r - 1)e_r) \]

Rewriting \( R(r,i) \) as
\[ \alpha \mu_r R(r, l_r) \]
\[ + \alpha \sum_{i \in r} \mu_i \epsilon(k_i) R(r, l_r) \]
\[ + (1 - \alpha \sum_{i \in r} \mu_i \epsilon(k_i) - \alpha \mu_r) R(r, l_r) \]

results in

\[
R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r) \geq \alpha \sum_{i \in r} \mu_i \epsilon(k_i) R(i, l_i) + \alpha \mu_r R(r, l_r) \\
+ \alpha \sum_{i \in r} \mu_i \epsilon(k_i) \{ \\
\delta(l_i - L_i) \sum_j p_{ij} \}
\]

\[
R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r) \\
+ (1 - \delta(l_i - L_i)) ( \\
R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r) ) \}
\]

\[
+ \alpha \mu_r \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp -(L_r - 1)e_r) \\
+ (1 - \alpha \sum_{i \in r} \mu_i \epsilon(k_i) - \alpha \mu_r) (R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp -(L_r - 1)e_r))
\]

Using

(17) \[ R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r - (L_i - 1)e_i) \]
\[ \geq V_{k+1}^s (k + e_r, \perp - (L_r - 1)e_r - (L_i - 1)e_i) \]

(the induction hypothesis for \( m = n \))

(18) \[ R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r + e_i) \]
\[ \geq V_{k+1}^s (k + e_r, \perp + e_i) \]

(the induction hypothesis for \( m = n \))

(19) \[ R(r, l_r) + \sum_s p_{rs} V_{k+1}^s (k + e_s, \perp - (L_r - 1)e_r) \]
\[ \geq V_{k+1}^s (k + e_r, \perp) \]

(the induction hypothesis for \( m = n \))

we see that
that is, (12) holds.

This completes the proof of theorem 2, and thus the proof of theorem 1.
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