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Theoretical investigation of a photoconductively switched high-voltage spark gap
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In this contribution, a photoconductively switched high-voltage spark gap with an emphasis on the switching behavior is modeled. It is known experimentally that not all of the voltage that is present at the input of the spark gap is switched, but rather a fraction of it drops across the spark gap. This voltage drop depends on the voltage that is present at the input of the spark gap with higher voltages resulting in a smaller drop. We have investigated two possible causes of this: the cathode fall and the resistance of the plasma arc. Using an analytical model of the cathode fall, we have established that the cathode fall can be excluded as the cause of the observed voltage drop. A one-dimensional, time-dependent non-local thermal equilibrium fluid model of the arc plasma has been made. Using this model, the plasma properties have been analyzed for various values of the switched current with emphasis on the conductivity. A good qualitative match between the observed and the simulated dissipation in the gap was found. This indicates that the finite arc resistance is the cause of the observed voltage drop. © 2006 American Institute of Physics. [DOI: 10.1063/1.2204756]

I. INTRODUCTION

Spark gaps are used for the rapid switching of high voltages and high currents in a wide range of applications. Our interest in spark gaps lies mainly in the construction of compact pulsed dc electron accelerators.1 With these accelerators, electric fields can be achieved that are an order of magnitude higher than the electric fields that can be achieved with conventional radio frequency accelerators. For these compact dc accelerators, high-voltage pulses with a short rise time, short duration, and favorably no time jitter are required.

Spark gaps have been used to switch large voltages for over a century. A conventional spark gap consists of two electrodes with a gas-filled gap between them. When a voltage higher than the breakdown voltage is applied across the spark gap, breakdown occurs, and the gas between the electrodes ionizes. An arc plasma with a high degree of ionization and good conductivity forms, closing the spark gap.

The breakdown process occurs by Townsend avalanches and streamers and requires that the ambient electron density of, for instance, air, which is typically 10^9 m^{-3}, increases by several orders of magnitude to achieve good conduction. This is an inherently stochastic process, lengthening the rise time and producing time jitter.

By axially focusing a laser into the spark gap, the initial ionization degree of air can be raised by several orders of magnitude, creating a well-defined preionized channel between the electrodes.2 The higher initial electron density smoothes statistical fluctuations, and the electron density has to rise less to achieve good conductivity. Because of these two effects, the rise time and jitter are shorter, as low as subnanosecond, while allowing pulses in the order of 1–100 kV to be transmitted.3

The use of Ti:sapphire lasers that can produce terawatt pulses with a duration in the femtosecond range allows the concept of the laser-triggered spark gap to be taken one step further. By focusing the laser between the electrodes, a plasma can be created with an ionization degree that is so high that no further ionization is necessary to achieve good conduction: in other words, the laser not so much triggers the spark gap, but rather switches it. Recently, we have reported on experiments,4,5 in which a terawatt laser was used to photoconductively switch voltages of up to 4.5 kV with a jitter better than the resolution of the measuring equipment, 12 ps. Furthermore, this switch is capable of switching voltages as low as 10% of the self-breakdown voltage.

However, in these experiments it was observed that, in particular, for lower voltages, a significant part of the voltage drops across the spark gap due to plasma processes. This voltage drop can be observed in Fig. 1, where the input voltage V_{in} and the output voltage V_{out} are plotted.

In this contribution, we will investigate in detail two probable causes of the observed voltage drop, namely, the cathode fall and the plasma arc resistance, to determine the cause of the voltage drop over the discharge using theoretical models. In Sec. II, a description of the setup will be given. In Sec. III a simple, analytical model of the cathode fall formation in the laser-produced plasma has been made, and based on this, the relevance of the cathode fall to the switching behavior will be discussed. In Sec. IV, a time-dependent numerical model of the arc plasma in the spark gap is described. Using this model, an analysis of the plasma and the

---
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switching behavior is made that is much more detailed than the estimate of the plasma resistance made in Ref. 5.

II. THE SETUP

The experimental setup has been described in detail in Refs. 4 and 5. In this section, the discussion will be limited to the most essential parts.

The spark gap is schematically drawn in Fig. 2. The spark gap is basically a 1 mm interruption in a coaxial transmission line structure that has a characteristic impedance of 55 Ω. One side of this structure is charged to a high voltage \( V_{\text{in}} \), in our case 4.5 kV, limited by the self-breakdown voltage of the spark gap. The gap is filled with either nitrogen or air at atmospheric pressure. Because there is little experimental difference between the switching behaviors of the gases, the discussion will be restricted to the case of nitrogen.

The gap is switched using a Ti:sapphire laser that has a pulse energy of 35 mJ and a pulse duration of 200 fs. The laser is focused into a filament that connects the two electrodes, while it fills only a fraction of the gap between the electrodes. The switched pulse has a length of 2 ns and a rise time of less than 100 ps.

As mentioned in Sec. I, we will model two different aspects of the plasma: the initial cathode fall formation and the evolution of the arc plasma between the electrodes. The initial plasma composition and size have not been measured and have been estimated from the size of the laser focus and the power density in the focus. A schematic representation of both model areas is given in Fig. 3.

For the modeling of the cathode fall plasma, an analytical model is used, which requires the size of the plasma as an input. The plasma is approximated by a homogeneous slab, with a size determined by the FWHM of the laser focus: \( l = 1 \text{ mm} \), \( w = 100 \text{ μm} \), and \( h = 20 \text{ μm} \). We will see in Sec. III that this model is of a sufficient accuracy to discuss the importance of the cathode fall.

For the modeling of the arc plasma, a one-dimensional, time-dependent model is used. The plasma is considered to be homogeneous in the \( x \) and \( y \) directions, with \( l = 1 \text{ mm} \) and \( w = 100 \text{ μm} \) while the \( z \) direction, in which the largest gradients appear, is resolved on a numerical grid.

III. THE CATHODE FALL

To conduct current, a spark gap plasma requires a mechanism that supplies electrons from the cathode to the plasma. In a conventional arc, the electrodes are hot, and thermionic emission is the main source of electrons from the cathode. In this case, however, the cathode is initially cold and does not heat up significantly in the short discharge time (\( \sim 2 \text{ ns} \)). Hence, thermionic emission cannot produce a significant amount of electrons; instead, field emission and secondary emission must be the dominant processes supplying electrons to the discharge. Both these processes are enhanced by a cathode fall, a region of positive space charge in front of the cathode. This creates an electric field that may liberate electrons directly due to field emission and accelerates ions toward the cathode, causing secondary emission.

In this section, we will present a simple, analytical model of the plasma, which we use to describe the formation of the cathode fall. We are particularly interested in an upper estimate of the voltage drop over the cathode fall \( V_{\text{cath}} \), which acts as a parasitic loss in the switch, and in an upper estimate of the time needed to form a cathode fall \( t_{\text{cath}} \), as this may limit the switching time.

In this analytical model, we will approximate the laser-produced plasma by a uniform slab, with dimensions as shown in Fig. 3 and an \( n_e \) of \( 5 \times 10^{23} \text{ m}^{-3} \). The density estimate is based on an analysis of the laser intensity, and is detailed in Sec. IV B, and is equivalent to an ionization degree of about 5%. The mechanism of the cathode fall formation in this system will be explained using the graphs in Fig. 4.

The initial plasma is produced by the femtosecond laser pulse at a time scale that is much shorter than the plasma...
processes under consideration. The top graph of Fig. 4 schematically shows the laser-produced plasma density and the applied voltage. In the initial laser-produced plasma, the electric field applied across the spark gap will move electrons to the anode. The ion movement to the cathode is orders of magnitude slower and negligible at this time scale. The movement of the electrons leaves a region near the cathode depleted of electrons, with a positive space charge that is very high due to the high ion density. The very high positive charge density causes an electric field to form near the cathode that is much higher than the average field, which facili-
tates the electron emission. This process is shown in the bottom graph of Fig. 4.

A. The cathode fall voltage

We will now estimate an upper bound of the cathode fall voltage. For this, the electron emission current from the cathode as a function of the electric field at the cathode $E_{\text{cath}}$ has been calculated using the Fowler-Nordheim equation:

$$I_{\text{field}} = K_3 E_{\text{cath}}^2 A \exp \left( \frac{-K_5}{E_{\text{cath}}} \right),$$  \hspace{1cm} (1)

in which $K_3$ and $K_5$ are emission coefficients and $A$ is the cathode area. As noted in Ref. 6, (1) typically overestimates the field required for significant field emission by at least one order of magnitude. This is due to surface roughness, which may greatly enhance the local field and hence the emission. A typical value for this field enhancement parameter $\beta$ is 50, and we will use this value in the calculation.

Incorporating $\beta$ in (1) and substituting values for $K_3$ and $K_5$ we obtain:

$$I_{\text{field}} = \frac{1.54 \times 10^{-6} \times 10^{4.52 \phi_{\text{cath}}^{0.5}} (\beta E_{\text{cath}})^2 A}{\phi} \times \exp \left( \frac{-6.53 \times 10^9 \phi_{\text{cath}}^{1.5}}{\beta E_{\text{cath}}} \right),$$  \hspace{1cm} (2)

with $E_{\text{cath}}$ in V m$^{-1}$, the work function $\phi$ in eV, $A$ in m$^2$, and $I_{\text{field}}$ in A.

The cathode tips consist of a tungsten-copper alloy, which has an unknown work function. The work function of tungsten $\phi_{\text{W}}$ is 4.54 eV (Ref. 9) and the work function of copper $\phi_{\text{Cu}}$ is 4.65 eV.\textsuperscript{10,11} The values of the work function of an alloy is typically between the value of the work function of the constituents.\textsuperscript{12}

For an electrode area of $2 \times 10^{-9}$ m$^2$ (cf. Fig. 3), $I_{\text{field}}$ as a function of $E_{\text{cath}}$ has been plotted in Fig. 5 for both tungsten and copper cathodes. Figure 5 shows that $I_{\text{field}}$ is negligible for values of $E_{\text{cath}}$ lower than $9 \times 10^7$ V m$^{-1}$ and increases very rapidly with increasing $E_{\text{cath}}$ for higher values of $E_{\text{cath}}$. The maximum switched current of 50 A can be supplied by field emission by a field of $1.2 \times 10^8$ V m$^{-1}$. Noting that con-

![FIG. 4.](image-url) A schematic explanation of the cathode fall formation. The cathode is at $\xi=0$, and the anode is at $\xi=1$. (a) The femtosecond laser pulse produces a plasma on a time scale that is essentially instantaneous for the plasma we are interested in. (b) The electrons move because of the applied electric field, creating a cathode fall in which the field is compressed. This field facilitates electron emission by the cathode. The heavier ions are essentially motionless on this time scale.
The cathode fall is governed by the Poisson equation

\[ \nabla \cdot \mathbf{E}_{\text{cath}} = -\nabla^2 V_{\text{cath}} = \frac{\rho}{\epsilon}, \tag{3} \]

with \( \rho \) the charge density and \( \epsilon \) the permittivity of the plasma.

The charge density \( \rho \) is determined by the initial electron density and is in our case equal to \( 8.0 \times 10^4 \) C m\(^{-3} \). For \( \epsilon \) we can take \( \epsilon_0 \), the permittivity of vacuum.

By approximating the \( \nabla \) operators with \( L^{-1} \), \( L \) being the typical length scale of the cathode fall, we find that \( L = 10^{-8} \) m and \( V = 2 \) V. This cathode fall is high enough for field emission, but negligible compared to the typical voltages that are switched (a few kV).

### B. The cathode fall formation time

The formation time of the cathode fall can be estimated from the time that an electron needs to travel over a distance equal to the size of the cathode fall. This time can be calculated using

\[ q_e E_{\text{gap}} = m_e a \Rightarrow a = \frac{q E_{\text{gap}}}{m_e l}, \tag{4} \]

and

\[ L = \frac{1}{2} a t^2 \Rightarrow t = \sqrt{\frac{2L}{a}}, \tag{5} \]

where \( q_e \) is the charge of an electron, \( E_{\text{gap}} = V_{\text{gap}}/l \) is the field over the whole spark gap of length \( l \), \( a \) is the acceleration, \( m_e \) is the electron mass, and \( t \) is the time. Using Eqs. (4) and (5), the previously obtained value of \( L \) and a value of 1 kV for \( V_{\text{gap}} \), we find that \( t_{\text{cath}} \) is about \( 3 \times 10^{-13} \) s. Note that this formation time is of the same order of magnitude as the inverse of the plasma frequency \( f_p \), which is equal to 6.4 THz for the electron density under consideration (5 \( \times 10^{23} \) m\(^{-3} \)). The measurements of the switching time are limited to the measuring apparatus and were found to be shorter than 100 ps, \( \text{ps} \) which is much longer than the estimated cathode fall formation time. The cathode fall formation time is also much shorter than the rise time of the electric field in the gap due to the geometry, which is a few tens of picoseconds. Hence, the cathode fall formation time has no influence on the rise time of the switched pulse.

### C. Conclusion

Using an analytical model, the cathode fall formation dynamics have been investigated. The cathode fall mechanism can supply sufficient current for switching to occur. This requires a voltage which is negligible compared to the switched voltage. The cathode fall voltage rise time is much shorter than the observed rise time. Hence, the cathode fall cannot explain the observed voltage losses in the switching and does not limit the switching time. The main reason for this is the large value of \( n_e \); for plasma with lower densities, the cathode fall may be quite significant.

### IV. THE ARC PLASMA

In this section, a numerical model of the arc that connects the electrodes will be presented. Firstly, the numerical model used will be discussed, and key assumptions are justified. Then, the model parameters, such as the current and the laser-produced plasma density which serves as a starting condition for the computation, will be presented. Based on the results from the numerical model, the general behavior of the plasma will be discussed. Finally, the impact that the finite plasma conductivity has on the switching behavior will be investigated by comparing experimental results with numerical results for various switched currents.

#### A. The model

The model used for the description is a two-temperature time-dependent quasineutral non-local thermal equilibrium (LTE) model. It is based on the model of a hydrogen-filled pulsed capillary discharge that is presented in Ref. 14.

For the numerical solution of the model we use the PLASIMO code. This code is described in detail in Refs. 15–19. It is a modeling platform that can handle LTE and non-LTE plasmas, currently in two dimensions. Furthermore, its modular structure allows for easy expansion of the code. It has been applied to simulate a wide variety of plasma as described in Refs. 14 and 20–26.

The system is described by a set of partial differential equations consisting of the Navier-Stokes equations that describe the bulk flow, two heat transport equations that describe the electron and heavy particle heat transport, respectively, and chemistry equations that describe the densities of individual species. For details of the equations, the reader is referred to Ref. 14.

These equations are discretized on a control volume grid that is oriented as shown in Fig. 3. The plasma is considered to be infinitely long and homogeneous in the \( x \) and \( y \) directions, while the computation is carried out in the \( z \) direction,
where the largest gradients are to be expected. Because it is symmetric, only the top half of the plasma is modeled.

The chemistry model assumes that the plasma is operated in pure nitrogen. The chemistry model is restricted to five species, namely, N\textsubscript{2}, N, N\textsubscript{2}\textsuperscript{+}, N\textsuperscript{+}, and e. The expected very high energy density in the system means that more complex molecular species such as N\textsubscript{2}\textsuperscript{+} are very rapidly destroyed and play no significant role.

Because of the high electron density n\textsubscript{e} of \(\sim 10^{23}–10^{24}\) m\(^{-3}\), temperature \(T\textsubscript{e}\) of 1.5–8 eV, and relatively low heavy particle temperature \(T\textsubscript{h}\) of (0.03–1.0 eV), electron kinetics dominate the reactions in the plasma. These \textit{a priori} assumptions are justified by the results of the model as presented in Sec. IV D.

The following reactions are included in the model.

- Electron impact ionization of N\textsubscript{2} described by
  \[
  \text{N}_2 + e \rightarrow \text{N}_2^+ + 2e. \tag{6}
  \]
  The rate coefficient for this equation is obtained by integrating the energy-dependent cross section with a Maxwell-Boltzmann electron energy distribution function (EEDF) for various temperatures and fitting an Arrhenius-type formula through the results. The energy-dependent cross section of this reaction is well known, and we use the value obtained by Deutsch et al.\textsuperscript{27} from a theoretical computation, which matches earlier experimental\textsuperscript{28–32} and theoretical\textsuperscript{33,34} results well.

  The rate coefficient \(k_{\text{MM}}\) of this reaction as a function of \(T\textsubscript{e}\) is described by the Arrhenius rate
  \[
  k_{\text{MM}} = 3.0 \times 10^{-16}(T\textsubscript{e} [K])^2 \exp\left(-\frac{E_{\text{MM}}}{k_B T\textsubscript{e}}\right) \text{ m}^3 \text{ s}^{-1}. \tag{7}
  \]
  with \(E_{\text{MM}}\) the ionization energy of 15.6 eV and \(k_B\) Boltzmann’s constant. This rate describes the ionization process well (fitting error less than 6%) between 1.5 and 10 eV. In the model, the reverse reaction is also included; its rate is computed from (7) by detailed balancing.

- Dissociative recombination of N\textsubscript{2}\textsuperscript{+} described by
  \[
  \text{N}_2^+ + e \rightarrow 2\text{N}. \tag{8}
  \]
  The rate coefficient \(k_{\text{DR}}\) for this rapid process had been obtained by Cunningham and Hobson\textsuperscript{35} and is given by
  \[
  k_{\text{DR}} = 1.47 \times 10^{-12}(T\textsubscript{e} [K])^{-0.37} \text{ m}^3 \text{ s}^{-1}. \tag{9}
  \]

- Electron impact dissociation of N\textsubscript{2} described by
  \[
  \text{N}_2 + e \rightarrow 2\text{N} + e. \tag{10}
  \]
  A recommended cross section for this process has been obtained from Cosby,\textsuperscript{36} who uses measurements and previous results by Winters.\textsuperscript{37} A good fit by an Arrhenius-type rate could only be obtained by increasing the energy threshold \(E_{\text{diss}}\) from the binding energy of 9.8–11 eV. Using this fit, the following expression for the rate coefficient \(k_{\text{diss}}\) is obtained:
  \[
  k_{\text{diss}} = 2.0 \times 10^{-18}(T\textsubscript{e} [K])^{0.8} \exp\left(-\frac{E_{\text{diss}}}{k_B T\textsubscript{e}}\right) \text{ m}^3 \text{ s}^{-1}. \tag{11}
  \]
  The fit of (11) is accurate to within 16% between 1.5 and 20 eV.

  In the model, the reverse reaction is also included; its rate is computed from (11) by detailed balancing.

- Electron impact ionization of atomic N described by
  \[
  N + e \rightarrow N^+ + 2e. \tag{12}
  \]
  Voronov\textsuperscript{38} gives an Arrhenius-type rate coefficient, which, with appropriate parameters, can be used to find rate coefficients for many single atoms and ions, including the rate coefficient \(k_{\text{AI}}\) for electron impact ionization of atomic N. \(k_{\text{AI}}\) is given by
  \[
  k_{\text{AI}} = 4.82 \times 10^{-14} \frac{1}{U + 0.0652} U^{0.42} \exp(-U) \text{ m}^3 \text{ s}^{-1}, \tag{13}
  \]
  in which the reduced temperature inverse \(U\) is given by
  \[
  U = \frac{E_{\text{AI}}}{k_B T\text{e}}. \tag{14}
  \]
  According to Ref. 38, this fit is accurate to within 10% between 1 and 20 keV.

  In the model, the reverse reaction is also included; its rate is computed from (14) by detailed balancing.

  It is worth noting that in this plasma, the typical electron temperature is so high that direct ionization in (12) is dominant over stepwise ionization. Hence, the latter process is neglected.

  Because of its crucial influence on the voltage drop over the arc, and hence on the difference between \(V\text{in}\) and \(V\text{out}\), care has been taken to accurately describe the conductivity \(\sigma\) of the plasma. The description is based on the Frost mixture rule.\textsuperscript{39} In the limit of a fully singly ionized plasma, this mixture rule converges to the Spitzer-Härm value \(\sigma_{\text{SH}}\) of \(20–42\)
  \[
  \sigma_{\text{SH}} = 1.53 \times 10^{-2} T^{3/2} \frac{1}{\ln \Lambda} \text{ Sm m}^{-1}, \tag{15}
  \]
  with the electron temperature \(T\text{e}\) in kelvins and \(\ln \Lambda\) the Coulomb logarithm. For a nonfully singly ionized plasma, the collisions between electrons and neutrals, viz., N and N\textsubscript{2}, cause the conductivity to be lower. In order to obtain a good value for \(\sigma\), it is necessary to have good values for the energy-dependent elastic momentum transfer collision cross section for both \(e\) and N, which will be denoted as \(\sigma_{\text{Ne}}\) and for \(e\) and N\textsubscript{2}, which will be denoted as \(\sigma_{\text{Ne}^2}\).

  A value for \(\sigma_{\text{Ne}}\) that is valid between 0 and 1000 eV has been obtained by combining values from Ref. 43 that give \(\sigma_{\text{Ne}}\) for electron energies between 0 and 12 eV, and values from Ref. 44 that give \(\sigma_{\text{Ne}}\) for electron energies between 20 and 1000 eV. The gap in the energy range has been bridged by an interpolation.
A value for $\sigma_{N,e}$ that is valid for electron energies between $10^{-2}$ and $10^3$ eV has been obtained from Refs. 45 and 46.

For the typical $T_e$ in the system, these cross sections are valid for the majority of electrons. Together with the Coulomb cross section, which describes the interaction of the electron with the charged particles in the discharge, these cross sections are sufficient as input for the Frost mixture rules that describe $\sigma$.

The transport processes by the heavy particles are relatively unimportant due to the relatively high mass of the heavy particles and relatively low $T_e$. Their behavior will be dealt with using the default transport models in PLASIMO.

With the above mentioned model, we can simulate the transient behavior of the discharge plasma. However, the starting conditions are determined by the initial laser-transient behavior of the discharge plasma. Hence, we will provide an estimate of the composition based on theoretical arguments.

The intense laser field of around $10^{18}$–$10^{19}$ W m$^{-2}$ Ref. 4 is sufficient for photoionization to be the main ionization mechanism.47-49 This mechanism mainly produces N$_2^+$, but laser-induced dissociative channels also produce N$^+$. The higher ion states of nitrogen are neglected, as their density is lower by orders of magnitude.

Based on the measurements of the switching behavior as a function of laser intensity,4 we are lead to believe that for higher ion states of nitrogen are neglected, as their density is half maximum of 20

We have investigated the switching behavior for various values of the arc current. The maximum voltage across the gap that has been switched is 5 kV.4,5 For a geometrical impedance of approximately 55 $\Omega$,4,5 this results in a block-shaped current pulse that lasts 2 ns and has a maximal amplitude $I$ of 50 A in the ideal case, because the voltage over the gap is half the switched voltage. The spark gap plasma is simulated for various values of $I$ between 0 and 50 A in increments of 5 A.

Although the gap is closed at a femtosecond time scale by the laser pulse, the electric field that is induced by the charged transmission line needs a much longer time to adapt to this situation. In Ref. 13, it has been determined that it takes several tens of picoseconds for the electric field in the spark gap to stabilize. In the model, we approximate this by using

$$I = \begin{cases} 0 \text{ A, } & t < 0 \text{ ps} \\ \left(\frac{t}{100 \text{ ps}}\right)^{0.3} I_{\text{max}}, & 0 \text{ ps} < t < 100 \text{ ps} \\ I_{\text{max}}, & 100 \text{ ps} < t < 2000 \text{ ps} \\ 1 - \left(\frac{t-2000 \text{ ps}}{100 \text{ ps}}\right)^{0.3}, & 2000 \text{ ps} < t < 2100 \text{ ps} \\ 0 \text{ A, } & t > 2100 \text{ ps} \end{cases}$$

(17)

to describe the instantaneous value of $I$.

When the gap is closed, the voltage is divided over the two sides of the line. This leads to a halving of the amplitude but a doubling of the duration of the current pulse of the gap. The length of the transmission line is 0.3 m, resulting in a pulse duration of 2 ns.5

We further assume that of the corresponding ions, 90% is N$_2^+$ and 10% is assumed to be N$^+$. $n_{N(e)}$ is low and assumed to be $4.2 \times 10^{21}$ m$^{-3}$. $n_{N(e)}$ has a density that is determined such that the local mass density always matches the mass density of nitrogen at atmospheric density and room temperature.

C. The current

In Secs. IV A and IV B, a model for the initial conditions has been presented. The plasma evolution now depends on the current $I$ that passes through the plasma. This current is supplied by the transmission line, the amplitude depending on the charging voltage of the line, and the duration on the length of the transmission line.

When the gap is closed, the voltage is divided over the two sides of the line. This leads to a halving of the amplitude but a doubling of the duration of the current pulse of the gap. The length of the transmission line is 0.3 m, resulting in a pulse duration of 2 ns.5

We have investigated the switching behavior for various values of the arc current. The maximum voltage across the gap that has been switched is 5 kV.4,5 For a geometrical impedance of approximately 55 $\Omega$,4,5 this results in a block-shaped current pulse that lasts 2 ns and has a maximal amplitude $I$ of 50 A in the ideal case, because the voltage over the gap is half the switched voltage. The spark gap plasma is simulated for various values of $I$ between 0 and 50 A in increments of 5 A.

Although the gap is closed at a femtosecond time scale by the laser pulse, the electric field that is induced by the charged transmission line needs a much longer time to adapt to this situation. In Ref. 13, it has been determined that it takes several tens of picoseconds for the electric field in the spark gap to stabilize. In the model, we approximate this by using

$$I = \begin{cases} 0 \text{ A, } & t < 0 \text{ ps} \\ \left(\frac{t}{100 \text{ ps}}\right)^{0.3} I_{\text{max}}, & 0 \text{ ps} < t < 100 \text{ ps} \\ I_{\text{max}}, & 100 \text{ ps} < t < 2000 \text{ ps} \\ 1 - \left(\frac{t-2000 \text{ ps}}{100 \text{ ps}}\right)^{0.3}, & 2000 \text{ ps} < t < 2100 \text{ ps} \\ 0 \text{ A, } & t > 2100 \text{ ps} \end{cases}$$

(17)

to describe the instantaneous value of $I$.

The plasma evolution is most pronounced for the highest power input of $I_{\text{max}}=50$ A. Hence, a detailed analysis of the plasma physics will be made for this case. For the other values of $I_{\text{max}}$, the discussion will be restricted to the key quantity, the resistance.

D. Modeling results for $I_{\text{max}}=50$ A

The plasma that is present in the spark gap with an $I_{\text{max}}$ of 50 A will be discussed based on five properties: $n_e$, $T_e$, $T_h$, $\sigma$, and the central plasma composition.

The electron density $n_e$ as a function of $t$ and $z$ is presented in Fig. 6, in which two observations are made. The central $n_e$ rises by more than one order of magnitude during the discharge. Furthermore, the discharge does not expand much: Outside of the laser-ionized channel, there are few seed electrons, so ionization outside of the central channel is slow, and the discharge time is too short for a significant convective expansion. Between 200 ps and 2 ns, the central $n_e$ increases almost linearly in time. The electrons, which are heated by Ohmic dissipation, lose their heat primarily through electron impact ionization reactions. As the dissipation is roughly constant over the time range considered, the production is constant, causing the linear increase. It is worth noting that in the 2 ns of the discharge, no equilibrium between the Ohmic dissipation and the energy loss by thermal conduction is established, meaning there is a net ionization.
The electron temperature $T_e$ as a function of $t$ and $z$ is presented in Fig. 7. During the discharge, the plasma is coldest in the center, where the dissipation is highest. The electron density peaks in the center, causing the dissipated power per electron to be lowest there. The increase of $n_e$ is also causing a decrease in the dissipated power per electron and hence a decrease in $T_e$ in time. After the discharge, $T_e$ rapidly collapses, because the electrons are no longer heated by Ohmic dissipation. $T_e$ is then chiefly determined by the energy gained and lost due to recombination and ionization, respectively.

The heavy particle temperature $T_h$ as a function of $t$ and $z$ is presented in Fig. 8. In the beginning, the background gas heats up rapidly. This is due to the energy that is liberated in the dissociative recombination of $N_2^+$ via reaction (8). With the depletion of $N_2^+$, this process becomes less important, and the heating slows down. $T_h$ remains lower than $T_e$ for the entire duration of the simulation.

$\sigma$ as a function of $t$ and $z$ is presented in Fig. 9. In the first few picoseconds, the electron temperature reaches a value that is determined by the loss from ionization and the gain from Ohmic dissipation. Because $\sigma$ depends on $T_e$, it also reaches a fairly stable value at this time scale. When the electron density starts increasing (cf. Fig. 6), $\sigma$ increases as well. This effect is stronger than the decrease in $\sigma$ due to the decrease in $T_e$. The Spitzer-Härm value $\sigma_{\text{SH}}$ of Eq. (15) of the conductivity is not reached in this plasma. Because of the very large momentum transfer cross section between electrons and nitrogen atoms and molecules, a very high $n_e$ is needed to make the Coulomb collisions dominant, which is the case in the Spitzer-Härm limit.

When the current pulse ends, $T_e$ drops sharply, leading to a strong drop in $\sigma$. This indicates that a high $T_e$, and associated with this, Ohmic dissipation in the plasma, is necessary for switching.

Because the Spitzer-Härm limit has not been reached, further ionization can increase the conductivity. Because $n_e$ increases with increasing dissipation, as seen in Fig. 6, conductivity will be better for higher currents and hence for higher switched voltages. In other words, a smaller fraction of the voltage will be lost over the gap for higher switched voltages.

The evolution of the on-axis composition of the plasma as a function of $t$ is presented in Fig. 10. The predominant ion species in the laser-produced plasma is $N_2^+$. The dissociative recombination increases for increasing $n_e$ and decreasing $T_e$ (cf. Eq. (9)). Hence, $n_{N_2^+}$ drops during the evolution of the discharge. Another sharp drop is observed after the current pulse ends. At this time, $T_e$ drops, causing the rate of dissociative recombination to be even higher, and $n_{N_2^+}$ to drop further.

There is a rapid production of N, chiefly by dissociation of $N_2$, although dissociative recombination of $N_2^+$ also gives a modest contribution. This N is subsequently ionized to $N^+$.
which becomes the dominant ion species. Except for $n_{N_2^+}$, the plasma composition does not significantly change after the pulse ends.

### E. Conductivity for various currents

One of the aims of this study is investigating the cause of the voltage that is lost in the switching. It is observed that the relative loss is larger for decreasing voltages. As mentioned in Sec. IV D, the plasma conductivity is lower for lower dissipated powers. By running the simulation for various values of $I_{\text{max}}$, this has been verified. A typical result, the total resistance of the plasma arc $R$ at $t=2$ ns, is presented in Fig. 11.

Figure 11 shows a qualitative trend that matches the experimental observations well. The gap resistance becomes very high when little current is switched, while it is much lower, down to about 20 Ω, for the higher switched currents, which is much smaller than the system impedance of 55 Ω.

For this ratio of the resistances, over 73% of the voltage on the gap is switched and 27% is dissipated. In this case, the voltage drop across the spark gap in the model is higher than in the experiment. In the low-current limit, the highest impedance of about 800 Ω would mean that about 94% of the voltage is across the gap and only 6% reaches the output, meaning no switching occurs. Furthermore, the response of the resistance on the current is strongly nonlinear, with a very sharp increase in voltage drop for lower currents, as is observed in the measurements.

Quantitatively, the agreements between the simulations and the experiments are less satisfactory. The simulated resistances are a factor of 2–3 higher than the resistances that are measured. This can be explained by the poorly known starting conditions, which make a more accurate simulation of the plasma impossible. We have quantitatively analyzed the influence of the initial density. In particular, the width of the distribution was important, as the resistance of the channel is determined by the width. The exact value of the electron density is of less importance, as only a modest fraction of the electrons originates from the original plasma. Furthermore, a lower electron density leads to more dissipation and hence more electron production.

We have neglected the fact that the laser power and hence the initial plasma density are also a function of $x$, dropping off near the electrodes. This could lead to a configuration in which two zones with lower plasma density near the electrodes determine the switching behavior, while a more strongly ionized plasma in the center acts as a good conductor between these zones. Without knowledge of the initial plasma density, this hypothesis cannot be verified.

### V. CONCLUSION

The photoconductively switched spark gap is experimentally known to be capable of switching several kV of voltage with jitter that is typically in the tens of picoseconds. Voltages down to 10% of the self-breakdown voltage can be switched. One presently unresolved question is the cause of the voltage drop over the gap, which is most pronounced for lower voltages. We have investigated two plausible causes of this behavior: the cathode fall and the finite resistance of the arc plasma in the spark gap.

Based on a simple, analytical model of the cathode fall, the formation time is estimated to be less than 300 fs, while the voltage drop over the cathode fall is less than 2 V. The formation time is orders of magnitude shorter than the geometric rise time of the switched pulse and is therefore not limiting in the switching behavior. The cathode voltage drop is typically one-tenth of a percent of the switched voltage and is much smaller than the experimentally observed voltage drops across the spark gap. From this, we conclude that the cathode fall behavior cannot be the cause of the observed voltage drop.

A non-LTE model has been used to compute the plasma properties of the arc plasma, including the electrical resistance of the spark gap plasma that bridges the electrodes. Due to the poorly known initial conditions, the model cannot be expected to give a full quantitative explanation of the
switching behavior of the spark gap. Qualitatively, the arc plasma becomes a good electrical conductor for higher switched voltages, with a maximum switched voltage of 70% for the current range investigated, and a poor conductor for lower switched voltages, switching 6% in the limit of no voltage. The strong nonlinearity of the switching behavior, i.e. a strong decrease in the switching efficiency for lower voltages, as is experimentally observed is also present in the modeled results. Based on this, we conclude that the voltage drop across the plasma is likely caused by the finite resistance of the arc plasma.

Quantitatively, the match is very good for the lower current, but somewhat less so for the higher currents, as experimentally virtually all the voltage is switched for higher voltages, while in the model, a maximum of 73% of the voltage is switched.

The successful modeling of the plasma proves the feasibility of modeling the plasma in a photoconductively switched spark gap. The PLASIMO code is capable of simulating the complex, strongly dynamic behavior of the plasma on these short time scales.
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