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Abstract. In this paper we study a system consisting of two parallel servers with different service rates. Jobs arrive according to a Poisson stream and generate an exponentially distributed workload. On arrival a job joins the shortest queue and in case both queues have equal lengths, he joins the first queue with probability $q$ and the second one with probability $1 - q$, where $q$ is an arbitrary number between 0 and 1. In a previous paper we showed for the symmetric problem, that is for equal service rates and $q = \frac{1}{2}$, that the equilibrium distribution of the lengths of the two queues can be exactly represented by an infinite sum of product form solutions by using an elementary compensation procedure. The main purpose of the present paper is to prove a similar product form result for the asymmetric problem by using a generalization of the compensation procedure. Furthermore, it is shown that the product form representation leads to a numerically efficient algorithm. Essentially, the method exploits the convergence properties of the series of product forms. Because of the fast convergence an efficient method is obtained with upper and lower bounds for the exact solution. For states further away from the origin the convergence is faster. This aspect is also exploited in the paper.
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1. Introduction

Consider a queueing system consisting of two parallel servers with different service rates. Jobs arrive according to a Poisson stream and generate an exponentially distributed workload. On arrival a job joins the shortest queue and in case both queues have equal lengths, he joins the first queue with probability $1 - q$ and the second one with probability $q$, where $q$ is an arbitrary number between 0 and 1. This problem is known as the asymmetric shortest queue problem.
that is, the asymmetric variant of the symmetric problem with identical servers and routing probability \( q = \frac{1}{2} \). Haight [18] originally introduced the problem. Kingman [22] and Flatto and McKean [10] treated the symmetric problem by using a generating function analysis. They showed that the generating function for the equilibrium distribution of the lengths of the two queues is a meromorphic function. Then by the decomposition of the generating function into partial fractions, it follows that the equilibrium probabilities can be represented by an infinite sum of product form solutions. However, the decomposition leads to cumbersome formulae for the equilibrium probabilities and the method does not seem to be generalizable to the asymmetric problem. Cohen and Boxma [7] and Fayolle and Iasnogorodski [9,21] studied the asymmetric shortest queue problem and showed that the analysis of the asymmetric shortest queue problem can be reduced to a simultaneous boundary value problem in two unknowns. The resulting boundary value problem however, is not of a standard type and further research remains to be done here. Knessl, Matkowsky, Schuss and Tier [23] obtained asymptotic expressions of the stationary queue length distribution for the asymmetric shortest queue problem. So far, these are the only analytic results for the asymmetric problem available in the literature.

In a previous paper [4] we showed for the symmetric shortest queue problem that the equilibrium distribution of the lengths of the two queues can be found in an elementary way directly from the equilibrium equations. The key idea is a compensation procedure: the queue length distribution can be represented by an infinite sum of product form solutions, which is generated term by term, such that each term compensates for the error, introduced by its preceding term, on one of the boundaries of the state space. In [3] we showed that this compensation procedure can be easily extended to the "simple" asymmetric shortest queue problem. By "simple" we mean a system with identical servers and routing probability \( q \neq \frac{1}{2} \). The purpose of the present paper is to generalize the compensation procedure to the "hard" asymmetric problem in which the service rates are different as well. This generalization is not straightforward. For the symmetric problem we had to construct a solution of the equilibrium equations on essentially one half of the state space. For the asymmetric problem we distinguish between two different, but coupled regions and the basic problem for the construction of the solutions on both regions, is how to compensate for the errors introduced by both solutions on the common boundary of the two regions. Only for the simple asymmetric case this problem can be solved easily, since in that case the equilibrium equations in the interior of these two regions are still a mirror image of each other. Due to the coupling between the two regions, Cohen and Boxma [7] obtain in their study a simultaneous boundary value problem.

The main result is, also for the hard asymmetric problem, that the equilibrium distribution of the lengths of both queues can in each region be exactly represented by an infinite sum of product form solutions. Because of the interaction of the solutions on both regions, this sum does not have a linear structure as in the symmetric case, but a binary tree structure. The
compensation procedure yields recursion relations for the successive terms in the infinite sum. The terms decrease exponentially fast. Typically is that on one hand the analysis is rather complicated, whereas on the other hand the final results are simple and can be easily used for numerical computations. Also, the product form expressions for the equilibrium probabilities easily lead to similar expressions for the moments of the sojourn time. The compensation approach bears flexibility towards small modifications in the model. It is shown that the compensation approach can be extended to the threshold shortest queue problem and to the shortest queue problem for parallel multi server queues.

Most numerical studies of the shortest queue problem deal with the evaluation of approximating models, constructed by truncating appropriate state variables. On the symmetric problem, we mention that Gertsbakh [14] treated a modified shortest queue problem by limiting the difference between the lengths of both queues and obtained a numerical solution by using the matrix-geometric approach developed by Neuts [24]. Conolly [8] discussed the finite waiting-room version of the shortest queue problem and showed that this problem can be solved efficiently, essentially by dimension reduction (see also Section 18). Halin [19] obtained bounds for the equilibrium distribution of the lengths of the two queues by applying linear programming techniques. Foschini and Salz [11] obtained heavy traffic approximations for the queue length distribution. In [4] it appeared that the exact product form representation for the queue length distribution offers an efficient computational procedure for the symmetric problem. Regarding the asymmetric problem, Grassmann [15] performed a numerical study of the steady state as well as the transient behaviour of the asymmetric system, but to restrict the state space he treated both queues as bounded. Treating one queue as bounded, Rao and Posner [25] showed that the equilibrium distribution can be expressed in a modified matrix-geometric form and they developed an efficient computational procedure. Hooghiemstra, Keane and Van de Ree [20] proposed a power series method to calculate the stationary queue length distribution for fairly general multidimensional exponential queueing systems. Although the power series method works numerically satisfactory for the shortest queue problem, see e.g. Blanc [5, 6], the theoretical foundation of this method is still incomplete. Finally, a common disadvantage of the numerical methods mentioned is that in general no error bounds can be given.

In this paper it is shown that the product form representation offers efficient and accurate numerical algorithms. Due to the recursion relations, the successive terms of the binary tree of product forms can be easily calculated and, because of the exponential convergence, few terms often suffice to obtain an accurate approximation. In addition, we provide bounds for the error of each partial tree. The bounds are obtained by bounding the subtrees below the leaves of the partial tree by positive geometrical trees. The contribution of each geometrical tree can be easily calculated. Based on these properties, an efficient numerical algorithm with tight bounds on the error of each partial tree is obtained. These algorithms apply to the exact model and
basically consist of computing a sequence of partial trees until the desired accuracy is reached. In each cycle we have to decide for which leaf of the current partial tree the immediate successors are computed. Two strategies are considered. The first strategy computes in each cycle the immediate successors of all leaves of the partial tree. The other one exploits the relative importance of the branches of the tree by computing only the immediate successors of the leaf the subtree of which has maximum weight. For highly unbalanced systems however, the series of product forms do not converge absolutely in a usually small region near the origin of the state space. A system is called highly unbalanced if one of the servers is working much faster than the other one. Therefore we propose a numerically stable recursive algorithm for solving the equilibrium equations in a bounded region near the origin of the state space. This approach can also be used if convergence of the series of product forms in states around the origin is slow compared to the convergence in states further away from the origin.

This paper is organized as follows. In Section 2 we present the equilibrium equations. In Section 3 we analyze the asymptotic behaviour of the equilibrium probabilities, essentially based on numerical experience. The subsequent three sections are devoted to the compensation method. In particular, Section 6 presents the formal definition of the compensation method. Section 7, 8 and 9 are devoted to prove that the series of product forms, which are formally defined in Section 6, converge absolutely. In Section 10 the asymptotic behaviour of the series of product forms is analyzed. Section 11 presents the main result, stating that the equilibrium probabilities can be represented by an infinite sum of product form solutions. In Section 12 and 13 series of product forms are derived for the normalizing constant and the moments of the sojourn time. Section 14 and 15 discuss the extension of the compensation approach to the threshold shortest queue problem and to the shortest queue problem for parallel multi server queues, and thereby conclude the analytical treatment. The rest of the paper approaches the product form representation from a computational point of view. In Section 16 we derive bounds for the contribution of each subtree and the next section presents the basic scheme for the computation of a product form tree. In Section 18 we propose an efficient and numerically stable algorithm for solving the equilibrium equations in a bounded region. Section 19 discusses the computation scheme, which combines the advantages of the product form representation and the efficient scheme in Section 18, and presents numerical results. An alternative strategy for the computation of product form trees is discussed in Section 20. The final section is devoted to conclusions. The Appendix includes the proof of the bounds.
2. Equilibrium Equations

For simplicity of notation the servers have service rates $\gamma_1$ and $\gamma_2$ respectively with $\gamma_1 > 0$, $\gamma_2 > 0$ and $\gamma_1 + \gamma_2 = 2$, the Poisson arrival process has a rate $2\rho$ with $0 < \rho < 1$ and on arrival each job generates an exponentially distributed workload with unit mean. $q$ is the probability that an arriving job is sent to the second queue in case both queues have equal lengths. This parallel queue system can be represented by a continuous time Markov process, with a state space $S$ consisting of the pairs $(m, n)$, $m, n = 0, 1, \ldots$ where $m$ and $n$ are the lengths of the two queues. Let $(p_{m,n})$ be the equilibrium distribution of the lengths of the two queues. For the symmetric problem, that is $\gamma_1 = \gamma_2 = 1$ and $q = \frac{1}{2}$, we have $p_{m,n} = p_{n,m}$. Hence, for this special case the analysis can be restricted to the upper triangle $m \leq n$ and in [4] we proved that the equilibrium probabilities $p_{m,n}$ can be represented by an infinite sum of product form solutions.

For the asymmetric problem we cannot restrict the analysis to the upper triangle, but we have to construct solutions on the upper triangle $m \leq n$ as well as on the lower triangle $m \geq n$. The difficulty arises from the fact that both solutions interact on the diagonal. The first purpose of this paper is to prove that these solutions can be represented by a series of product forms. For the purpose of analysis we prefer to have the coordinate axes along the boundaries of the upper and lower triangle. Therefore, we work with the coordinates $s = m$ and $t = n - m$ in the upper triangle, and with the coordinates $s = n$ and $t = m - n$ in the lower triangle. In Figure 1 we display the transition rate diagram. Set for all $s \geq 0$ and $t \geq 0$,

$$Q_{s,t} = p_{s,s+t},$$
$$q_{s,t} = p_{s+t,s}.$$

Then by definition, $Q_{s,0} = q_{s,0}$. In the sequel we use upper case letters for solutions in the upper triangle and lower case letters for solutions in the lower triangle. The equilibrium equations in the upper triangle state that,

$$Q_{s,t}(2\rho + 1) = Q_{s-1,t+1} 2\rho + Q_{s,t+1} \gamma_2 + Q_{s+1,t-1} \gamma_1 \quad \text{if } s > 0, t > 1$$

$$Q_{s,1}(2\rho + 1) = Q_{s-1,2} 2\rho + Q_{s,2} \gamma_2 + Q_{s+1,0} \gamma_1 + Q_{s,0} 2q\rho$$

$$Q_{0,t}(2\rho + \gamma_2) = Q_{0,t+1} \gamma_2 + Q_{1,t-1} \gamma_1$$

$$Q_{0,1}(2\rho + \gamma_2) = Q_{0,2} \gamma_2 + Q_{1,0} \gamma_1 + Q_{0,0} 2q\rho$$

and in the lower triangle,

$$q_{s,t}(2\rho + 1) = q_{s-1,t+1} 2\rho + q_{s,t+1} \gamma_1 + q_{s+1,t-1} \gamma_2 \quad \text{if } s > 0, t > 1$$

$$q_{s,1}(2\rho + \gamma_1) = q_{s-1,2} 2\rho + q_{s,2} \gamma_1 + q_{s+1,0} \gamma_2 + q_{s,0} 2(1-q)\rho$$

$$q_{0,t}(2\rho + \gamma_1) = q_{0,t+1} \gamma_1 + q_{1,t-1} \gamma_2$$

$$q_{0,1}(2\rho + \gamma_1) = q_{0,2} \gamma_1 + q_{1,0} \gamma_2 + q_{0,0} 2(1-q)\rho$$
The equations on the diagonal, i.e. on the line $t = 0$ state that,

$$Q_{s,0} 2(p + 1) = Q_{s-1,1} 2p + Q_{s,1} \gamma_2 + q_{s-1,1} 2p + q_{s,1} \gamma_1 \quad \text{if } s > 0 \quad (9)$$

$$Q_{0,0} 2p = Q_{0,1} \gamma_2 + q_{0,1} \gamma_1 \quad (10)$$

In the following sections we will prove that there exist parameters $\alpha_i$, $\eta_i$, and $\xi_i$, and coefficients $c_i$, $d_i$, and $e_i$ such that for all $s \geq 0$ and $t \geq 1$,

$$Q_{s,t} = \sum_{i=0}^{\infty} c_i \alpha_i^s \eta_i^t ,$$

$$q_{s,t} = \sum_{i=0}^{\infty} d_i \alpha_i^s \xi_i^t ,$$

and for all $s \geq 0$,

$$Q_{s,0} = q_{s,0} = \sum_{i=0}^{\infty} e_i \alpha_i^s .$$
3. The Initial Asymptotic Solution

The objective in this section is to study the structure of the equilibrium probabilities. In particular we investigate whether the equilibrium probabilities have some kind of separable structure. Obviously, the equilibrium equations do not allow a separable solution of the form \( Q_{s,t} = \alpha^t \beta^t \) and \( q_{s,t} = \alpha^t \delta^t \). However, numerical experience suggests that there exist parameters \( \alpha, \beta \) and \( \delta \) such that as \( s \to \infty \) and \( t \geq 1 \),

\[
Q_{s,t} = K \alpha^t \beta^t, \\
q_{s,t} = L \alpha^t \delta^t,
\]

and as \( s \to \infty \) and \( t = 0 \),

\[
Q_{s,0} = q_{s,0} = M \alpha^t,
\]

for some constants \( K, L \) and \( M \). Below we derive explicit expressions for the parameters \( \alpha, \beta \) and \( \delta \) and the constants \( K, L \) and \( M \). The parameter \( \alpha \) follows from a balance argument. Denote by \( A_k \) the set of states for which there are \( k \) jobs in the system and let \( A = A_{k+1} + A_{k+2} + \ldots \). Then we apply the balance principle,

\[
\text{Rate out of the set of states } A = \text{Rate into the set of states } A.
\]

Notice that it is only possible to leave set \( A \) via a state in \( A_{k+1} \) (with rate \( \gamma_1 + \gamma_2 = 2 \), except for those states for which one queue is empty). So the rate out of the set of states \( A \) equals \( P(A_{k+1})2 - Q_{0,k+1} \gamma_1 - q_{0,k+1} \gamma_2 \). Further it is only possible to enter set \( A \) via a state in \( A_k \) (with rate \( 2p \)). So the rate into set \( A \) equals \( P(A_k)2p \). Equating the rate out of and the rate into set \( A \), yields for all \( k \geq 0 \) that

\[
P(A_{k+1})2 - Q_{0,k+1} \gamma_2 - q_{0,k+1} \gamma_1 = P(A_k)2p.
\]

Combining that equality for \( k = 2N \) and \( k = 2N+1 \) and neglecting the contribution of \( Q_{0,k+1} \) and \( q_{0,k+1} \) yields that

\[
P(A_{2N+2}) = P(A_{2N}) \rho^2,
\]

valid for large \( N \). On the other hand, by the asymptotic solutions (11), we have for large \( N \) that

\[
P(A_{2N}) = C \alpha^N,
\]

for some constant \( C \), which is independent of \( N \). Then together with (12) it is suggested that

\[
\alpha = \rho^2.
\]

The solutions (11) describe the behaviour of the equilibrium probabilities away from the boundary \( s = 0 \). Hence, the solutions (11) have to satisfy the equilibrium equations in that region, that is, the equations (1), (2), (5), (6) and (9). Based on these equations, we derive expressions for the parameters \( \beta \) and \( \delta \) and the constants \( K, L \) and \( M \). First, the parameters \( \beta \) and \( \delta \) follow by
observing that the product $\alpha \beta'$ has to satisfy equation (1) and $\alpha \delta'$ has to satisfy equation (5). Inserting $\alpha \beta'$ into equation (1) and dividing both sides by the common factor $\alpha^{-1} \beta'^{-1}$ yields a quadratic equation for $\beta$. Accordingly we obtain a quadratic equation for $\delta$. This is stated in the following lemma.

**Lemma 1.**

(i) The product $\alpha \beta'$ is a solution of equation (1) if and only if $\alpha$ and $\beta$ satisfy the quadratic equation
\[ \alpha \beta (p + 1) = \beta^2 2p + \alpha \beta^2 \gamma_2 + \alpha^2 \gamma_1 . \tag{13} \]

(ii) The product $\alpha \delta'$ is a solution of equation (5) if and only if $\alpha$ and $\delta$ satisfy the quadratic equation
\[ \alpha \delta (p + 1) = \delta^2 2p + \alpha \delta^2 \gamma_1 + \alpha^2 \gamma_2. \tag{14} \]

For fixed $\alpha$ the quadratic equation (13) in $\beta$ is solved by
\[ X_\pm(\alpha) = \alpha \frac{\rho + 1 \pm \sqrt{(\rho + 1)^2 - (2p + \alpha \gamma_2) \gamma_1}}{2p + \alpha \gamma_2} \]
and for fixed $\beta$ the equation in $\alpha$ is solved by
\[ Y_\pm(\beta) = \beta \frac{2 (\rho + 1) - \beta \gamma_2 + \sqrt{(2 (p + 1) - \beta \gamma_2)^2 - 8p \gamma_1}}{2 \gamma_1} . \]

Analogously $x_\pm(\alpha)$ are defined as the roots of (14) for fixed $\alpha$ and $y_\pm(\delta)$ as the roots of (14) for fixed $\delta$. By Lemma 1(i) we obtain two roots $\beta = x_+(\rho^2) = \rho$ and $\beta = x_- (\rho^2) = \rho^2 \gamma_1/(2 + \rho \gamma_2)$ for fixed $\alpha = \rho^2$. The root $\beta = \rho$ yields the asymptotic solution $Q_{s,1} - K \rho^{2s} \rho^1$ for some $K$, which corresponds to the equilibrium distribution of two independent $M/1/M/1$ queues, each with a workload $\rho$. It is very unlikely that the equilibrium distribution of the shortest queue problem behaves asymptotically like this distribution. Therefore, the only reasonable choice is the smaller root $\beta = (p^2)/(2 + \rho \gamma_2)$. Accordingly we obtain that $\delta = x_- (p^2) = \rho^2 \gamma_2/(2 + \rho \gamma_1)$.

A relation between the constants $K$ and $M$ is found by inserting the asymptotic solutions (11) into equation (2). That leads to the equation
\[ K \alpha^2 \beta (p + 1) = K \alpha^{-1} \beta^2 (2p + \alpha \gamma_2) + M \alpha^2 (\alpha \gamma_1 + 2qp) . \]

Dividing both sides by $\alpha^{-1}$ and then inserting equation (13) yields
\[ K \alpha \gamma_1 = M (\alpha \gamma_1 + 2qp) , \]
which is the desired relation between $K$ and $M$. Accordingly, by inserting the solutions (11) into
equation (6) we obtain that

\[ L \alpha \gamma_2 = M (\alpha \gamma_2 + 2(1 - q)\rho) . \]

For these values of the parameters \( \alpha, \beta \) and \( \delta \) and the constants \( K, L \) and \( M \) the equation (9) on the boundary \( t = 0 \) is also satisfied. The results can now be summarized as follows. Let

\[
\alpha_0 = p^2, \quad \beta_1 = x_-(\alpha_0), \quad \beta_2 = x_-(\alpha_0),
\]

\[ d_1 = \frac{\alpha_0 \gamma_1 + 2q\rho}{\alpha_0 \gamma_1}, \quad d_2 = \frac{\alpha_0 \gamma_2 + 2(1 - q)\rho}{\alpha_0 \gamma_2}, \quad \epsilon_0 = 1 , \]

and set for all \( s \geq 0 \) and \( t \geq 1 ,
\]

\[ x_{s,t}^0 = d_1 \alpha_0 \beta_1^0, \]

\[ x_{s,t}^0 = d_2 \alpha_0 \beta_2^0, \]

and for all \( s \geq 0 \) and \( t = 0 ,
\]

\[ x_{s,0}^0 = x_{s,0}^0 = \epsilon_0 \alpha_0 . \]

Then we empirically find as \( s \to \infty \) and \( t \to 0 \) that

\[ Q_{s,t} - M X_{s,t}^0 , \]

\[ q_{s,t} - M x_{s,t}^0 , \]

for some constant \( M \). The asymptotic solutions \( X_{s,t}^0 \) and \( x_{s,t}^0 \) satisfy all equilibrium equations, except the equations on the boundary \( s = 0 \). Therefore, these asymptotic solutions do not describe the behaviour of the equilibrium probabilities near the boundary \( s = 0 \). In the next section we show how these initial asymptotic solutions can be improved by adding terms to compensate for the error on the boundary \( s = 0 \).

4. Compensation on the Boundary \( s = 0 \)

To find a proper compensation of the initial asymptotic solution \( X_{s,t}^0 \) on the boundary \( s = 0 \), we form the linear combination \( X_{s,t}^0 + d_1 c_1 \alpha \beta' \). We try to choose \( c_1, \alpha \) and \( \beta \) such that this linear combination satisfies the equations (3) and (1). Inserting this linear combination into equation (3) and dividing both sides by \( d_1 \), yields for all \( t > 1 \) that

\[ (\beta_1' + c_1 \beta') (2p + \gamma_2) = (\beta_1'^{s+1} + c_1 \beta'^{s+1}) \gamma_2 + (\alpha_0 \beta_1'^{-1} + c_1 \alpha \beta'^{-1}) \gamma_1. \]

Since this must hold for all \( t > 1 \), we set \( \beta = \beta_1 \). We require that \( \alpha \beta_1' \) satisfies equation (1), so by linearity, \( X_{s,t}^0 + d_1 c_1 \alpha \beta_1' \) satisfies (1). By Lemma 1(i), the term \( \alpha \beta_1' \) satisfies equation (1) for \( \alpha = Y_+ (\beta_1) (= \alpha_0) \) and \( \alpha = Y_- (\beta_1) \). Hence, we set \( \alpha = \alpha_1 = Y_- (\beta_1) \). Dividing the above equation by the common factor \( \beta_1'^{-1} \) yields a single equation for \( c_1 \). Hence, we can choose \( c_1 \)
such that the equations on the boundary \( s = 0 \) are satisfied. Accordingly we compensate for the error of \( x^s_{2,t} \) on the boundary \( s = 0 \). In general the result can be stated as

**Lemma 2.**

(i) Let for all \( s \geq 0 \) and \( t \geq 1 \),

\[
Z_{s,t} = k_1 Y_+^s (\beta) \beta^t + k_2 Y_-^s (\beta) \beta^t .
\]

Then \( Z_{s,t} \) satisfies the equations (1) and (3) if \( k_1 \) and \( k_2 \) satisfy

\[
k_2 = -\frac{Y_-(\beta) - \beta}{Y_+^s (\beta) - \beta} \]

(ii) Let for all \( s \geq 0 \) and \( t \geq 1 \),

\[
z_{s,t} = k_1 Y_+^s (\beta) \beta^t + k_2 Y_-^s (\beta) \beta^t .
\]

Then \( z_{s,t} \) satisfies the equations (5) and (7) if \( k_1 \) and \( k_2 \) satisfy

\[
k_2 = -\frac{Y_-(\beta) - \beta}{Y_+^s (\beta) - \beta} \]

**Proof.**

We prove part (i). The proof of (ii) is similar. By Lemma 1(i) the terms \( Y_+^s (\beta) \beta^t \) and \( Y_-^s (\beta) \beta^t \) satisfy equation (1). Since equation (1) is linear, any linear combination also satisfies (1). Inserting \( Z_{s,t} \) into (3) and dividing by the common term \( \beta^{t-1} \) leads to

\[
(k_1 + k_2) \beta^t \gamma_2 = (k_1 + k_2) \beta^{t+1} \gamma_1 + k_1 \beta^{t+1} \gamma_1 + k_2 \beta^{t+1} \gamma_1,
\]

which can be rewritten as

\[
k_2 = \frac{\beta (2p + \gamma_2) - \beta^2 \gamma_2 - Y_+(\beta) \gamma_1}{\beta (2p + \gamma_2) - \beta^2 \gamma_2 - Y_-(\beta) \gamma_1} k_1 .
\]

Since \( Y_-(\beta) \) and \( Y_+^s (\beta) \) are the roots of (13),

\[
Y_-(\beta) \gamma_1 + Y_+ (\beta) \gamma_1 = 1.2(\beta + 1) - \beta^2 \gamma_2 .
\]

Substituting that equality into (16) yields relation (15).

Set for all \( s \geq 0 \) and \( t \geq 1 \),

\[
x^1_{s,t} = x^0_{s,t} + d_1 c_1 \alpha^1 \beta^t ,
\]

\[
x^2_{s,t} = x^0_{s,t} + d_2 c_2 \alpha^2 \beta^t ,
\]

and for all \( s \geq 0 \) and \( t = 0 \),
The term \( d_2 c_2 \alpha_1^2 \beta_1 \) is added to \( x_{s,t}^0 \) to compensate for the error of \( x_{s,t}^0 \) on the boundary \( s = 0 \). Here \( \alpha_2 = y_-(\beta_2) \). The proper coefficients follow from Lemma 2. Numerical experience suggests that \( x_{s,t}^1 \) and \( x_{s,t}^0 \) also describe the behaviour of the equilibrium probabilities near the boundary \( s = 0 \). Therefore we empirically find as \( s + t \to \infty \) that,

\[
Q_{s,t} - M x_{s,t}^1 , \quad q_{s,t} - M x_{s,t}^1 ,
\]

for some constant \( M \). In Section 10 we rigorously prove that asymptotic result. We added extra terms to the initial solutions \( x_{s,t}^0 \) and \( x_{s,t}^0 \) to compensate for the error on the boundary \( s = 0 \). On the other hand we introduced new errors on the boundaries \( t = 0 \) and \( t = 1 \), since the extra compensation terms violate the equations (2), (6) and (9). In the next section we show how to compensate for these errors.

5. Compensation on the Boundaries \( t = 0 \) and \( t = 1 \)

To compensate for the error introduced by \( c_1 \alpha_1^3 \beta_1^* \) in \( x_{s,t}^1 \) on the boundaries \( t = 0 \) and \( t = 1 \), we add the compensation term \( d_3 \alpha_1^3 \beta^* \) to \( x_{s,t}^1 \), the term \( e_1 \alpha_1^3 \) to \( X_{s,t}^1 \) and \( d_4 \alpha_1^3 \delta^* \) to \( x_{s,t}^1 \). The compensation terms all have the same \( \alpha \)-factor as the error term \( d_1 c_1 \alpha_1^3 \beta_1^* \). That follows from the requirement that the equations (2), (6) and (9) on the boundaries \( t = 0 \) and \( t = 1 \) must be satisfied for all \( s > 0 \). Compare the compensation on the boundaries \( s = 0 \), where the compensation term has the same \( \beta \)-factor as the error term. It explains why we cannot simultaneously compensate for the errors introduced by \( d_1 c_1 \alpha_1^3 \beta_1^* \) in \( x_{s,t}^1 \) and \( d_2 c_2 \alpha_2^3 \beta_2^* \) in \( x_{s,t}^1 \), for these error terms have a different \( \alpha \)-factor. We require that the compensation term \( d_3 \alpha_1^3 \beta^* \) satisfies equation (1) and \( d_4 \alpha_1^3 \delta^* \) satisfies equation (5), so by linearity, \( x_{s,t}^1 + d_3 \alpha_1^3 \beta^* \) satisfies (1) and \( x_{s,t}^1 + d_4 \alpha_1^3 \delta^* \) satisfies (5). By Lemma 1(i), the term \( d_3 \alpha_1^3 \beta^* \) satisfies equation (1) for \( \beta = X_+ (\alpha_1) = \beta_1 \) and \( \beta = X_- (\alpha_1) \). Hence, we set \( \beta = \beta_3 = X_- (\alpha_1) \). Accordingly, we set \( \delta = X_+ (\alpha_1) \). Here we take the smaller root, since the compensation term \( \alpha_1^3 \delta^* \) must be as small as possible. Inserting the error term together with the compensation terms into the equations (2), (6) and (9) and then dividing these equations by the common factor \( \alpha_1^{-1} \), yields three equations for the coefficients \( d_3, e_1 \) and \( d_4 \). Hence, we can choose these coefficients such that the equations on the boundaries \( t = 0 \) and \( t = 1 \) are satisfied. Accordingly we can compensate for the error introduced by \( d_2 c_2 \alpha_2^3 \beta_2^* \) in \( x_{s,t}^1 \). In general, the result can be stated as
Lemma 3.

(i) Let for all \(s \geq 0\) and \(t \geq 1\),
\[
Z_{s,t} = k_1 \alpha^2 X_+^t(\alpha) + k_2 \alpha^2 X_-^t(\alpha),
\]
\[
z_{s,t} = k_3 \alpha^2 x_+^t(\alpha),
\]
and for all \(s \geq 0\),
\[
Z_{s,0} = z_{s,0} = k_4 \alpha^2.
\]

Then \(Z_{s,t}\) and \(z_{s,t}\) satisfy the equations (1), (2), (5), (6) and (9) if \(k_1, k_2, k_3\) and \(k_4\) satisfy
\[
k_2 = \frac{-\frac{\alpha \gamma_1 + 2q\rho}{X_-(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q)\rho}{x_+(\alpha)}}{-2(\rho + 1)} k_1,
\]
\[
k_3 = \frac{-\gamma_1 (\alpha \gamma_1 + 2(1-q)\rho) \left[ \frac{1}{X_-(\alpha)} - \frac{1}{x_+(\alpha)} \right]}{\gamma_2 \left[ \frac{\alpha \gamma_1 + 2q\rho}{X_+(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q)\rho}{x_+(\alpha)} \right] - 2(\rho + 1)} k_1,
\]
\[
k_4 = (k_1 + k_2) \frac{\alpha \gamma_1}{\alpha \gamma_1 + 2q\rho} = k_3 \frac{\alpha \gamma_2}{\alpha \gamma_2 + 2(1-q)\rho}.
\]

(ii) Let for all \(s \geq 0\) and \(t \geq 1\),
\[
z_{s,t} = k_1 \alpha^2 x_+^t(\alpha) + k_2 \alpha^2 x_-^t(\alpha),
\]
\[
Z_{s,t} = k_3 \alpha^2 X_-^t(\alpha)
\]
and for all \(s \geq 0\),
\[
z_{s,0} = Z_{s,0} = k_4 \alpha^2.
\]

Then \(z_{s,t}\) and \(Z_{s,t}\) satisfy the equations (1), (2), (5), (6) and (9) if \(k_1, k_2, k_3\) and \(k_4\) satisfy
\[
k_2 = \frac{-\frac{\alpha \gamma_1 + 2q\rho}{X_+(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q)\rho}{x_-(\alpha)}}{-2(\rho + 1)} k_1.
\]
\[
k_3 = \frac{-\gamma_2 (\alpha \gamma_1 + 2q\rho) \left[ \frac{1}{X_-(\alpha)} - \frac{1}{x_+(\alpha)} \right]}{\gamma_1 \left[ \frac{\alpha \gamma_1 + 2q\rho}{X_+(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q)\rho}{x_+(\alpha)} \right] - 2(\rho + 1)} k_1,
\]
\[ k_4 = (k_1 + k_2) \frac{\alpha \gamma_2}{\alpha \gamma_2 + 2(1-q)p} = k_3 \frac{\alpha \gamma_1}{\alpha \gamma_1 + 2qp}. \]

Proof.

We prove part (i). The proof of (ii) is similar. By Lemma 1(i) both \( \alpha^\alpha X'_+(\alpha) \) and \( \alpha^\alpha X'_-(\alpha) \) satisfy equation (1). Since equation (1) is linear, \( Z_{s,t} \) also satisfies (1). Accordingly, \( z_{s,t} \) satisfies equation (5). Inserting \( Z_{s,t} \) into equation (2) and dividing both sides by the common factor \( \alpha^{\alpha-1} \) yields that

\[
[k_1 \alpha X'_+(\alpha) + k_2\alpha X'_-(\alpha)] 2(p + 1) = [k_1 X'_+^2(\alpha) + k_2 X'_-^2(\alpha)] (2p + \alpha \gamma_2) + k_4 (\alpha^2 \gamma_1 + \alpha 2qp). 
\]

By inserting the quadratic equation (13) this reduces to

\[
(k_1 + k_2) \alpha \gamma_1 = k_4 (\alpha \gamma_1 + 2q p). \tag{20}
\]

Accordingly, inserting \( z_{s,t} \) into equation (6) leads to

\[
k_3 \alpha \gamma_2 = k_4 (\alpha \gamma_2 + 2(1-q)p). \tag{21}
\]

The equalities (20) and (21) prove (19), and combining these equalities gives

\[
k_3 \gamma_2 (\alpha \gamma_1 + 2qp) = (k_1 + k_2) \gamma_1 (\alpha \gamma_2 + 2(1-q)p). \tag{22}
\]

Inserting \( Z_{s,t} \) and \( z_{s,t} \) into equation (9) and dividing both sides by \( \alpha^{\alpha-1} \) yields

\[
k_4 \alpha 2(p + 1) = [k_1 X'_+(\alpha) + k_2 X'_-(\alpha)] (2p + \alpha \gamma_2) + k_3 X'_-(\alpha) (2p + \alpha \gamma_1). \tag{23}
\]

Since \( X'_+(\alpha) \) and \( X'_-(\alpha) \) are the roots of the quadratic equation (13),

\[ X'_+(\alpha) X'_-(\alpha) (2p + \alpha \gamma_2) = \alpha^2 \gamma_1, \]

so we have that

\[
X'_+(\alpha) = \frac{\alpha^2 \gamma_1}{X'_-(\alpha) (2p + \alpha \gamma_2)}, \quad X'_-(\alpha) = \frac{\alpha^2 \gamma_1}{X'_+(\alpha) (2p + \alpha \gamma_2)}.
\]

Accordingly,

\[
x'_-(\alpha) = \frac{\alpha^2 \gamma_2}{x'_+(\alpha) (2p + \alpha \gamma_1)}.
\]
Inserting these equalities into (23) and eliminating \( k_3 \) and \( k_4 \) by inserting (20) and (22) leads to the desired relation (17). Relation (18) follows by inserting (17) into (22).

Set for all \( s \geq 0 \) and \( t \geq 1 \),
\[
    x^1_{2,t} = x^1_1 + d_3 \alpha_1^{(1)} \beta_1^{(1)} + d_5 \alpha_5^{(1)} \beta_5^{(1)},
\]
\[
    x^1_{2,t} = x^1_1 + d_4 \alpha_1^{(1)} \beta_1^{(1)} + d_6 \alpha_5^{(1)} \beta_5^{(1)},
\]
and for all \( s \geq 0 \) and \( t = 0 \),
\[
    x^1_{2,0} = x^1_{1,0} + e_1 \alpha_1^{(1)} + e_2 \alpha_2^{(1)}.
\]
The terms \( d_5 \alpha_5^{(1)} \beta_5^{(1)} \), \( d_6 \alpha_5^{(1)} \beta_6^{(1)} \) and \( e_2 \alpha_2^{(1)} \) are added to compensate for the error introduced by \( d_2 c_2 \alpha_2^{(1)} \beta_2^{(1)} \) in \( x^1_{2,1} \). Here \( \beta_5 = x_\infty (\alpha_2) \) and \( \beta_6 = x_\infty (\alpha_2) \). The proper coefficients follow from Lemma 3. We compensated for the errors on the boundaries \( t = 0 \) and \( t = 1 \), but we introduced new errors on the boundary \( s = 0 \), since the extra compensation terms \( d_3 \alpha_1^{(1)} \beta_1^{(1)} \) and \( d_5 \alpha_5^{(1)} \beta_5^{(1)} \) in the upper triangle violate equation (3) and the extra compensation terms in the lower triangle violate equation (7). But it is clear how to continue this compensation procedure: it consists of adding on terms so as to compensate alternately for the error on the boundary \( s = 0 \) according to Lemma 2, and for the error on the boundaries \( t = 0 \) and \( t = 1 \) according to Lemma 3. Then a sequence of asymptotic solutions \( X^1_{s,t} \) and \( x^1_{s,t} \), \( k = 0, 1, 2, ... \), is generated, where \( X^1_{s,t} \) and \( x^1_{s,t} \) are the solutions after \( k \) compensation steps. Because of the compensation on the boundaries \( t = 0 \) and \( t = 1 \), the solutions \( X^1_{s,t} \) and \( x^1_{s,t} \) grow as a binary tree of compensation terms as \( k \to \infty \). The problem is to prove that the sequence of \( X^1_{s,t} \) and \( x^1_{s,t} \) converges. Before treating the convergence, we formally define the final solutions \( X_{s,t} = \lim_{k \to \infty} X^k_{s,t} \) and \( x_{s,t} = \lim_{k \to \infty} x^k_{s,t} \).

6. Formal Definition of the Compensation Procedure

The final solutions \( X_{s,t} \) and \( x_{s,t} \) consist of an infinite linear combination of solutions of the form \( \alpha^i \beta^j \). We first define the parameters \( \alpha_i \) and \( \beta_i \), and then the coefficients for the infinite linear combinations. The parameters \( \alpha_i \) and \( \beta_i \) can be represented in a tree as depicted in Figure 2. That tree will be called the parameter tree. In Figure 2 the \( \alpha \)'s and \( \beta \)'s are numbered from the root and from left to right. Actually, the numbering of the \( \alpha \)'s and \( \beta \)'s is irrelevant: we only use that the \( \alpha \)-root has index 0 and that the other \( \alpha \)'s have the same index as their \( \beta \)-parent. For specifying the recursion relations to generate the tree, we need the following notation.

\[
    \beta_{l(i)} = \text{the left descendant of } \alpha_i,
\]
\[
    \beta_{r(i)} = \text{the right descendant of } \alpha_i,
\]
\[
    \alpha_p(i) = \text{the } \alpha \text{-parent of } \beta_i.
\]
Figure 2: The parameter tree of numbers $\alpha_i$ and $\beta_i$.

Further define $L$ as the set of indices $i$ of $\beta_i$'s which are a left descendant and $R$ as the set of indices $i$ of $\beta_i$'s which are a right descendant, that is,

$$L = \{ l(i), i = 0, 1, 2, \ldots \},$$

$$R = \{ r(i), i = 0, 1, 2, \ldots \}.$$

The numbers $\alpha_i$ and $\beta_i$ are defined as roots of the quadratic equations in the upper and lower triangle. For the roots of these quadratic equations, it is easy to prove that for all $0 < \alpha \leq p^2$ (see also Lemma 4 in Section 8),

$$x_+(\alpha) > \alpha > x_-(\alpha) > 0,$$

$$\gamma_+(\beta) > \beta > \gamma_-(\beta) > 0,$$

and for all $0 < \beta \leq p$,

$$y_+(\beta) > \beta > y_-(\beta) > 0.$$

Initially set $\alpha_0 = p^2$. Then for all $i \geq 0$ the left descendant $\beta_{l(i)}$ of $\alpha_i$ is defined as the smaller root of equation (13) for fixed $\alpha = \alpha_i$ and the descendant $\alpha_{l(i)}$ of $\beta_{l(i)}$ as the smaller root of (13) for fixed $\beta = \beta_{l(i)}$. The right descendant $\beta_{r(i)}$ of $\alpha_i$ is defined as the smaller root of equation (14) for fixed $\alpha = \alpha_i$ and the descendant $\alpha_{r(i)}$ of $\beta_{r(i)}$ as the smaller root of (14) for fixed...
From the inequalities (24) it follows by induction that for all \( i \geq 0 \),

\[
\begin{align*}
\beta_{l(i)} &= X_-(\alpha_i), \\
\alpha_{l(i)} &= Y_-(\beta_{l(i)}), \\
\beta_{r(i)} &= x_-(\alpha_i), \\
\alpha_{r(i)} &= y_-(\beta_{r(i)}),
\end{align*}
\]

and that

\[
\begin{align*}
\alpha_i &> \beta_{l(i)} > \alpha_{r(i)} > 0, \\
\alpha_i &> \beta_{r(i)} > \alpha_{l(i)} > 0.
\end{align*}
\]

So \( \alpha_i \) and \( \beta_i \) form a decreasing positive tree. For all \( i \in L \) the pairs \( \alpha_{p(i)} \) and \( \beta_i \), as well as \( \beta_i \) and \( \alpha_i \), satisfy the quadratic equation (13). Hence, by Lemma 1(i), for all \( i \in L \) the products \( \alpha_{p(i)}^s \beta_i^1 \) and \( \alpha_i^s \beta_i^1 \) satisfy equation (1). Accordingly, for all \( i \in R \) the products \( \alpha_{p(i)}^s \beta_i^1 \) and \( \alpha_i^s \beta_i^1 \) satisfy equation (5). Since the equations (1) and (5) are linear, any linear combination of products \( \alpha_{p(i)}^s \beta_i^1 \) and \( \alpha_i^s \beta_i^1 \) with \( i \in L \) satisfies equation (1) and any linear combination of products \( \alpha_{p(i)}^s \beta_i^1 \) and \( \alpha_i^s \beta_i^1 \) with \( i \in R \) satisfies equation (5). Now form the infinite linear combinations \( X_{s,t} \) and \( x_{s,t} \), for all \( s \geq 0 \) and \( t \geq 1 \) defined as

\[
\begin{align*}
X_{s,t} &= \sum_{i \in L} d_i (\alpha_{p(i)}^s + c_i \alpha_i^s) \beta_i^1, \quad (25) \\
x_{s,t} &= \sum_{i \in R} d_i (\alpha_{p(i)}^s + c_i \alpha_i^s) \beta_i^1. \quad (26)
\end{align*}
\]

The sums (25) and (26) can be represented in a binary tree, derived from the original parameter tree. The binary tree of terms \( d_i (\alpha_{p(i)}^s + c_i \alpha_i^s) \beta_i^1, \ i \geq 1, \) will be called the compensation tree. In Figure 3 we depict the compensation tree. The left descendants \( d_i (\alpha_{p(i)}^s + c_i \alpha_i^s) \beta_i^1 \) in the compensation tree are those for which \( i \in L \). Hence, (25) is the sum of all left descendants in the compensation tree and (26) is the sum of all right descendants. In both sums (25) and (26), we formed pairs of products with a common \( \beta \)-factor, which is required for the error correction on the boundary \( s = 0 \). The coefficients \( c_i \) are generated such that the terms \( (\alpha_{p(i)}^s + c_i \alpha_i^s) \beta_i^1 \) satisfy equation (3) for all \( i \in L \) and equation (7) for all \( i \in R \). Since \( \alpha_{p(i)} = Y_+(\beta_i) \) and \( \alpha_i = Y_-(\beta_i) \) for all \( i \in L \), we obtain by Lemma 2(i) for all \( i \in L \) that,

\[
c_i = -\frac{Y_-(\beta_i) - \beta_i}{Y_+(\beta_i) - \beta_i},
\]

and accordingly, by Lemma 2(ii) for all \( i \in R \) that,

\[
c_i = -\frac{y_-(\beta_i) - \beta_i}{y_+(\beta_i) - \beta_i}.
\]
Since the equations (3) and (7) are linear, the linear combination (25) satisfies equation (3) and the linear combination (26) equation (7). The error correction on the boundaries \( t = 0 \) and \( t = 1 \) requires pairs of products with a common \( \alpha \)-factor. Therefore we rewrite the sums (25) and (26) as

\[
X_{s,t} = d_1 \beta_1 \alpha_0 + \sum_{i \in L} (d_i c_i \beta_i + d_i (\beta_i (0))) \alpha_i + \sum_{i \in R} d_i (\beta_i (0)) \alpha_i,
\]

(27)

\[
x_{s,t} = d_2 \beta_2 \alpha_0 + \sum_{i \in L} d_i (\beta_i (0)) \alpha_i + \sum_{i \in R} (d_i c_i \beta_i + d_i (\beta_i (0))) \alpha_i
\]

(28)

and define for all \( s \geq 0 \) and \( t = 0 \),

\[
X_{s,0} = x_{s,0} = \sum_{i=0}^{\infty} e_i \alpha_i^2 = e_0 \alpha_0^2 + \sum_{i \in L} e_i \alpha_i^2 + \sum_{i \in R} e_i \alpha_i^2.
\]

(29)

The coefficients \( d_i \) and \( e_i \) are generated such that \( X_{s,t} \) and \( x_{s,t} \) satisfy the equations on the boundaries \( t = 0 \) and \( t = 1 \). Initially set (cf. Section 3)

\[
d_1 = \frac{\alpha_0 \gamma_1 + 2q p}{\alpha_0 \gamma_1},
\]

\[
d_2 = \frac{\alpha_0 \gamma_2 + 2(1 - q) p}{\alpha_0 \gamma_2},
\]

\[
e_0 = 1.
\]

Then the coefficients \( d_i(0) \), \( d_r(0) \) and \( e_i \) are generated such that for all \( i \in L \) the terms \( (d_i c_i \beta_i + d_i (\beta_i (0))) \alpha_i \) and \( d_r(0) \beta_i (0) \alpha_i \) and \( e_i \alpha_i^2 \) satisfy the equations (2), (6) and (9) and for all \( i \in R \) the terms \( d_i (\beta_i (0)) \alpha_i \) and \( (d_i c_i \beta_i + d_i (\beta_i (0))) \alpha_i \) and \( e_i \alpha_i^2 \) satisfy the equations (2), (6) and (9). Since \( \beta_i (0) = X_-(\alpha_i) \), \( \beta_r (0) = x_- (\alpha_i) \) and \( \beta_i = X_+ (\alpha_i) \) for all \( i \in L \), we obtain by Lemma 3(i) for all \( i \in L \) that,
\[
d_{(i)} = -\frac{\alpha_i \gamma_1 + 2q \rho + \alpha_i \gamma_2 + 2(1-q) \rho}{X_-(\alpha_i)} \frac{\alpha_i \gamma_1 + 2q \rho + \alpha_i \gamma_2 + 2(1-q) \rho}{X_+(\alpha_i)} - 2(\rho + 1) d_i c_i ,
\]

\[
d_{r(i)} = -\frac{\gamma_1 (\alpha_i \gamma_1 + 2q \rho)}{X_-(\alpha_i)} \frac{1}{X_-(\alpha_i)} - \frac{\gamma_2 (\alpha_i \gamma_2 + 2(1-q) \rho)}{X_+(\alpha_i)} \frac{1}{X_+(\alpha_i)} - 2(\rho + 1) d_i c_i ,
\]

\[
e_i = (d_i c_i + d_{r(i)}) \frac{\alpha_i \gamma_1}{\alpha_i \gamma_1 + 2q \rho} = d_{l(i)} \frac{\alpha_i \gamma_2}{\alpha_i \gamma_2 + 2(1-q) \rho} ,
\]

and accordingly, by Lemma 3(ii) for all \( i \in R \) that,

\[
d_{l(i)} = -\frac{\gamma_2 (\alpha_i \gamma_1 + q \rho)}{X_+(\alpha_i)} \frac{\gamma_1 (\alpha_i \gamma_1 + 2q \rho)}{X_-(\alpha_i)} \frac{1}{X_-(\alpha_i)} - \frac{\gamma_2 (\alpha_i \gamma_2 + 2(1-q) \rho)}{X_+(\alpha_i)} \frac{1}{X_+(\alpha_i)} - 2(\rho + 1) d_i c_i ,
\]

\[
d_{r(i)} = -\frac{\alpha_i \gamma_1 + 2q \rho}{X_+(\alpha_i)} \frac{\alpha_i \gamma_2 + 2(1-q) \rho}{X_+(\alpha_i)} - 2(\rho + 1) d_i c_i ,
\]

\[
e_i = (d_i c_i + d_{r(i)}) \frac{\alpha_i \gamma_2}{\alpha_i \gamma_2 + 2(1-q) \rho} = d_{l(i)} \frac{\alpha_i \gamma_1}{\alpha_i \gamma_1 + 2q \rho} .
\]

Since the equations (2), (6) and (9) are linear, the linear combinations (27), (28) and (29) satisfy the equations (2), (6) and (9). This completes the formal definition of the numbers \( X_{s,t} \) and \( x_{s,t} \) for all \( s \geq 0 \) and \( t \geq 0 \).

It is obvious that the final solutions \( X_{s,t} \) and \( x_{s,t} \) formally satisfy all equations, except the equations (4), (8) and (10). To see that these equations are also satisfied, insert the series (25) into equation (4). That leads to

\[
\sum_{i \in L} \left[ (1 + c_i) \beta_i (2p + \gamma_2) - (1 + c_i) \beta_i^2 \gamma_2 \right] = X_{1,0} \gamma_1 + X_{0,0} 2q \rho .
\]

We determined \( c_i \) such that for all \( i \in L \) the terms \((\alpha_i^p c_i + c_i \alpha_i^q) \beta_i^t \gamma_2 \) satisfy equation (3), that is, for all \( t \geq 1 \),

\[
(1 + c_i) \beta_i^t (2p + \gamma_2) - (1 + c_i) \beta_i^{t+1} \gamma_2 = (\alpha_i^p c_i + c_i \alpha_i^q) \beta_i^{t-1} \gamma_1 .
\]

Dividing both sides by \( \beta_i^{t-1} \) and then inserting into (30) we obtain that
\[
\sum_{i \in L} (\alpha_{p(i)} + c_i \alpha_i) \gamma_1 = X_{1,0} \gamma_1 + X_{0,0} 2q\rho.
\] (31)

Then note that by definition for all \( s \geq 0, \)

\[
X_{s,0} = \alpha_0^s \sum_{i \in L} (d_i c_i + d_{i(i)}) \frac{\alpha_{p(i)}^{s+1} \gamma_1}{\alpha_i \gamma_1 + 2q\rho} + \sum_{i \in R} d_{i(i)} \frac{\alpha_i^{s+1} \gamma_1}{\alpha_i \gamma_1 + 2q\rho}
\]

\[
= \sum_{i \in L} d_i \left( \frac{\alpha_{p(i)}^{s+1} \gamma_1}{\alpha_{p(i)} \gamma_1 + 2q\rho} + c_i \frac{\alpha_{i}^{s+1} \gamma_1}{\alpha_i \gamma_1 + 2q\rho} \right). \tag{32}
\]

By inserting these series for \( X_{1,0} \) and \( X_{0,0} \), equation (31) reduces to an identity. It can be similarly seen that equation (8) is satisfied. The remaining equation in \((0, 0)\) is also satisfied, since summing over all other equations and then changing summations yields the desired equation.

Remark 1. (identical servers)

The analysis essentially simplifies if \( \gamma_1 = \gamma_2 \). Then the quadratic equations in the upper and lower triangle are identical. Hence, in the parameter tree all \( \alpha \)'s at the same depth and all \( \beta \)'s at the same depth are equal, so the binary tree generation of the \( \alpha \)'s and \( \beta \)'s simplifies to the generation of a sequence of \( \alpha \)'s and \( \beta \)'s, which has the structure

\[
\alpha_0 \rightarrow \beta_0 \rightarrow \alpha_1 \rightarrow \beta_1 \rightarrow \alpha_2 \rightarrow \beta_2 \rightarrow ... 
\]

As a consequence, the series for \( X_{s,t} \) and \( x_{s,t} \) have a linear structure. The problem with identical servers is worked out in detail in [4].

7. Absolute Convergence of the Product Form Trees

The compensation approach constructs the formal solutions \( X_{s,t} \) and \( x_{s,t} \) of the equilibrium equations. The next step is to prove that the series (25), (26) and (29), which define \( X_{s,t} \) and \( x_{s,t} \), converge absolutely. We need absolute convergence to guarantee (27) and (28). These series, however, do not necessarily converge absolutely for all \( s \) and \( t \), but we will prove
Theorem 1. (Absolute Convergence)

There exists an index $N$ such that:

(i) For all $s, t \geq 0$ and $s + t > N$, including $s = N$ and $t = 0$, the series (25), (26) and (29), which define the numbers $X_{s,t}$ and $x_{s,t}$, converge absolutely.

(ii) $\sum_{s \geq 0, t \geq 0, s + t > N} (|X_{s,t}| + |x_{s,t}|) < \infty$.

8. Preliminary Results for the Proof of Theorem 1

To prove that the series (25), (26) and (29) converge absolutely we need information about the asymptotic behaviour of $\alpha_i$, $\beta_i$, $c_i$ and $d_i$. Below we start to prove that $\alpha_i$ and $\beta_i$ decrease exponentially fast, for which we need the following monotonicity result.

Lemma 4.

(i) For all $0 < \alpha \leq \alpha_0 = \rho^2$,

\[
X_+ (\alpha) > \alpha > X_- (\alpha) > 0,
\]

\[
x_+ (\alpha) > \alpha > x_- (\alpha) > 0,
\]

and $X_+ (\alpha) / \alpha$ and $x_+ (\alpha) / \alpha$ are decreasing and $X_- (\alpha) / \alpha$ and $x_- (\alpha) / \alpha$ are increasing in $\alpha$.

(ii) For all $0 < \beta \leq \beta_0 = \rho$,

\[
Y_+ (\beta) > \beta > Y_- (\beta) > 0,
\]

\[
y_+ (\beta) > \beta > y_- (\beta) > 0,
\]

and $Y_+ (\beta) / \beta$ and $y_+ (\beta) / \beta$ are decreasing and $Y_- (\beta) / \beta$ and $y_- (\beta) / \beta$ are increasing in $\beta$.

Proof.

(i): We prove the results for $X_+ (\alpha)$. The proofs for $x_+ (\alpha)$ are similar. Since $\alpha \leq \alpha_0 = \rho^2$,

\[
(\rho + 1)^2 - (2\rho + \alpha \gamma_2) \gamma_1 \geq (\rho + 1)^2 - (2\rho + \rho^2 \gamma_2) \gamma_1 \geq (1 + \rho (1 - \gamma_1))^2 > 0,
\]

so the discriminant of the quadratic form (13) for fixed $\alpha$ is strictly positive and since $\alpha > 0$, this implies that $X_+ (\alpha)$ and $X_- (\alpha)$ are two distinct positive roots. Immediately from its definition, it follows that $X_+ (\alpha) / \alpha$ is decreasing. Further,
\[ \frac{X_-(\alpha)}{\alpha} = \frac{\gamma_1}{2p + \alpha \gamma_2} \quad \frac{X_+(\alpha)}{\alpha} = \frac{\gamma_1}{\rho + 1 + \sqrt{(\rho + 1)^2 - (2p + \alpha \gamma_2) \gamma_1}} \]

which is increasing in \( \alpha \). The desired inequalities follow from

\[ \frac{X_+(\alpha)}{\alpha} \geq \frac{X_+(\alpha_0)}{\alpha_0} = \frac{1}{\rho} > 1, \]
\[ \frac{X_-(\alpha)}{\alpha} \leq \frac{X_-(\alpha_0)}{\alpha_0} = \frac{\gamma_1}{2 + \rho \gamma_2} < 1. \]

**(ii):** We only prove the results for \( Y_{\pm}(\beta) \). The proofs for \( Y_{\pm}(\beta) \) are similar. Since \( \beta \leq \beta_0 = \rho \),

\[ (2p + 1 - \beta \gamma_2)^2 - 8 \rho \gamma_1 \geq (2p + 1 - \rho \gamma_2)^2 - 8 \rho \gamma_1 = (2 + \rho \gamma_1)^2 - 8 \rho \gamma_1 = (2 - \rho \gamma_1)^2 > 0, \]

so the discriminant of the quadratic form (13) for fixed \( \beta \) is strictly positive and since \( \beta > 0 \) and \( 2p + 1 - \beta \gamma_2 > 0 \), this implies that \( Y_+(\beta) \) and \( Y_-(\beta) \) are two distinct positive roots. Immediately from its definition, it follows that \( Y_+(\beta) / \beta \) is decreasing in \( \beta \). Further,

\[ \frac{Y_-(\beta)}{\beta} = \frac{2p}{\gamma_1} \frac{\beta}{Y_+(\beta)}, \]

which is increasing in \( \beta \). The desired inequalities follow from

\[ \frac{Y_+(\beta)}{\beta} \geq \frac{Y_+(\beta_0)}{\beta_0} = \frac{2}{\gamma_1} > 1, \]
\[ \frac{Y_-(\beta)}{\beta} \leq \frac{Y_-(\beta_0)}{\beta_0} = \rho < 1. \]

\[ \Box \]

**Corollary.**

*For each left branch in the parameter tree,*

\[ \alpha_0 \geq \alpha_i > \beta_{l(i)} > \alpha_{l(i)} > 0, \]

*where the decrease of \( \beta_{l(i)} \) and \( \alpha_{l(i)} \) is at least*

\[ \beta_{l(i)} \leq \frac{\gamma_1}{2 + \rho \gamma_2} \alpha_i, \quad \alpha_{l(i)} \leq \frac{2p}{2 + \rho \gamma_2} \beta_{l(i)} \]

*and similarly, for each right branch in the parameter tree,*

\[ \alpha_0 \geq \alpha_i > \beta_{r(i)} > \alpha_{r(i)} > 0, \]

*where the decrease of \( \beta_{r(i)} \) and \( \alpha_{r(i)} \) is at least*
\[ \beta_{r(0)} \leq \frac{\gamma_2}{2 + \rho \gamma_1} \alpha_i, \quad \alpha_{r(0)} \leq \frac{2 \rho}{2 + \rho \gamma_1} \beta_{r(0)}. \]

**Proof.**

The Corollary is proved by induction: we descend the parameter tree by starting in the root. Assume \(0 < \alpha_i \leq \alpha_0\), which trivially holds for \(i = 0\). Then by Lemma 4(i),

\[ 0 < \beta_{l(i)} = X_-(\alpha_i) \leq \frac{X_-(\alpha_0)}{\alpha_0} \alpha_i = \frac{\gamma_1}{2 + \rho \gamma_2} \alpha_i \]

and \( \beta_{l(i)} = X_-(\alpha_i) \leq X_-(\alpha_0) = \beta_1 \), thus by Lemma 4(ii),

\[ \alpha_{l(i)} = Y_-(\beta_{l(i)}) \leq \frac{Y_-(\beta_1)}{\beta_1} \beta_{l(i)} = \frac{2 \rho}{2 + \rho \gamma_2} \beta_{l(i)}. \]

The inequalities for \( \beta_{r(i)} \) and \( \alpha_{r(i)} \) can be proved similarly. \(\square\)

The Corollary states that \(\alpha_i\) and \(\beta_i\) decrease exponentially fast and uniformly in the depth of the parameter tree. For each step downwards in the parameter tree, \(\alpha_i\) or \(\beta_i\) decreases with respect to its predecessor at least with a rate which is the maximum of \(\gamma_1 / (2 + \rho \gamma_2), 2 \rho / (2 + \rho \gamma_2), \gamma_2 / (2 + \rho \gamma_1)\) and \(2 \rho / (2 + \rho \gamma_1)\). The asymptotic behaviour of \(\alpha_i\) and \(\beta_i\) is stated in

**Lemma 5.**

*If the depth of \(\alpha_i\) in the parameter tree tends to infinity, then*

\[ \frac{\beta_{l(i)}}{\alpha_i} \to \frac{1}{A_2}, \quad \frac{\beta_{r(i)}}{\alpha_i} \to \frac{1}{a_2} \]

*and if the depth of \(\beta_{l(i)}\) and \(\beta_{r(i)}\) tends to infinity, then*

\[ \frac{\alpha_{l(i)}}{\beta_{l(i)}} \to A_1, \quad \frac{\alpha_{r(i)}}{\beta_{r(i)}} \to a_1, \]

*where*

\[ A_1 = \frac{\rho + 1 - \sqrt{(\rho + 1)^2 - 2 \rho \gamma_1}}{\gamma_1}, \quad A_2 = \frac{\rho + 1 + \sqrt{(\rho + 1)^2 - 2 \rho \gamma_1}}{\gamma_1} \]

\[ a_1 = \frac{\rho + 1 - \sqrt{(\rho + 1)^2 - 2 \rho \gamma_2}}{\gamma_2}, \quad a_2 = \frac{\rho + 1 + \sqrt{(\rho + 1)^2 - 2 \rho \gamma_2}}{\gamma_2}. \]
Proof.

We prove the first limit. The other limits are proved similarly. Let the depth of \( \alpha_i \) in the parameter tree tend to infinity, then, by virtue of the Corollary of Lemma 4, \( \alpha_i \to 0 \), so

\[
\frac{\beta_i}{\alpha_i} = \frac{X_-(\alpha_i)}{\alpha_i} \to \frac{A_1 \gamma_1}{2p} = \frac{1}{A_2}.
\]

The asymptotic behaviour of the coefficients \( c_i \) is stated in

Lemma 6.

*For all \( i = 1, 2, ..., \) the coefficients \( c_i \) are strictly positive.*

*If the depth of \( \beta_i \) in the parameter tree tends to infinity and \( i \) runs through \( L \), then*

\[
c_i \to C,
\]

*and if \( i \) runs through \( R \), then*

\[
c_i \to c,
\]

*where*

\[
C = \frac{1 - A_1}{A_2 - 1},
\]

\[
c = \frac{1 - a_1}{a_2 - 1}.
\]

Proof.

We prove the first limit. The other one is proved similarly.

Since \( \beta_i \leq \beta_0 \), we obtain by Lemma 4 for \( i \in L \) that

\[
\frac{Y_-(\beta_i)}{\beta_i} \leq \frac{Y_-(\beta_0)}{\beta_0} = \rho < 1, \quad \frac{Y_+(\beta_i)}{\beta_i} \geq \frac{Y_+(\beta_0)}{\beta_0} = \frac{1}{\rho} > 1,
\]

which proves that \( c_i \) is strictly positive. Let the depth of \( \beta_i \) in the parameter tree tend to infinity and \( i \) run through \( L \), then by the Corollary of Lemma 4, \( \beta_i \to 0 \), so

\[
c_i = \frac{1 - \frac{Y_-(\beta_i)}{\beta_i}}{\frac{Y_+(\beta_i)}{\beta_i} - 1} \to \frac{1 - A_1}{A_2 - 1} = C.
\]
Before stating the asymptotic behaviour of $d_i$ we prove that $d_i$ is well defined, i.e., the denominator in the definition of $d_i$ does not vanish.

Lemma 7.
For $0 < \alpha \leq \alpha_0$,
\[
\frac{(\alpha \gamma_1 + 2q\rho)}{X_+(\alpha)} + \frac{(\alpha \gamma_2 + 2(1-q)\rho)}{x_+(\alpha)} - 2(\rho + 1) \alpha
\]
is monotonously decreasing.

Proof.
We show that the derivative is negative for all $0 < \alpha \leq \alpha_0$. Since
\[
\frac{d}{d\alpha} \frac{(\alpha \gamma_1 + 2q\rho)}{X_+(\alpha)} = \frac{\gamma_1 \alpha}{X_+(\alpha)} + \frac{(\alpha \gamma_1 + 2q\rho) \gamma_2}{2 \sqrt{(\rho + 1)^2 - (2\rho + \alpha \gamma_2) \gamma_1}}
\]
and using that both terms are increasing in $\alpha$, yields
\[
\frac{d}{d\alpha} \frac{(\alpha \gamma_1 + 2q\rho)}{X_+(\alpha)} \leq \frac{\gamma_1 \alpha_0}{X_+(\alpha_0)} + \frac{(\alpha_0 \gamma_1 + 2q\rho) \gamma_2}{2 \sqrt{(\rho + 1)^2 - (2\rho + \alpha_0 \gamma_2) \gamma_1}}
\]
\[
= \rho \gamma_1 + \frac{(\rho \gamma_1 + 2q) \rho \gamma_2}{2(1 + \rho (1 - \gamma_1))}
\]
\[
< \rho \gamma_1 \frac{3}{2} + q
\]
where the latter inequality follows from the fact that $\rho / (1 + \rho (1 - \gamma_1))$ is increasing in $\rho$. Similarly,
\[
\frac{d}{d\alpha} \frac{(\alpha \gamma_1 + 2q\rho)}{x_+(\alpha)} < \rho \gamma_2 \frac{3}{2} + 1 - q.
\]
Hence, the total derivative is less than
\[
\rho \gamma_1 \frac{3}{2} + q + \rho \gamma_2 \frac{3}{2} + 1 - q - 2(\rho + 1) = \rho - 1 < 0.
\]

Corollary.
For $0 < \alpha < \alpha_0$,
\[
\frac{\alpha \gamma_1 + 2q\rho}{X_+(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q)\rho}{x_+(\alpha)} - 2(\rho + 1) > 0.
\]
Proof.

Multiplying the left hand side of the above inequality by $\alpha$ and applying Lemma 7 yields

$$
\frac{\alpha \gamma_1 + 2q \rho}{X_+(\alpha)} + \frac{\alpha \gamma_2 + 2(1-q) \rho}{x_+(\alpha)} - 2(p+1) \alpha
\geq \frac{\alpha_0 \gamma_1 + 2q \rho}{X_+(\alpha_0)} + \frac{\alpha_0 \gamma_2 + 2(1-q) \rho}{x_+(\alpha_0)} - 2(p+1) \alpha_0 = 0.
$$

The Corollary implies that the denominator in the definition of $d_L(i)$ and $d_R(i)$ is positive. Together with Lemma 4 it follows that the numerator is also positive. Hence, for all $i \geq 0$,

$$
\frac{d_L(i)}{d_i} < 0, \quad \frac{d_R(i)}{d_i} < 0.
$$

The next lemma describes the asymptotic behaviour of the coefficients $d_i$.

Lemma 8.

If the depth of $\alpha_i$ in the parameter tree tends to infinity and $i$ runs through $L$, then

$$
\frac{d_L(i)}{d_i} \rightarrow -D_L, \quad \frac{d_R(i)}{d_i} \rightarrow -D_R,
$$

and if $i$ runs through $R$, then

$$
\frac{d_L(i)}{d_i} \rightarrow -d_L, \quad \frac{d_R(i)}{d_i} \rightarrow -d_R,
$$

where

$$
D_L = \frac{q A_2 + (1-q) a_1}{q A_1 + (1-q) a_1} \frac{C}{C}, \quad D_R = \frac{(1-q)(A_2 - A_1) \gamma_1}{(q A_1 + (1-q) a_1) \gamma_2} \frac{C}{C},
$$

and

$$
d_L = \frac{q (a_2 - a_1) \gamma_2}{(q A_1 + (1-q) a_1) \gamma_1} \frac{C}{C}, \quad d_R = \frac{q A_1 + (1-q) a_2}{q A_1 + (1-q) a_1} \frac{C}{C}.
$$

Proof.

We prove the first limit; the others are proved similarly. Multiplying the numerator and denominator in the definition of $d_L(i)$ for $i \in L$ by $\alpha_i$ and letting the depth of $\alpha_i$ in the parameter tree tend to infinity and $i$ run through $L$, so $\alpha_i \rightarrow 0$ by the Corollary of Lemma 4, we obtain that

$$
\frac{d_L(i)}{d_i} \rightarrow -\frac{q A_2 + (1-q) a_1}{q A_1 + (1-q) a_1} \frac{C}{C}.
$$
The lemmas 5, 6 and 8 provide the ingredients to prove that the series (25), (26) and (29) converge absolutely.

9. Proof of Theorem 1

We can now prove that the series (25), (26) and (29), which define $x_{s,t}$ and $x_{s,t}$, converge absolutely. Consider a fixed $s \geq 0$ and $t \geq 1$. Since for all $i$ the constants $\alpha_i$, $\beta_i$ and $c_i$ are positive, it follows that $x_{s,t}$ and $x_{s,t}$ converge absolutely if and only if

$$\sum_{i=1}^\infty |d_i| (\alpha_{s(i)}^x + c_i \alpha_i^x) \beta_i^x < \infty.$$ 

It will be shown below that the terms in this infinite sum converge exponentially fast. First, the ratio \( \frac{|d_i| (\alpha_{s(i)}^x + c_i \alpha_i^x) \beta_i^x}{|d_i| (\alpha_{p(i)}^x + c_i \alpha_i^x) \beta_i^x} \) is abbreviated by \( R_i(i, s, t) \) for all $i \in L$ and accordingly, \( R_i(i, s, t) \) for all $i \in R$

and accordingly,

the ratio \( \frac{|d_i| (\alpha_{s(i)}^x + c_i \alpha_i^x) \beta_i^x}{|d_i| (\alpha_{p(i)}^x + c_i \alpha_i^x) \beta_i^x} \) is abbreviated by \( R_i(i, s, t) \) for all $i \in L$ and accordingly, \( R_r(i, s, t) \) for all $i \in R$

As the depth of the term \( |d_i| (\alpha_{s(i)}^x + c_i \alpha_i^x) \beta_i^x \) in the compensation tree tends to infinity, then the depth of the numbers $\alpha_{s(i)}$, $\alpha_i$ and $\beta_i$ in the parameter tree also tends to infinity, and thus by the Lemmas 5, 6 and 8 we obtain if $i$ runs through $L$ that

\[
R_i(i, s, t) \to R_i(s, t) = D_t \left[ \frac{A_1}{A_2} \right]^{s+t},
\]

\[
R_r(i, s, t) \to R_r(s, t) = D_r \left( 1 + \frac{c (A_1 / A_2)^t}{1 + c (A_1 / A_2)^t} \right)^z \left[ \frac{A_1}{A_2} \right]^t,
\]

and if $i$ runs through $R$,

\[
r_i(i, s, t) \to r_i(s, t) = d_i \left( 1 + \frac{c (A_1 / A_2)^t}{1 + c (A_1 / A_2)^t} \right)^z \left[ \frac{a_1}{a_2} \right]^t,
\]

\[
r_r(i, s, t) \to r_r(s, t) = d_r \left[ \frac{a_1}{a_2} \right]^{s+t}.
\]

Hence, in the limit the terms behave geometrically. The problem is to formulate conditions, in terms of these limiting rates, which guarantee the convergence of the infinite sum. For this we need the notion of a positive geometrical binary tree.
Definition 1.

The numbers \( n_1, n_2, n_3, \ldots \) form a positive geometrical binary tree if

(i) the numbers \( n_i \) have a binary tree structure as depicted in Figure 4,

(ii) the initial values \( n_1 \) and \( n_2 \) are positive,

(iii) the geometrical behaviour is determined by the nonnegative matrix \( \begin{bmatrix} R_l & r_l \\ R_r & r_r \end{bmatrix} \) such that

\[
\begin{align*}
n_l(i) &= R_l n_i, & n_r(i) &= R_r n_i \quad &\text{if } n_i \text{ is a left descendant and} \\
n_l(i) &= r_l n_i, & n_r(i) &= r_r n_i \quad &\text{if } n_i \text{ is a right descendant.}
\end{align*}
\]

Figure 4: The binary tree structure of the numbers \( n_i \)

Notice that the tree of numbers \( n_1, n_2, n_3, \ldots \) is of the same structure as the compensation tree.

Let \( \sigma(A) \) denote the spectral radius of the matrix \( A \), then in particular,

\[
\sigma\left( \begin{bmatrix} R_l & r_l \\ R_r & r_r \end{bmatrix} \right) = \frac{R_l + r_r + \sqrt{(R_l - r_r)^2 + 4 R_r r_l}}{2}.
\] (33)

The next lemma provides a necessary and sufficient condition for the convergence of \( \sum_{i=1}^{\infty} n_i \).

Lemma 9.

\( \sum_{i=1}^{\infty} n_i \) converges if and only if \( \sigma\left( \begin{bmatrix} R_l & r_l \\ R_r & r_r \end{bmatrix} \right) < 1. \)
Proof.

Define for all $m \geq 0$,
\[
W_m = \text{the sum of all numbers } n_i \text{ at depth } m, \text{ which are a left descendant},
\]
\[
w_m = \text{the sum of all numbers } n_i \text{ at depth } m, \text{ which are a right descendant}.
\]

Then for all $m \geq 0$,
\[
\begin{pmatrix}
W_{m+1} \\
w_{m+1}
\end{pmatrix} =
\begin{pmatrix}
R_l & r_l \\
R_r & r_r
\end{pmatrix}
\begin{pmatrix}
W_m \\
w_m
\end{pmatrix} = \ldots =
\begin{pmatrix}
R_l & r_l \\
R_r & r_r
\end{pmatrix}^m
\begin{pmatrix}
W_1 \\
w_1
\end{pmatrix},
\tag{34}
\]
where $W_1 = n_1$ and $w_1 = n_2$. Hence
\[
\sum_{i=1}^{\infty} n_i = \sum_{m=0}^{\infty} \left( W_{m+1} + w_{m+1} \right) = (1, 1) \sum_{m=0}^{\infty} \begin{pmatrix} R_l & r_l \\ R_r & r_r \end{pmatrix}^m \begin{pmatrix} W_1 \\ w_1 \end{pmatrix}.
\]

If $\sigma < 1$, then $\left[ \begin{array}{cc} R_l & r_l \\ R_r & r_r \end{array} \right]^m$ converges exponentially fast, so $\sum_{i=1}^{\infty} n_i$ converges.

If on the other hand $\sum_{i=1}^{\infty} n_i$ converges, then, since $W_1$ and $w_1$ are positive and $\begin{pmatrix} R_l & r_l \\ R_r & r_r \end{pmatrix} \geq 0$,
\[
\left[ \begin{array}{cc} R_l & r_l \\ R_r & r_r \end{array} \right]^m \rightarrow 0 \quad \text{as } m \rightarrow \infty,
\]
which holds if and only if $\sigma < 1$.

Hence, the convergence of a positive geometrical binary tree is determined by the spectral radius of the matrix of rates. Since the tree of terms $1 d_i (\alpha_{(i)}^2 + c_i \alpha_{(i)}^2) \beta_{(i)}$ behaves asymptotically as a positive geometrical binary tree with rates
\[
\begin{pmatrix}
R_l & r_l \\
R_r & r_r
\end{pmatrix}
= \begin{pmatrix}
R_l(s, t) & r_l(s, t) \\
R_r(s, t) & r_r(s, t)
\end{pmatrix},
\]
we expect that the convergence is also determined by the spectral radius of that matrix. First, let us define

Definition 2.

For all $n \geq 0$, $\sigma(n)$ is defined by the following equation:
\[
\sigma(n) = \frac{1}{2} \left[ d_i (A_1 / A_2)^n + d_r (a_1 / a_2)^n + \right.
\]
\[
+ \sqrt{(d_i (A_1 / A_2)^n - d_r (a_1 / a_2)^n)^2 + 4 d_i (A_1 / A_2)^n (a_1 / a_2)^n} \right].
\]
From this definition we conclude that (cf. (33))

\[
\sigma \left[ \begin{array}{cc}
R_l(s, t) & r_l(s, t) \\
R_r(s, t) & r_r(s, t)
\end{array} \right] = \sigma(s+t) .
\]

Since \(a_1\) and \(A_1\) are positive and less than unity, and \(a_2\) and \(A_2\) are larger than unity, it follows that the rates \(R_l(0, n), R_r(0, n), r_l(0, n)\) and \(r_r(0, n)\) \(\downarrow 0\) as \(n \to \infty\). Hence, \(\sigma(n) \downarrow 0\) as \(n \to \infty\) and we can define

Definition 3.

The index \(N\) is the smallest index such that \(\sigma(N+1) < 1\).

Below we prove that if \(\sigma(s+t) < 1\), or equivalently \(s+t > N\), then

\[
\sum_{i=1} d_i (\alpha_p^2 + c_i \alpha_f^2) \beta_i^j
\]

converges, and otherwise, if \(\sigma(s+t) > 1\), then it diverges.

Assume that \(\sigma(s+t) < 1\). Then there exist rates \(R_r, R_l, r_l\) and \(r_r\) such that

\[
R_l > R_l(s, t), \quad r_l > r_l(s, t), \\
R_r > R_r(s, t), \quad r_r > r_r(s, t)
\]

and

\[
\sigma \left[ \begin{array}{cc}
R_l & r_l \\
R_r & r_r
\end{array} \right] < 1.
\]

Then, for all terms \(d_i (\alpha_p^2 + c_i \alpha_f^2) \beta_i^j\) sufficiently deep in the compensation tree, at depth at least \(M\) say, we obtain for all \(i \in L\) that

\[
R_l(i, s, t) < R_l, \quad R_r(i, s, t) < R_r,
\]

and for all \(i \in R\),

\[
r_l(i, s, t) < r_l, \quad r_r(i, s, t) < r_r.
\]

Notice that we use here that the ratios converge uniformly in the depth of the compensation tree. Consider the positive geometrical binary tree of numbers \(n_i\) with rates \(\left[ \begin{array}{cc}
R_l & r_l \\
R_r & r_r
\end{array} \right]\) and initial values \(n_1 = n_2 = K\), where \(K\) is sufficiently large such that for all terms \(d_i (\alpha_p^2 + c_i \alpha_f^2) \beta_i^j\) at depth less than or equal to \(M\) in the compensation tree,

\[
|d_i (\alpha_p^2 + c_i \alpha_f^2) \beta_i^j| \leq n_i.
\]

From the inequalities (35) it follows that all terms \(d_i (\alpha_p^2 + c_i \alpha_f^2) \beta_i^j\) in the compensation tree
are bounded by the numbers $n_i$. By Lemma 9, the positive geometrical tree of numbers $n_i$ is convergent, and thus

$$\sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t \leq \sum_{i=1}^{\infty} n_i < \infty.$$  

If on the other hand $\sigma(s+t) > 1$, then the tree of terms $|d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t$ can be bounded below by a divergent geometrical tree, and thus

$$\sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t = \infty.$$  

In case the spectral radius $\sigma(s+t)$ equals unity, nothing can be said in general. The series (29), which defines $X_{s,0}$, can be written in the form (32). Accordingly, it can be shown for $s$ satisfying $\sigma(s+1) < 1$, or equivalently $s+1 > N$, that the series (32) converges absolutely. This completes the proof of part (i) of Theorem 1. We conclude this section by proving part (ii) stating that

$$\sum_{s \geq 0, t \geq 0 \atop s+t > N} (|X_{s,t}| + |x_{s,t}|) < \infty.$$  

By equation (9), it follows that

$$\sum_{s > N} |X_{s,0}| \geq 0 + \sum_{s > N} (|X_{s-1,1}| + |X_{s,1}| + |x_{s-1,1}| + |x_{s,1}| \gamma_1).$$  

Hence, convergence follows once it has been established that

$$\sum_{s \geq 0, t \geq 1 \atop s+t > N} (|X_{s,t}| + |x_{s,t}|) < \infty.$$  

By (25) and (26),

$$\sum_{s \geq 0, t \geq 1 \atop s+t > N} (|X_{s,t}| + |x_{s,t}|) \leq \sum_{s \geq 0, t \geq 1 \atop s+t > N} \sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t$$

$$= \sum_{s=0}^{N-1} \sum_{t=N+1-s}^{\infty} \sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t$$

$$+ \sum_{s=N}^{\infty} \sum_{t=1}^{\infty} \sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \beta_i^t$$

$$= \sum_{s=0}^{N-1} \sum_{i=1}^{\infty} |d_i| (\alpha_p^{s(t)} + c_1 \alpha_p^t) \frac{\beta_{i+1-s}}{1 - \beta_i}$$

$$+ \sum_{i=1}^{\infty} |d_i| \left[ \frac{\alpha_p^{N(t)} + c_1 \alpha_p^t}{1 - \alpha_p(t)} \right] \frac{\beta_i}{1 - \beta_i} < \infty.$$
since the spectral radius of the matrix of limiting rates for each infinite sum equals \( \sigma(N+1) < 1 \).

**Remark 2.**

In general, the index \( N \) is small. In the special case that \( \gamma_1 = \gamma_2 \), it follows that \( A_1 = a_1 \) and \( A_2 = a_2 \), so \( \sigma(n) \) can be simplified as

\[
\sigma(n) = \frac{1 - A_1}{A_2 - 1} \left( \frac{A_1}{A_2} \right)^{n-1}.
\]

Hence, if \( \gamma_1 = \gamma_2 \), then \( \sigma(1) < 1 \) and thus \( N = 0 \). Only for highly unbalanced systems, that is, as \( \gamma_1 \to 0 \) or \( \gamma_1 \to 2 \), the index \( N \) is somewhat larger. In Table 1 we list \( N \) for fixed \( q = \frac{1}{2} \) and increasing values of \( \rho \) and \( \gamma_1 \).

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \gamma_1 )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>0.9</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0</td>
</tr>
</tbody>
</table>

*Table 1: The index \( N \) for fixed \( q = \frac{1}{2} \) and increasing values of \( \rho \) and \( \gamma_1 \)*

10. **Asymptotic Behaviour of \( X_{s,t} \) and \( x_{s,t} \)**

It can be easily seen that the constructed solutions \( X_{s,t} \) and \( x_{s,t} \) are nonnull by investigating the asymptotic behaviour of \( X_{s,t} \) and \( x_{s,t} \). Below we establish that, for \( s + t \to \infty \),

\[
X_{s,t} - X_{s,t}^1 = \sum_{i \in L \setminus \{1\}} d_i (\alpha_{p_i}^s + c_i \alpha_{q_i}^s) \beta_i^1.
\]  

(36)

\[
x_{s,t} - x_{s,t}^1.
\]

For \( s \geq 0, t \geq 1 \) and \( s + t > N \) we have that

\[
X_{s,t} - X_{s,t}^1 = \sum_{i \in L \setminus \{1\}} d_i (\alpha_{p_i}^s + c_i \alpha_{q_i}^s) \beta_i^1.
\]  

(37)
By the Corollary of Lemma 4, \( \alpha_i \) and \( \beta_i \) decrease along any path of the parameter tree. So \( \alpha_{p(i)} \) and \( \alpha_i \) in (37) are bounded by

\[
\max_{i \geq 1} \alpha_i =: A < \alpha_0 ,
\]

and \( \beta_i \) by

\[
\max_{i \in L \setminus \{1\}} \beta_i =: B < \beta_1 .
\]

Now let \( 0 \leq u \leq s \) and \( 1 \leq v \leq t \) and \( u + v = N + 1 \), then

\[
|X_{s,t} - X_{1,t}^1| \leq \sum_{i \in L \setminus \{1\}} |d_i| (\alpha_{p(i)}^u + c_i \alpha_{p(i)}^v) \beta_i^v
\]

\[
\leq A^{s-u} B^{t-v} \sum_{i \in L \setminus \{1\}} |d_i| (\alpha_{p(i)}^u + c_i \alpha_{p(i)}^v) \beta_i^v .
\]

Set

\[
M = \max_{u+v=N+1} \sum_{i \in L \setminus \{1\}} |d_i| (\alpha_{p(i)}^u + c_i \alpha_{p(i)}^v) \beta_i^v ,
\]

then we obtain for all \( s \geq 0, t \geq 1 \) and \( s + t > N \) that

\[
|X_{s,t} - X_{1,t}^1| \leq M A^{s-N} B^{t-N} ,
\]

whence, by using that \( A < \alpha_0 \) and \( B < \beta_1 \), the desired result (36) follows. The asymptotic equivalences for \( X_{s,0} \) and \( x_{s,t} \) can be established analogously. It can also be shown that the sequence of solutions \( X_{s,t}^k \) and \( x_{s,t}^k \) is an asymptotic expansion of \( X_{s,t} \) and \( x_{s,t} \) as \( s + t \to \infty \).

11. Main Result

To find the equilibrium probabilities we developed a compensation approach. The approach constructs the formal solutions \( X_{s,t} \) and \( x_{s,t} \) of the equilibrium equations by using linear combinations of product forms to satisfy the boundary conditions. The next step was to prove that the series of product forms, which define \( X_{s,t} \) and \( x_{s,t} \), converge absolutely. These series, however, do not necessarily converge for all \( s \) and \( t \), but we proved that there exists an index \( N \) such that the series for \( X_{s,t} \) and \( x_{s,t} \) converge absolutely for all \( s, t \geq 0 \) and \( s + t > N \), including for \( s = N \) and \( t = 0 \), and that for that choice of \( N \) the sum of absolute values \( |X_{s,t}| \) and \( |x_{s,t}| \) over all \( s, t \geq 0 \) and \( s + t > N \) converges. By finally investigating the asymptotic behaviour of \( X_{s,t} \) and \( x_{s,t} \) we concluded that the solutions \( X_{s,t} \) and \( x_{s,t} \) are nonnull. These results are the ingredients to prove our main result, stating that up to a normalizing constant \( X_{s,t} \) is \( Q_{s,t} \) and \( x_{s,t} \) is \( q_{s,t} \) for all \( s, t \geq 0 \) and \( s + t > N \), including \( s = N \) and \( t = 0 \).
Theorem 2. (Main Result)

For all $s, t \geq 0$ and $s + t > N$, including $s = N$ and $t = 0$,

$$Q_{s,t} = C^{-1} X_{s,t},$$
$$q_{s,t} = C^{-1} x_{s,t},$$

where $C$ is the normalizing constant.

To establish the main result, first let

$$S^{(N)} = \text{The set of states } (m, n) \text{ with } m > N \text{ or } n > N, \text{ including state } (m, n) = (N, N).$$

$S^{(N)}$ is the set, in original $(m, n)$-coordinates, on which the series for $X_{s,t}$ and $x_{s,t}$ converge absolutely. Then consider the process restricted to the set $S^{(N)}$, i.e. the visits of the process in the set $S \setminus S^{(N)}$ are not considered. For all states $(m, n), (m', n') \in S^{(N)}$, the transition rate of the $S^{(N)}$ restricted process from $(m, n)$ to $(m', n')$ is identical to the one of the unrestricted process, except for the transition rates from the states $(k, N+1)$ and $(N+1, k), 0 \leq k < N$, to state $(N, N)$. The latter transitions exclusively come from excursions of the unrestricted process in the set $S \setminus S^{(N)}$. These excursions always end with a visit at $(N, N)$. That implies that for $0 \leq k < N$ the transition rate of the $S^{(N)}$ restricted process from $(k, N+1)$ to $(N, N)$ is $\gamma_2$ and from $(N+1, k)$ to $(N, N)$ is $\gamma_1$ (see Figure 5).

![Figure 5: The transition rates to state $(N, N)$ for the $S^{(N)}$ restricted process](image)

Thus the $S^{(N)}$ restricted process is an irreducible Markov process, whose associated equilibrium equations are identical to the equations of the unrestricted process on the set $S^{(N)}$, except for the equation in $(N, N)$. Hence, $X_{s,t}$ and $x_{s,t}$ form an absolutely convergent and nonnull solution of all equations associated with the $S^{(N)}$ restricted process, even the equation in $(N, N)$, for
inserting $X_{s,t}$ and $x_{s,t}$ into the other equations on $S^{(N)}$ and then summing over these equations and changing summations yields the desired equation. Changing summations is allowed by the absolute convergence, stated in Theorem 1(ii). By a result of Foster ([12], Theorem 1), this proves that the $S^{(N)}$ restricted process is ergodic. The solutions $X_{s,t}$ and $x_{s,t}$ can be normalized to produce the equilibrium distribution $Q_{s,t}^{(N)}$ and $q_{s,t}^{(N)}$ of the $S^{(N)}$ restricted process. Since the set $S \setminus S^{(N)}$ is finite, it follows that the unrestricted process is also ergodic and the equilibrium probabilities of the unrestricted and $S^{(N)}$ restricted process are for all $s, t \geq 0$ and $s + t > N$, including $s = N$ and $t = 0$, related according to

$$Q_{s,t} = Q_{s,t}^{(N)} P(S^{(N)}),$$
$$q_{s,t} = q_{s,t}^{(N)} P(S^{(N)}),$$

where $P(S^{(N)})$ is the probability that the unrestricted process is in the set $S^{(N)}$. Since up to a normalizing constant $X_{s,t}$ is $Q_{s,t}^{(N)}$ and $x_{s,t}$ is $q_{s,t}^{(N)}$, that eventually proves Theorem 2.

12. Product Form Expression for the Normalizing Constant

The series of products for $Q_{s,t}$ and $q_{s,t}$ easily lead to series of products for the normalizing constant $C$ and the moments of the sojourn time. The normalization equation and the expressions for the moments of the sojourn time involve all probabilities $Q_{s,t}$ and $q_{s,t}$, whereas the series for $Q_{s,t}$ and $q_{s,t}$ are only valid for $s + t > N$. Therefore the normalizing constant $C$ and the moments of the sojourn time can only be partly expressed by series of products. In this section we derive a series of products for $C$ (from a balance equation, instead of the normalization equation). The next section is devoted to the moments of the sojourn time.

Let $\rho_{1(2)}$ denote the fraction of time server 1(2) is busy, then

$$\rho_1 = 1 - \sum_{t=0}^{\infty} Q_{0,t},$$
$$\rho_2 = 1 - \sum_{t=0}^{\infty} q_{0,t}.$$  (38)

Equating the number of jobs arriving per unit time and the number of jobs departing per unit time, yields

$$2\rho = \rho_1 \gamma_1 + \rho_2 \gamma_2$$

and thus by (38),

$$2(1 - \rho) = \sum_{t=0}^{\infty} Q_{0,t} + \sum_{t=0}^{\infty} q_{0,t}. $$  (39)

Define for all $s, t \geq 0$ the unnormalized quantities $\overline{Q}_{s,t}$ and $\overline{q}_{s,t}$ by
\[ \bar{Q}_{s,t} = C \, Q_{s,t} , \]  
\[ \bar{q}_{s,t} = C \, q_{s,t} . \]  

For all \( M \geq N \) we obtain by inserting definition (40) into (39) and for \( t > M \) the series (25) for \( \bar{Q}_{0,t} = X_{0,t} \) and the series (26) for \( \bar{q}_{0,t} = x_{0,t} \) that

\[
2(1-p) \, C = \sum_{t=0}^{M} \bar{Q}_{0,t} \, \gamma_1 + \sum_{t=0}^{M} \bar{q}_{0,t} \, \gamma_2 + \sum_{t=M+1}^{\infty} \sum_{i \in L} d_i (1 + c_i) \beta_i^{t} \, \gamma_1 + \sum_{t=M+1}^{\infty} \sum_{i \in R} d_i (1 + c_i) \beta_i^{t} \, \gamma_2
\]

and thus by changing summations,

\[
2(1-p) \, C = \sum_{t=0}^{M} \bar{Q}_{0,t} \, \gamma_1 + \sum_{t=0}^{M} \bar{q}_{0,t} \, \gamma_2 + \sum_{i \in L} d_i (1 + c_i) \frac{\beta_i^{M+1}}{1-\beta_i} \, \gamma_1 + \sum_{i \in R} d_i (1 + c_i) \frac{\beta_i^{M+1}}{1-\beta_i} \, \gamma_2 .
\]

13. The Sojourn Time

Below it is indicated how the mean \( S \) and the second moment \( S^{(2)} \) of the sojourn time can be partly expressed as a series of product forms. First, \( S \) and \( S^{(2)} \) satisfy

\[
S = \sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (s + 1) \left[ \frac{Q_{s,t}}{\gamma_1} + \frac{q_{s,t}}{\gamma_2} \right] + \sum_{s=0}^{\infty} (s + 1) \, Q_{s,0} \left( \frac{q}{\gamma_2} + (1 - q) / \gamma_1 \right),
\]

\[
S^{(2)} = \sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (2(s + 1) + (s + 1) \, s) \left[ \frac{Q_{s,t}}{\gamma_1^2} + \frac{q_{s,t}}{\gamma_2^2} \right] + \sum_{s=0}^{\infty} (2(s + 1) + (s + 1) \, s) \, Q_{s,0} \left( \frac{q}{\gamma_2^2} + (1 - q) / \gamma_1^2 \right).
\]

Hence, we need to evaluate series as, for instance,

\[
\sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (s + 1) \, Q_{s,t} = C^{-1} \sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (s + 1) \, \bar{Q}_{s,t} .
\]

For all \( M \geq N \) we obtain by inserting for \( s + t > M \) the series (25) for \( \bar{Q}_{s,t} = X_{s,t} \) that
\[
\sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (s+1) \bar{Q}_{s,t} = \sum_{s=0}^{M-1} \sum_{t=1}^{\infty} (s+1) \bar{Q}_{s,t} + \\
+ \sum_{s=0}^{M-1} \sum_{t=M-s+1}^{\infty} (s+1) \sum_{i \in L} d_i (\alpha_{p(i)} + c_i \alpha_t) \beta_i^t + \\
+ \sum_{s=M}^{\infty} \sum_{t=1}^{\infty} (s+1) \sum_{i \in L} d_i (\alpha_{p(i)}^2 + c_i \alpha_t) \beta_i^t.
\]

Changing summations and inserting the equality
\[
\sum_{s=M}^{\infty} (s+1) \alpha^s = \alpha^M \left( \frac{1}{(1-\alpha)^2} + \frac{M}{1-\alpha} \right),
\]
which holds for \(0 < \alpha < 1\), finally leads to
\[
\sum_{s=0}^{\infty} \sum_{t=1}^{\infty} (s+1) \bar{Q}_{s,t} = \sum_{s=0}^{M-1} \sum_{t=1}^{\infty} (s+1) \bar{Q}_{s,t} + \\
+ \sum_{s=0}^{M-1} \sum_{t=M-s+1}^{\infty} (s+1) \sum_{i \in L} d_i (\alpha_{p(i)} + c_i \alpha_t) \beta_i^{M-s+1} \left( \frac{1}{1-\beta_i} \right) + \\
+ \sum_{i \in L} d_i \left( \frac{\alpha_{p(i)}^M (1+M(1-\alpha_{p(i)}))}{(1-\alpha_{p(i)})^2} + \frac{c_i \alpha_t^M (1+M(1-\alpha_t))}{(1-\alpha_t)^2} \right) \frac{\beta_i}{1-\beta_i}.
\]

Analogously, product form expressions can be derived for the other series in the expressions for \(S\) and \(S^{(2)}\), or for other quantities of interest such as higher moments of the sojourn time.

14. Threshold Shortest Queue Problem

The compensation approach bears flexibility towards small modifications in the model. In particular, we show that the compensation approach can be used for two related and important problems. In this section we treat the threshold shortest queue problem and in the next section the shortest queue problem for parallel multi server queues.

Let us first explain what we mean by the threshold shortest queue problem. If an arriving job finds \(m\) jobs in front of the faster server and \(n\) jobs in front of the slower one, then the job joins the queue in front of the faster server if \(m < n+T\) and else the other queue. Thus arriving jobs are sent to the faster queue, unless the queue is much longer than the other one. The slower queue now functions as a dynamic overflow queue. The threshold value \(T\) can be used as a parameter to balance the utilization of both servers. Suppose that server 1 is the faster one. In Figure 6 we depict the transition rate diagram for the threshold routing problem. The difference with Figure 1 is that the diagonal in Figure 1 is translated to the right. Hence we have to construct solutions on two regions, which are of different shape. The compensation approach for
the threshold routing, however, follows the same lines as for the shortest queue routing, except that the compensation on the boundary \( s = 0 \) in the lower triangle now becomes compensation on the boundary \( s = T \). The equilibrium equations on \( s = T \) state that (cf. equation (7))

\[
q_{T,t} (2p + \gamma_1) = q_{T,t+1} \gamma_1 + q_{T+1,t-1} \gamma_2 
\]

if \( t > 1 \) \hspace{1cm} (43)

Once the equivalent of Lemma 2(ii) is established, the rest of the argument to prove the analogy of the Theorems 1 and 2 is similar. The following lemma summarizes the compensation on the boundary \( s = T \) in the lower triangle. The proof is similar to that of Lemma 2.

**Lemma 10.**

*Let for all \( s \geq T \) and \( t \geq 1 \),

\[
z_{s,t} = k_1 y_1^2 (\beta) \beta^t + k_2 y_2^2 (\beta) \beta^t .
\]

Then \( z_{s,t} \) satisfies the equations (5) and (43) if \( k_1 \) and \( k_2 \) satisfy*
15. Two Multi Server Queues

In this section we discuss the extension to parallel multi server queues. The compensation approach for multi server queues follows the same lines as for single server queues, except that the multi server equivalent for the compensation on the boundary \( s = 0 \) is required. Once the multi server equivalent of Lemma 2 is established, the rest of the argument to establish the product form representation for the equilibrium probabilities is essentially analogous. Suppose that server 1 is replaced by a multi server queue with \( M_1 \) servers and server 2 by a multi server queue with \( M_2 \) servers. The servers at the first queue work with rate \( \gamma_1 / M_1 \) and at the second queue with rate \( \gamma_2 / M_2 \). For \( s + t \geq M_2 \) equation (3) now extends to

\[
Q_{0,t}(2\rho + \gamma_2) = Q_{0,t+1} + Q_{1,t-1} \gamma_1 / M_1 .
\]  
(44)

\[
Q_{s,t}(2\rho + \gamma_2 + s\gamma_1 / M_1) = Q_{s-1,t+2} + Q_{s,t+1} + Q_{s+1,t-1} (s+1) \gamma_1 / M_1 , \quad 0 < s < M_1 - 1
\]  
(45)

\[
Q_{M_1-1,t}(2\rho + \gamma_2 + (M_1-1) \gamma_1 / M_1) = Q_{M_1-2,t+1} + Q_{M_1-1,t+1} + Q_{M_1,t-1} \gamma_1
\]  
(46)

Let \( \beta \) be positive and less than unity. Then we show how to compensate for the error of the product \( k_1 Y^s(\beta) \beta^s \) on the boundaries \( s = 0, 1, ..., M_1 - 1 \). For the purpose of analysis we rewrite the product \( k_1 Y^s(\beta) \beta^s \) as \( k_1 f_s \beta^s \), where \( f_s \) is for \( s \geq M_1 - 1 \) defined by

\[
f_s = (Y_s(\beta)) \beta^s .
\]

By Lemma 1(i) the product \( k_1 f_s \beta^s \) satisfies equation (1). Below we first show how to determine \( f_s \) for \( 0 \leq s < M_1 - 1 \) such that the equations (44) and (45) are satisfied. Next we show how to compensate for the error on the boundary \( s = M_1 - 1 \). Inserting the product \( k_1 f_s \beta^s \) into (44), (45), (46) and (1) and dividing by \( k_1 \beta^s \) yields that

\[
f_0 (2\rho + \gamma_2 (1-\beta)) = f_1 \gamma_1 / M_1 ,
\]  
(47)

\[
f_s (2\rho + \gamma_2 (1-\beta) + s\gamma_1 / M_1) = f_{s-1} + 2\rho + f_{s+1} (s+1) \gamma_1 / M_1 , \quad 0 < s < M_1 - 1
\]  
(48)

\[
f_{M_1-1} (2\rho + \gamma_2 (1-\beta) + (M_1-1) \gamma_1 / M_1) = f_{M_1-2} + 2\rho + f_{M_1} \gamma_1 ,
\]  
(49)

\[
f_s (2\rho + \gamma_2 (1-\beta) + \gamma_1) = f_{s-1} + 2\rho + f_{s+1} \gamma_1 , \quad s \geq M_1
\]  
(50)

By summing over the first \( s + 1 \) equations we reduce the equations (47) and (48) to the following equivalent set of equations,

\[
\sum_{i=0}^s f_i \gamma_2 (1-\beta) + f_s 2\rho = f_{s+1} (s+1) \gamma_1 / M_1 ,
\]  
(51)

\[0 \leq s < M_1 - 1\]
The set of equations (51) together with the boundary value \( f_{M-1} = (Y_+(\beta)/\beta)^{M-1} \) recursively define positive \( f_s \) for \( 0 \leq s < M_1 - 1 \). The product \( k_1 f_s \beta^{s+t} \) now satisfies (44) and (45). To finally satisfy equation (46) we add the product \( k_2 g_s \beta^{s+t} \). By defining for \( s \geq M_1 - 1 \),

\[ g_s = (Y_-(\beta)/\beta)^s, \]

that product satisfies (1). For \( 0 \leq s < M_1 - 1 \) the term \( g_s \) is recursively defined by the equations (51) with boundary value \( g_{M-1} = (Y_-(\beta)/\beta)^{M-1} \), so the product \( k_2 g_s \beta^{s+t} \) satisfies (44) and (45). By linearity, for any \( k_2 \) the linear combination \( k_1 f_s \beta^{s+t} + k_2 g_s \beta^{s+t} \) satisfies equation (1), (44) and (45). Inserting that linear combination into equation (46) and dividing by \( \beta^{M-1+t} \) yields the following relation for \( k_2 \),

\[ k_2 = -\frac{\sum f_{M-2} 2p + f_{M_1} Y_1 - f_{M_1-1} [2p + Y_2 (1 - \beta) + (M_1 - 1) Y_1 / M_1] g_{M-2} 2p + g_{M_1} Y_1 - g_{M_1-1} [2p + Y_2 (1 - \beta) + (M_1 - 1) Y_1 / M_1]} {f_{M_1-2} 2p + f_{M_1} Y_1 - f_{M_1-1} [2p + Y_2 (1 - \beta) + (M_1 - 1) Y_1 / M_1]} k_1. \]

(52)

If \( k_2 \) satisfies relation (52), then the linear combination \( f_s \beta^{s+t} + k_2 g_s \beta^{s+t} \) finally satisfies equation (46). It remains, however, to verify that the denominator in (52) is nonnull. Suppose to the contrary. Then \( g_s \) is a positive and convergent solution of the equations (47), (48), (49) and (50). Summing over all equations leads to

\[ \sum_{i=0}^\infty g_i Y_2 (1 - \beta) = 0, \]

which is a contradiction. The next lemma summarizes the compensation on the boundary \( s = M_1 - 1 \) in the upper triangle. An analogous result can be formulated for the compensation on the boundary \( s = M_2 - 1 \) in the lower triangle.

**Lemma 11.**

Let \( \beta \) be positive and less than unity and let for all \( s \geq 0, t \geq 1 \) and \( s + t \geq M_2 \),

\[ Z_{s,t} = k_1 f_s \beta^{s+t} + k_2 g_s \beta^{s+t}, \]

where \( f_s \) and \( g_s \) are for \( s \geq M_1 - 1 \) defined as

\[ f_s = (Y_+(\beta)/\beta)^s, \]

\[ g_s = (Y_-(\beta)/\beta)^s, \]

and for \( 0 \leq s < M_1 - 1 \) as the solution of the set of equations (51) with boundary value \( f_{M-1} = (Y_+(\beta)/\beta)^{M-1} \) and \( g_{M-1} = (Y_-(\beta)/\beta)^{M-1} \) respectively.

Then \( Z_{s,t} \) satisfies the equations (1), (44), (45) and (46) if \( k_1 \) and \( k_2 \) satisfy relation (52).
16. The Bounding Geometrical Trees

We now continue with the numerical analysis of the asymmetric shortest queue problem, in particular by closely investigating the convergence properties of the compensation tree.

The series $X_{s,t}$ and $x_{s,t}$ are obtained by a compensation approach, which is algorithmic in nature. Therefore, a natural question now is how these results are exploited for numerical purposes. In [4] it appeared that indeed the analogous results for the symmetric shortest queue offer an efficient numerical procedure with effective error bounds. The rest of the paper will be focused on the numerical application of the product form representation. It is shown that the compensation tree for $X_{s,t}$ and $x_{s,t}$ can be computed very efficiently with bounds for the error of each partial compensation tree. In Section 9 we showed that the compensation tree of terms $|d_j| (\alpha_p^x(i) + c_t \alpha_t^j) \beta_j^i$ behaves asymptotically as a positive geometrical binary tree with nonnegative rates

$$R(s, t) = \begin{bmatrix} r_l(s, t) & r_l(s, t) \\ r_r(s, t) & r_r(s, t) \end{bmatrix}.$$ 

Because of the exponential convergence, a few terms often suffice to obtain a very accurate approximation for $X_{s,t}$ and $x_{s,t}$. The question is how accurate is a partial compensation tree? Below we derive an upper bound on the contribution of the subtrees below the leaves of each partial compensation tree. That upper bound is obtained by bounding these subtrees by geometrical trees.

In the Appendix we define for all $s \geq 0$, $t \geq 1$ and all nodes $i \geq 1$ in the compensation tree of terms $|d_j| (\alpha_p^x(i) + c_t \alpha_t^j) \beta_j^i$, the nonnegative matrices

$$B(i, s, t) = \begin{bmatrix} B_l(i, s, t) & b_l(i, s, t) \\ B_r(i, s, t) & b_r(i, s, t) \end{bmatrix}$$

and prove that $B(i, s, t)$ yields a uniform bound for the rate of convergence of the terms in the subtree below $|d_j| (\alpha_p^x(i) + c_t \alpha_t^j) \beta_j^i$. That is, for all left descendants $|d_j| (\alpha_p^x(i) + c_t \alpha_t^j) \beta_j^i$ in the subtree below $|d_j| (\alpha_p^x(i) + c_t \alpha_t^j) \beta_j^i$, it holds that

$$R_l(j, s, t) \leq B_l(i, s, t), \quad R_r(j, s, t) \leq B_r(i, s, t),$$

and for all right descendants,

$$r_l(j, s, t) \leq b_l(i, s, t), \quad r_r(j, s, t) \leq b_r(i, s, t).$$

The following theorem summarizes the bounding properties of the matrices $B(i, s, t)$. That theorem is proved in the Appendix.
Theorem 3.

For all nodes $i$ in the compensation tree of terms $|d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1$, the subtree below node $i$ is bounded by the positive geometrical binary tree with the same initial values and rates $B(i, s, t)$.

Let for all $i \geq 1$, $s \geq 0$ and $t \geq 1$,

\[
W(i, s, t) = \text{the weight of all left descendants in the subtree below } |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1,
\]

\[
w(i, s, t) = \text{the weight of all right descendants in the subtree below } |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1.
\]

By Theorem 4, the weights $W(i, s, t)$ and $w(i, s, t)$ are bounded by the weight of all left, respectively all right descendants in the positive geometrical tree with the initial values $n_1 = |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1$ and $n_2 = |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1$. From relation (34), these bounds can be calculated easily. That leads to

\[
\left[\begin{array}{c} W(i, s, t) \\ w(i, s, t) \end{array}\right] \leq \sum_{m=0}^{\infty} B(i, s, t)^m \left[\begin{array}{c} |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1 \\ |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1 \end{array}\right].
\]

The upper bound is finite if and only if $\alpha(B(i, s, t)) < 1$ and in that case the upper bound can be simplified to

Theorem 4.

For all $i \geq 1$, $s \geq 0$ and $t \geq 1$,

if $\alpha(B(i, s, t)) < 1$, then

\[
\left[\begin{array}{c} W(i, s, t) \\ w(i, s, t) \end{array}\right] \leq \left[ I - B(i, s, t) \right]^{-1} \left[\begin{array}{c} |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1 \\ |d_i|(\alpha^p_{i}(0) + c_if_{i})\beta^i_1 \end{array}\right],
\]

where $I$ denotes the identity matrix.

Assume $\alpha(B(i, s, t)) < 1$ holds for all nodes $i$ in the compensation tree. Then by Theorem 4 we can give an upper bound for the error of each partial compensation tree by computing upper bounds for the weight of the subtrees below the leaves. But how do we know for sure that the condition for the spectral radii holds for all nodes? In the Appendix we prove the following monotonicity properties of the matrices $B(i, s, t)$.
Lemma 12.

(i) \( B(i,s,t) \) decreases monotonously along any path in the compensation tree for fixed \( s \) and \( t \).

(ii) \( B(i,s,t) \) decreases monotonously and exponentially fast as \( s \to \infty \) for fixed \( i \) and \( t \).

(iii) \( B(i,s,t) \) decreases monotonously and exponentially fast as \( s \to \infty \) for fixed \( i \) and \( t \).

(iv) \( B(i,s,t) \) decreases monotonously and exponentially fast as \( t \to \infty \) for fixed \( i \) and \( s \).

Since the inequality \( 0 \leq A \leq D \) implies \( \sigma(A) \leq \sigma(D) \) (see e.g. [13]), it follows by Lemma 12(i) that if \( \sigma(B(i, s, t)) < 1 \) for \( i = 1 \) and \( i = 2 \), then that inequality holds for all nodes \( i \). By Lemma 12(ii) and 12(iv) the spectral radii \( \sigma(B(1, s, t)) \) and \( \sigma(B(2, s, t)) \) decrease exponentially fast as \( s + t \to \infty \), so \( \sigma(B(1, s, t)) \) and \( \sigma(B(2, s, t)) \) are less than unity for \( s + t \) sufficiently large. Now we have all ingredients for the computation of the compensation tree.

17. The Basic Scheme for the Computation of the Compensation Tree

Below we describe the basic scheme for the computation of the series (25) and (26), which define \( X_s \) and \( x_s \) for \( s \geq 0 \) and \( t \geq 1 \), with a relative error of \( \varepsilon \). Assume that we can compute bounds right at the beginning of the compensation tree, or equivalently, that both \( \sigma(B(1, s, t)) \) and \( \sigma(B(2, s, t)) \) are less than unity. That assumption will be relaxed later on.

**Step 0. (Initialization)**

Compute

\[
\tilde{X}_{s,t} = d_1(\alpha_0 + c_1 \alpha_1^1)\beta_1^1,
\]

\[
\tilde{x}_{s,t} = d_2(\alpha_0 + c_2 \alpha_2^1)\beta_2^1,
\]

and set \( k = 1 \).

**Step 1. (Compute all terms at depth \( k+1 \) in the compensation tree and the bounds)**

Compute for each term \( d_i(\alpha_i^1 + c_i \alpha_i^2)\beta_i^1 \) at depth \( k \) in the compensation tree its immediate successors \( d_l(i)(\alpha_i^1 + c_l(i)\alpha_l^1)\beta_l^1 \) and \( d_r(i)(\alpha_i^1 + c_r(i)\alpha_r^1)\beta_r^1 \) and add them to \( \tilde{X}_{s,t} \) and \( \tilde{x}_{s,t} \) respectively.

Compute the upper bounds \( U(i, s, t) \) and \( u(i, s, t) \) for the weight of all left respectively right descendants in the subtree below \( d_l(i)(\alpha_i^1 + c_l(i)\alpha_l^1)\beta_l(i) \), excluding its initial values \( d_l(i)(\alpha_i^1 + c_l(i)\alpha_l^1)\beta_l^1(i) \) and \( d_r(i)(\alpha_i^1 + c_r(i)\alpha_r^1)\beta_r^1(i) \) (because we already added them to \( \tilde{X}_{s,t} \) and \( \tilde{x}_{s,t} \)). That is, by Theorem 4,

\[
\begin{bmatrix}
U(i, s, t) \\
u(i, s, t)
\end{bmatrix} = B(i, s, t) \left[ I - B(i, s, t) \right]^{-1} \begin{bmatrix}
d_l(i)(\alpha_i^1 + c_l(i)\alpha_l^1)\beta_l^1(i) \\
d_r(i)(\alpha_i^1 + c_r(i)\alpha_r^1)\beta_r^1(i)
\end{bmatrix}.
\]
Step 2. (Convergence)

Let \( I_k \) denote the set of indices \( i \) of terms \( d_i (\alpha_p i + c_i \alpha_i) \beta_i \), which are at depth \( k \) in the compensation tree. If

\[
\sum_{i \in I_k} U(i, s, t) \leq \varepsilon \times \left\{ \tilde{X}_{s,t} - \sum_{i \in I_k} U(i, s, t) \right\}
\]

and

\[
\sum_{i \in I_k} u(i, s, t) \leq \varepsilon \times \left\{ \tilde{X}_{s,t} - \sum_{i \in I_k} u(i, s, t) \right\},
\]

then the relative accuracy \( \varepsilon \) is attained, so stop and approximate \( X_{s,t} \) by \( \tilde{X}_{s,t} \) and \( x_{s,t} \) by \( \tilde{x}_{s,t} \); otherwise repeat Step 1 with \( k = k + 1 \).

The basic scheme computes the compensation tree with effective error bounds. The bounds are essentially based on Theorem 3. The analogy of Theorem 3 also holds for the product form tree in expression (41) for the normalizing constant.

Lemma 13.

For all nodes \( i \) in the tree of terms \( d_i (\alpha_p i + c_i \alpha_i) \beta_i \), the subtree below node \( i \) is bounded by the positive geometrical binary tree with the same initial values and rates \( B(i, s, t) \).

Proof.

By the Corollary of Lemma 4, \( \beta_{i(j)} < \beta_j < 1 \) for all \( j \geq 1 \). Hence, by Theorem 3, we obtain for all left descendants \( j \) in the subtree below node \( i \), that

\[
|d_{i(j)}| \left( \alpha_j + c_j \alpha_j \right) \frac{\beta_{i(j)}}{1 - \beta_{i(j)}} \leq \frac{\beta_{i(j)}}{1 - \beta_{i(j)}} \leq B_i(i, s, t) \left| d_{i(j)} \right| \left( \alpha_p j + c_j \alpha_j \right) \beta_{i(j)} \frac{1}{1 - \beta_j}.
\]

The other inequalities can be obtained similarly.

Accordingly, it can be shown that the analogy of Theorem 3 holds for the product form trees in the expressions for the moments of the sojourn time (cf. expression (42)). Hence, to compute the product form trees in the expression (41) for the normalizing constant and in the expressions for the moments of the sojourn time, we can use the same scheme as for the
computation of the compensation tree.

**Remark 3. (convergence test)**

In the convergence test we implicitly use that \( X_{s,t} \) and \( x_{s,t} \) are positive. In section 10 we proved that \( X_{s,t} - X_{s,t}^1 \) and \( x_{s,t} - x_{s,t}^1 \) as \( s + t \to \infty \). Hence \( X_{s,t} \) and \( x_{s,t} \) are positive for \( s + t \) sufficiently large. Since \( X_{s,t} \) and \( x_{s,t} \) are \( Q_{s,t} \) and \( q_{s,t} \) up to a normalizing constant, and therefore have constant sign, this proves that \( X_{s,t} \) and \( x_{s,t} \) are positive for all \( s + t > N \).

**Remark 4. (convergence of the bounds)**

The quality of the computation scheme depends on the rate at which the upper bound

\[
\sum_{i \in I_k} \begin{bmatrix} U(i, s, t) \\ u(i, s, t) \end{bmatrix}
\]

converges to 0 as \( k \to \infty \). It follows from Lemma 12(ii) that the rate of convergence of the upper bound is determined by the rate at which the weight

\[
\sum_{i \in \mathcal{I}_k} \begin{bmatrix} |d_l(i)|(\alpha^j_l + c_l(i)\alpha^j_l)\beta^{j_l}_l \\ |d_r(i)|(\alpha^j_r + c_r(i)\alpha^j_r)\beta^{j_r}_r \end{bmatrix}
\]

converges to 0 as \( k \to \infty \). Since the compensation tree behaves asymptotically as a geometrical tree with rates \( R(s, t) \), it can be easily shown that the rate of convergence of the weight mentioned above, and thus of the upper bound, is determined by \( \sigma(R(s, t)) = \sigma(s + t) \) (cf. the proof of Lemma 9). The spectral radius \( \sigma(s + t) \) decreases exponentially fast as \( s + t \to \infty \), and therefore the convergence of the upper bound is faster for states further away from the origin. That aspect will be exploited in Section 19.

**Remark 5. (alternative computation strategy)**

In each cycle the immediate successors of all the leaves of the partial tree are computed. Thus the number of computed terms doubles in each cycle. Fortunately, few cycles usually suffice to obtain an accurate approximation. In Section 20 we propose an alternative computation strategy in which a better use is made of the relative importance of the branches of the tree.

**Remark 6. (computation of bounds)**

The basic scheme assumes that \( \sigma(B(1, s, t)) < 1 \) and \( \sigma(B(2, s, t)) < 1 \) in order to compute bounds right at the beginning of the compensation tree. This can be relaxed to computing bounds as soon as \( \sigma(B(i, s, t)) < 1 \). If \( s + t > N \), the inequality \( \sigma(B(i, s, t)) < 1 \) holds for all nodes \( i \) sufficiently deep in the compensation tree. That follows from Lemma 12(i) and 12(ii).
and the observation that by definition \( \sigma(R(s, t)) = \sigma(s + t) < 1 \) for all \( s + t > N \).

Remark 7. (computation of \( X_{s,0} \))

The series for \( X_{s,0} \) are different from the series for \( X_{s,t} \) with \( t \geq 1 \). Therefore, the basic scheme cannot be directly applied to compute \( X_{s,0} \). Instead, \( X_{s,0} \) can be obtained from the equilibrium equations on the line \( t = 0 \), stating that
\[
X_{s,0} 2(\rho + 1) = X_{s-1,1} 2\rho + X_{s,1} \gamma_2 + X_{s-1,1} 2\rho + x_{s,1} \gamma_1, \quad \text{if } s > 0
\]
\[
X_{0,0} 2\rho = X_{0,1} \gamma_2 + x_{0,1} \gamma_1.
\]
All quantities at the right hand side can be computed by the basic scheme.

18. Solving the Equilibrium Equations in a Bounded Region

Analogously to (40) first define for all \( m \) and \( n \) the unnormalized quantities \( \bar{p}_{m,n} \) by
\[
\bar{p}_{m,n} = C \cdot p_{m,n}.
\]
For all \( M \geq N \) it holds that the quantities \( \bar{p}_{m,n} \) outside the rectangular \( \{(m, n), 0 \leq m, n \leq M\} \) can be expressed by the series of products, and therefore can be efficiently computed by the basic scheme. The quantities \( \bar{p}_{m,n} \) inside that rectangular can be solved numerically from the equilibrium equations, and are in particular required for the computation of the normalizing constant \( C \) and the moments of the sojourn time (cf. Section 12 and 13). Although the equilibrium equations inside the rectangular \( \{(m, n), 0 \leq m, n \leq M\} \) can be solved by standard means, we develop for that purpose a highly efficient and numerically stable algorithm, which is based on the special structure of the shortest queue problem.

Denote by level \( l \) the set of states \( (m, n) \) for which the longest queue has length \( l \). Then at all levels higher than \( M \geq N \), the quantities \( \bar{p}_{m,n} \) can be computed by the series of products. Below we show that at the lower levels \( \bar{p}_{m,n} \) can be solved efficiently from the equilibrium equations. Based on the special property that at any level the only flow to a higher level is via the state on the diagonal, we reduce the problem of simultaneously solving the equilibrium equations in the rectangular \( \{(m, n), 0 \leq m, n \leq M\} \) to that of recursively solving the equations at the levels \( M, M-1, ..., 1 \) and 0. The equilibrium equations at level \( M \) state that
\[
p_{0,M} (2\rho + \gamma_2) = p_{1,M} \gamma_1 + p_{0,M+1} \gamma_2,
\]
\[
p_{m,M} (2\rho + 1) = p_{m-1,M} 2\rho + p_{m+1,M} \gamma_1 + p_{m,M+1} \gamma_2,
\]
\[
p_{M-1,M} (2\rho + 1) = p_{M-2,M} 2\rho + p_{M,M} \gamma_1 + p_{M-1,M+1} \gamma_2 + p_{M-1,M-1} 2\rho p
\]
\[
p_{M,0} (2\rho + \gamma_1) = p_{M,1} \gamma_2 + p_{M+1,0} \gamma_1.
\]
The equation in $(M, M)$ is decomposed into the following two equations. Applying the balance principle "rate out of the set of states $\{(m, n), 0 \leq m, n \leq M\} = rate into that set of states" yields

$$P_{M,M} 2(p + 1) = \sum_{i=0}^{M} p_{i,M+1} \gamma_2 + \sum_{i=0}^{M} p_{M+1,i} \gamma_1 .$$

(59)

and to the set of states $\{(m, n), 0 \leq m, n \leq M\} \setminus \{(M, M)\}$,

$$P_{M-1,M} 2(p + p_{M,M-1} 2(p + p_{M,M-1} 2(p + P_{M,M} 2 + \sum_{i=0}^{M-1} p_{i,M+1} \gamma_2 + \sum_{i=0}^{M-1} p_{M+1,i} \gamma_1 .$$

(60)

$p_{M-1,M-1}$ is the only probability at a level lower than $M$, occurring in the equations (53)-(60). Eliminating $p_{M-1,M-1}$ in the equations (55) and (58), yields a set of linear equations for the probabilities at level $M$. By inserting $\bar{p}_{M,M+1}$ and $\bar{p}_{M+1,n}$ for $m, n = 0, 1, ..., M$ into that set of equations, we can solve the unknown quantities $\bar{p}_{m,n}$ at level $M$. That scheme can be repeated to compute $\bar{p}_{m,n}$ at level $M-1, M-2, ..., 1, 0$. Hence, we reduced the problem of simultaneously solving $(M+1)^2$ equations to that of recursively solving $2M+1, 2M-1, ...$ and 1 equation. The equations for the probabilities at level $M$ form a one dimensional set of inhomogeneous second order recursion relations. We prove that it can be reduced to a first order recursion relation. To formulate that result, we define the sequences $\{x_i\}$ and $\{y_i\}$.

Definition 4.

(i) The sequence $x_0, x_1, x_2, ...$ is the solution of

$$x_{i+1} = x_i 2(p + 1) - x_{i-1} 2p \gamma_1 , \quad i \geq 1$$

with initial values $x_0 = 1$ and $x_1 = 2p + \gamma_2$.

(ii) The sequence $y_0, y_1, y_2, ...$ is the solution of

$$y_{i+1} = y_i 2(p + 1) - y_{i-1} 2p \gamma_2 , \quad i \geq 1 ,$$

with initial values $y_0 = 1$ and $y_1 = 2p + \gamma_1$.

Theorem 5.

(i) For $m = M-2, M-3, ..., 0$

$$p_{m,M} x_{m+1} = p_{m+1,M} x_m \gamma_1 + \sum_{i=0}^{m} p_{i,M+1} x_i (2p)^{m-i} \gamma_2$$

(61)
and the initial value \( p_{M-1,M} \) follows from the equation

\[
p_{M-1,M} 2p(x_{M-1}y_M + x_My_{M-1}(1 - q)) =
\]

\[
p_{M,M} 2x_{M-1}(y_M - y_{M-1}y_2) + \sum_{i=0}^{M-1} p_{i,M+1} (x_iy_{M-1}(2p)^{M-i-1}(1-q)y_2 + x_My_2(1-q)y_1).
\]

(ii) For \( n = M-2, M-3, \ldots, 0 \),

\[
p_{M,n} y_{n+1} = p_{M,n+1} y_n y_2 + \sum_{i=0}^{n} p_{M+1,i} y_{i}(2p)^{M-i} y_1
\]

and the initial value \( p_{M,M-1} \) follows from the equation

\[
p_{M,M-1} 2p(y_{M-1}x_M + y_Mx_{M-1}q) =
\]

\[
p_{M,M} 2y_{M-1}(x_M - x_{M-1}y_2) + (x_M - x_{M-1}y_1)(1 - q) + \sum_{i=0}^{M-1} p_{M+1,i} (y_iy_{M-1}(2p)^{M-i} y_1 + y_Mx_1(1-q)y_1).
\]

Proof.

We prove the equations (61) for all \( m = 0, 1, ..., M-2 \) by induction.

For \( m = 0 \) the equations (61) and (53) are identical.

Assume (61) holds for \( m = n \). Multiplying (61) for \( m = n \) by \( 2p \) and (54) for \( m = n+1 \) by \( x_{n+1} \) and then adding both equations, yields equation (61) for \( m = n + 1 \).

Hence, the equations (61) hold for all \( m = 0, 1, ..., M-2 \). Multiplying (61) for \( m = M-2 \) by \( 2p \) and (55) by \( x_{M-1} \) and then adding both equations, yields for \( m = M-1 \) that

\[
p_{M-1,M} x_M = p_{M,M} x_{M-1}y_1 + \sum_{i=0}^{M-1} p_{i,M+1} x_i(2p)^{M-i} y_2 + p_{M-1,M-1} x_{M-2} q p.
\]

Similarly, we can prove equation (63) for all \( n = 0, 1, ..., M-2 \), and for \( n = M-1 \) that,

\[
p_{M,M-1} y_M = p_{M,M} y_{M-1} y_2 + \sum_{i=0}^{M-1} p_{M+1,i} y_i(2p)^{M-i} y_1 + p_{M-1,M-1} y_{M-2}(1-q)p.
\]

Eliminating the probability \( p_{M-1,M-1} \) in the equations (65) and (66) leads to

\[
p_{M-1,M} x_M y_{M-1}(1-q) - p_{M-1,M} x_M y_{M-1}y_M q = p_{M,M} x_M y_{M-1}(y_1(1-q) - y_2 q) +
\]
Together with equation (60) we have two equations for $P_{M-1,M}$ and $P_{M,M-1}$. Solving both equations yields the desired equations (62) and (64).

Based on Theorem 5, the quantities $P_{m,n}$ at level $M$ can be efficiently computed. First, $P_{M,M}$ follows from equation (59) by inserting $P_{m,M+1}$ and $P_{M+1,n}$ for $m, n = 0, 1, \ldots, M$. Then the initial values $P_{M-1,M}$ and $P_{M,M-1}$ follow from the equations (62) and (64) and $P_{M-2,M} \rightarrow P_{M-3,M} \rightarrow \ldots \rightarrow P_{0,M}$ can be successively computed by using (61) and $P_{M,M-2} \rightarrow P_{M,M-3} \rightarrow \ldots \rightarrow P_{M,0}$ by using (63). To show that the recursion in Theorem 5 is numerically stable, we need the following result.

**Lemma 14.**

For all $i, j \geq 0$

$$x_{i+j} \geq x_i (2p)^j \geq 0, \quad y_{i+j} \geq y_i (2p)^j \geq 0.$$  \hfill (67)

**Proof**

First, we prove the Lemma for fixed $j = 1$ and $i \geq 0$ by induction.

For $i = 0$ and $j = 1$, inequality (67) trivially holds.

Assume (67) holds for $i = k - 1$ and $j = 1$, then

$$x_{k+1} = x_k 2(p + 1) - x_{k-1} 2p \gamma_1 = x_k 2p + x_k 2 - x_{k-1} 2p \gamma_1$$

$$\geq x_k 2p + x_{k-1} 2p(2 - \gamma_1) \geq x_k 2p,$$

which proves (67) for $i = k$ and $j = 1$.

Now consider an arbitrary $i, j \geq 0$. Then, since Lemma 14 is already proved for $j = 1$ and $i \geq 0$,

$$x_{i+j} \geq x_{i+j-1} 2p \geq \ldots \geq x_i (2p)^j,$$

which completes the proof of the Lemma for $x$. The Lemma is proved similarly for $y$.  \hfill \Box

By Lemma 14, it follows that all coefficients in the recursion relations of Theorem 5 are nonnegative. Hence, the calculations involve only the addition and multiplication of nonnegative numbers and thus can cause no loss of significant digits. If the series of products for $P_{m,n}$ at level $M+1$ are computed with a relative accuracy of $\epsilon$, then repeated application of the recursion
in Theorem 5 yields the quantities $\bar{p}_{m,n}$ at lower levels with the same accuracy.

**Remark 8. (scaling of the recursion relations)**

By Lemma 14, the coefficients $x_i$ and $y_i$ grow exponentially fast. Therefore, it is numerically sensible to scale the recursion relations in Theorem 5. For example, relation (61) can be scaled by dividing both sides by $x_{m+1}$. The resulting recursion relation requires for $i = 0, 1, \ldots, m$ the calculation of the ratios

$$\frac{x_i(2p)^{-i}}{x_{m+1}(2p)^{-m-1}},$$

for which an explicit form can be easily derived. By Lemma 14, these ratios are bounded by unity.

**Remark 9. (alternative numerically stable solution)**

In this section we developed an efficient and numerically stable algorithm, based on the special structure of the problem. To see that it is also possible to use existing, but possibly less efficient algorithms for finding the equilibrium probabilities for finite state Markov chains, notice that up to a normalizing constant, the quantities $\bar{p}_{m,n}$ on the set $\{(m, n), 0 \leq m, n \leq M\}$ are the equilibrium probabilities of the process restricted to that set. So alternatively, $\bar{p}_{m,n}$ can be solved from the equilibrium equations of that restricted (finite state Markov) process, together with equation (59) instead of the normalization equation. For solving the equilibrium equations of finite Markov chains, numerically stable algorithms exist, see e.g. Grassmann, Tak-sar and Heyman [16]. The problem here is that of identifying the rates of the restricted process mentioned above from state $(M, M)$ to the states $(m, M)$ and $(M, n)$ for $m, n = 0, 1, \ldots, M$ which come from excursions to levels higher than $M$. The rate from $(M, M)$ to $(m, M)$, due to excursions to levels higher than $M$, is given as

$$2p \{ \text{probability that an excursion to levels higher than } M \text{ ends at } (m, M) \},$$

and the rate from $(M, M)$ to $(M, n)$ as,

$$2p \{ \text{probability that an excursion to levels higher than } M \text{ ends at } (M, n) \}.$$

The probability that an excursion, starting at $(M, M)$, eventually ends at $(m, M)$ is

$$\frac{\bar{p}_{m,M+1} \gamma_2}{\sum_{i=0}^{M} (\bar{p}_{i,M+1} \gamma_2 + \bar{p}_{M+1,i} \gamma_1)},$$

and that an excursion ends at $(M, n)$,

$$\frac{\bar{p}_{M+1,n} \gamma_1}{\sum_{i=0}^{M} (\bar{p}_{i,M+1} \gamma_2 + \bar{p}_{M+1,i} \gamma_1)}.$$
19. The Combined Computation Scheme and Numerical Examples

We now formulate the computation scheme, which combines the advantages of series of product forms with the recursive algorithm of Section 18. First we choose a level $M \geq N$. Then the unnormalized quantities $\bar{p}_{m,n}$ at levels higher than $M$ can be computed by the series of products. The quantities $\bar{p}_{m,n}$ at lower levels can be computed by repeated application of the recursion in Theorem 5. That recursion initially requires the quantities $\bar{p}_{m,n}$ at level $M+1$, which are computed by the series of products. Finally, the normalizing constant $C$ can be computed from expression (41).

The following observation is important for the choice of $M$. The number of cycles of the basic computation scheme, and thereby the size of the partial compensation tree required to approximate $\bar{p}_{m,n}$ and $\bar{p}_{n,m}$ sufficiently close, depends on the convergence of the upper bounds. It follows from Remark 4 that the rate of convergence of the upper bounds is determined by $\sigma(\max(m, n))$, which decreases exponentially fast as $\max(m, n) \to \infty$. Hence, the rate of convergence is faster for states further away from the origin. This is illustrated in Table 2. We list $\bar{p}_{0,1}, \bar{p}_{1,2}$ and $\bar{p}_{2,3}$ and the spectral radii $\sigma(1), \sigma(2)$ and $\sigma(3)$, for $\gamma_1 = 0.8$, $q = 0.7$ and increasing values of $p$. The quantities $\bar{p}_{0,1}, \bar{p}_{1,2}$ and $\bar{p}_{2,3}$ are computed with a relative accuracy of 0.1%. The number $D$ denotes the depth of the computed partial compensation tree, required to attain that accuracy.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\bar{p}_{0,1}$</th>
<th>$D$</th>
<th>$\sigma(1)$</th>
<th>$\bar{p}_{1,2}$</th>
<th>$D$</th>
<th>$\sigma(2)$</th>
<th>$\bar{p}_{2,3}$</th>
<th>$D$</th>
<th>$\sigma(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.763</td>
<td>6.856e-6</td>
<td>3</td>
<td>0.035</td>
<td>6.973e-8</td>
<td>2</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.529</td>
<td>0.001612</td>
<td>3</td>
<td>0.061</td>
<td>0.000151</td>
<td>2</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.065715</td>
<td>0.369</td>
<td>0.020288</td>
<td>3</td>
<td>0.058</td>
<td>0.005332</td>
<td>2</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.178149</td>
<td>0.262</td>
<td>0.10758</td>
<td>3</td>
<td>0.047</td>
<td>0.055716</td>
<td>2</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.377018</td>
<td>0.190</td>
<td>0.37466</td>
<td>3</td>
<td>0.035</td>
<td>0.321458</td>
<td>2</td>
<td>0.007</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Computation of $\bar{p}_{0,1}, \bar{p}_{1,2}$ and $\bar{p}_{2,3}$ by the series of product forms, together with $\sigma(1), \sigma(2), \sigma(3)$ and the depth $D$ required to attain a relative accuracy of 0.1% for $\gamma_1 = 0.8$, $q = 0.7$ and increasing values of $p$.

Table 2 shows that the spectral radius $\sigma(\max(m, n))$, and thereby the size of the computed partial tree required to approximate $\bar{p}_{m,n}$ sufficiently close, decreases fast for states $(m, n)$ further away from the origin. We conclude that it is numerically sensible to choose the index $M$ such that $\sigma(M+1)$ is sufficiently small. That choice of $M$ might be larger than $N$, but the extra numerical effort to solve the equations in the rectangular $\{(m, n), 0 \leq m, n \leq M\}$ does not
counterbalance the advantages of efficiently computing the series of product forms in states further away from the origin.

In Table 3 we list $p_{0,0}, p_{1,0}$ and $p_{0,1}$ with a relative accuracy of 0.1% for fixed $q = 0.7$ and increasing values of $\rho$ and $\gamma_1$. The number $D$ denotes the maximal depth of the computed partial trees, required to obtain all quantities $\bar{p}_{m,n}$ at level $M+1$ as well as $C$ with the desired accuracy of 0.1%. We computed all partial trees up to the same depth, so some partial trees might be more accurate than strictly necessary. The examples in Table 3 show that the equilibrium probabilities can be computed very efficiently.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\gamma_1$</th>
<th>$p_{0,0}$</th>
<th>$p_{1,0}$</th>
<th>$p_{0,1}$</th>
<th>$M$</th>
<th>$\sigma(M+1)$</th>
<th>$D$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.458891</td>
<td>0.326071</td>
<td>0.065746</td>
<td>2</td>
<td>0.077</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>0.6</td>
<td>0.65048</td>
<td>0.153709</td>
<td>0.119976</td>
<td>1</td>
<td>0.082</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.667731</td>
<td>0.10498</td>
<td>0.156919</td>
<td>1</td>
<td>0.051</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.2</td>
<td>0.053825</td>
<td>0.131667</td>
<td>0.021253</td>
<td>3</td>
<td>0.101</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>0.6</td>
<td>0.201925</td>
<td>0.162969</td>
<td>0.103235</td>
<td>1</td>
<td>0.090</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.232253</td>
<td>0.123756</td>
<td>0.152112</td>
<td>1</td>
<td>0.048</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.001841</td>
<td>0.007135</td>
<td>0.001048</td>
<td>3</td>
<td>0.069</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.030726</td>
<td>0.039101</td>
<td>0.022748</td>
<td>1</td>
<td>0.057</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.042493</td>
<td>0.035494</td>
<td>0.040494</td>
<td>1</td>
<td>0.032</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.2</td>
<td>0.000539</td>
<td>0.002222</td>
<td>0.000322</td>
<td>3</td>
<td>0.060</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>0.01381</td>
<td>0.018673</td>
<td>0.010739</td>
<td>1</td>
<td>0.052</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.020045</td>
<td>0.017774</td>
<td>0.020081</td>
<td>1</td>
<td>0.030</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Computation of $p_{0,0}, p_{1,0}$ and $p_{0,1}$, together with $\sigma(M+1)$ and the depth $D$ required to attain a relative accuracy of 0.1% for $q = 0.7$ and increasing values of $\rho$ and $\gamma_1$.

We conclude this section by illustrating the effect of the unbalance in service rates on the mean sojourn time $S$ and the coefficient of variation $cv(S)$. In Table 4 both $S$ and $cv(S)$ are computed with a relative error of 0.1%. For comparison we computed the mean $S_c$ and coefficient of variation $cv(S_c)$ of the sojourn time for a common-queue, but further identical, system. Table 4 illustrates that the unbalance in service rates has little effect on the performance of both systems, except at light traffic, for then the service time forms the main part of the sojourn time. The parallel-queue system is, of course, more sensitive to unbalance in service rates than the common-queue system.
Table 4: The mean $S$ and coefficient of variation $cv(S)$ of the sojourn time for the parallel-queue system, together with the mean $S_c$ and coefficient of variation $cv(S_c)$ of the sojourn time for the "corresponding" common-queue system, for fixed $q = \frac{1}{2}$ and increasing values of $\rho$ and $\gamma_1$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\gamma_1$</th>
<th>$S$</th>
<th>$cv(S)$</th>
<th>$S_c$</th>
<th>$cv(S_c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.6</td>
<td>1.178</td>
<td>1.158</td>
<td>1.162</td>
<td>1.149</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>1.054</td>
<td>1.040</td>
<td>1.044</td>
<td>1.034</td>
</tr>
<tr>
<td>1.0</td>
<td>1.018</td>
<td>1.000</td>
<td>1.010</td>
<td>0.995</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.6</td>
<td>1.294</td>
<td>1.168</td>
<td>1.203</td>
<td>1.102</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>1.178</td>
<td>1.037</td>
<td>1.123</td>
<td>1.000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.144</td>
<td>0.996</td>
<td>1.099</td>
<td>0.968</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>1.876</td>
<td>1.156</td>
<td>1.628</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>1.726</td>
<td>1.018</td>
<td>1.578</td>
<td>0.938</td>
</tr>
<tr>
<td>1.0</td>
<td>1.682</td>
<td>0.975</td>
<td>1.563</td>
<td>0.925</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.6</td>
<td>5.817</td>
<td>1.132</td>
<td>5.308</td>
<td>0.958</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>5.552</td>
<td>1.007</td>
<td>5.274</td>
<td>0.958</td>
</tr>
<tr>
<td>1.0</td>
<td>5.475</td>
<td>0.970</td>
<td>5.263</td>
<td>0.959</td>
<td></td>
</tr>
</tbody>
</table>

20. Alternative Computation Strategy

The basic scheme computes in each cycle the immediate successors of all leaves of the current partial tree. For highly unbalanced trees, however, that strategy is inefficient. Trees are highly unbalanced for systems where one server is working much faster than the other one. For example, to approximate $P_{3,4} = X_{3,1}$ and $P_{4,3} = X_{3,1}$ for $\rho = 0.9$, $\gamma_1 = 0.2$ and $q = 0.7$ with an accuracy of 0.1%, the basic scheme computes the compensation tree up to depth 5. In Figure 7 we depict the relevant part of that partial compensation tree in the sense that the sum of absolute values of the other terms is roughly less than $1e-8$. The pair in each node $i$ stands for $(i, d_i(\alpha_p \alpha_i^3 + c_i \alpha_i^3)\beta_i)$. Figure 7 illustrates that the compensation tree is unbalanced: the weight is concentrated at the very right side of the tree. It is numerically not sensible to compute 62 terms if only 12 terms are relevant. Therefore we propose an alternative strategy, which makes a better use of the relative importance of the branches by computing in each cycle the immediate successors of the leaf the subtree of which has maximum weight, or more precisely, maximum upper bound for its weight. The quantity $U(i, s, t) + u(i, s, t)$ provides an upper bound for the weight of the subtrees below node $l(i)$ and $r(i)$ together, but the strategy mentioned above requires upper bounds for the weight of the subtrees below $l(i)$ and $r(i)$ separately. Therefore
we decompose the upper bound $U(i, s, t)$ in the contribution $U_l(i, s, t)$ of the subtree below the left descendant $l(i)$, and the contribution $U_r(i, s, t)$ of the subtree below the right descendant $r(i)$. Similarly, the upper bound $u(i, s, t)$ is decomposed in the contribution $u_l(i, s, t)$ and $u_r(i, s, t)$, yielding that

$$
\begin{bmatrix}
U_l(i, s, t) \\
u_l(i, s, t)
\end{bmatrix} = B(i, s, t) \begin{bmatrix}
I - B(i, s, t)
\end{bmatrix}^{-1}
\begin{bmatrix}
1 & d_l(i) \{(\alpha_l^f + c_l(i)\alpha_l^f)\beta_l^f(i)\} \\
0
\end{bmatrix},
\begin{bmatrix}
U_r(i, s, t) \\
u_r(i, s, t)
\end{bmatrix} = B(i, s, t) \begin{bmatrix}
I - B(i, s, t)
\end{bmatrix}^{-1}
\begin{bmatrix}
1 & d_r(i) \{(\alpha_r^f + c_r(i)\alpha_r^f)\beta_r^f(i)\} \\
0
\end{bmatrix}.
$$

Then the weight of the subtree below node $l(i)$ is bounded by $U_l(i, s, t) + u_l(i, s, t)$ and the total weight of the subtree below node $r(i)$ is bounded by $U_r(i, s, t) + u_r(i, s, t)$. Based on the decomposed bounds, we can determine in each cycle the leaf the subtree of which has maximum upper bound for its weight. To approximate $\tilde{p}_{3,4}$ and $\tilde{p}_{4,3}$ for $\rho = 0.9$, $\gamma_1 = 0.2$ and $q = 0.7$ with an accuracy of 0.1%, that strategy exactly computes the partial tree depicted in Figure 7. The difference with the basic scheme is that this time the desired approximations are obtained by computing 12 instead of 62 terms.

21. Conclusions

In this paper we studied the asymmetric shortest queue problem and proved that the equilibrium distribution of the lengths of the two queues can be represented by an infinite sum of product form solutions by using a compensation approach. The approach constructs linear combinations of product forms in order to satisfy the boundary conditions. The product form
expressions for the equilibrium probabilities easily lead to similar product form expressions for the moments of the sojourn time, or other quantities of interest. These analytical results offer numerically efficient algorithms, mainly due to the exponential convergence of the series of product forms and the tight error bounds. These algorithms apply to the exact model. Typically is that on one hand the analysis is rather complicated, whereas on the other hand the resulting procedures are simple, efficient and accurate.

The series of product forms, however, do not necessarily converge absolutely near the origin of the state space. Therefore we proposed a numerically stable and efficient recursive algorithm to solve the equilibrium equations in a bounded region of the state space. This approach can also be used if the convergence of the series of product forms in states around the origin is slow compared to the convergence in states further away from the origin. Combining the advantages of the series of product forms and the recursive algorithm highly reduces the numerical effort to obtain the desired quantities.

Our interest in the shortest queue problem arose out of our work in the design of flexible assembly systems, which can be modeled as queueing models which are related to shortest queue problems. In fact, these queueing models are much more complicated and the present analysis can be viewed as a first attempt to obtain accurate and fast numerical procedures, which are required for the design of flexible assembly systems. An essential characteristic of the queueing models involved is the job-type dependent parallel structure, see e.g. Schwarz [27], Roque [26], Green [17] and Adan, Wessels and Zijm [2]. For a more extensive discussion on the relation between the design of flexible assembly systems and shortest queue problems, the reader is referred to [1]. Future research will be directed to investigating whether the compensation approach can be extended to practically more relevant models. In particular, we mention here the extension to shortest queue problems with a job-type dependent structure and to non-exponential servers, in which case shortest delay routing is more sensible. Another point of interest is the problem of characterizing the class of queueing models having generalized product form solutions.
Appendix

The Appendix contains the proofs of Theorem 3 and Lemma 12.

Proof of Theorem 4.

For all nodes $i \in L$ in the compensation tree we first derive upper bounds $\overline{R}_t(i, s, t)$ and $\overline{R}_r(i, s, t)$ for the ratios $R_t(i, s, t)$ and $R_r(i, s, t)$, so

$$R_t(i, s, t) \leq \overline{R}_t(i, s, t), \quad R_r(i, s, t) \leq \overline{R}_r(i, s, t),$$

and accordingly, for all nodes $i \in R$,

$$r_t(i, s, t) \leq \overline{r}_t(i, s, t), \quad r_r(i, s, t) \leq \overline{r}_r(i, s, t).$$

Then we prove that the upper bounds are monotone in the following sense.

For all left descendants $j$ in the subtree below node $i$ it holds that,

$$\overline{R}_t(j, s, t) \leq \overline{R}_t(l(i), s, t), \quad \overline{R}_r(j, s, t) \leq \overline{R}_r(l(i), s, t),$$

and for all right descendants $j$ in the subtree below node $i$,

$$\overline{r}_t(j, s, t) \leq \overline{r}_t(r(i), s, t), \quad \overline{r}_r(j, s, t) \leq \overline{r}_r(r(i), s, t).$$

The proof of Theorem 3 is completed by defining $B(i, s, t)$ as

$$B(i, s, t) = \begin{bmatrix} B_t(l(i), s, t) & B_t(r(i), s, t) \\ B_r(l(i), s, t) & B_r(r(i), s, t) \end{bmatrix} = \begin{bmatrix} \overline{R}_t(l(i), s, t) & \overline{r}_t(r(i), s, t) \\ \overline{R}_r(l(i), s, t) & \overline{r}_r(r(i), s, t) \end{bmatrix}.$$

Suppose that $i \in L$. Then we derive an upper bound $\overline{R}_r(i, s, t)$ for the ratio $R_r(i, s, t)$. The other bounds can be derived similarly. The ratio $R_r(i, s, t)$ is given as (see Section 9)

$$R_r(i, s, t) = \frac{1}{1 + \overline{d}_r(i)} \left( 1 + c_{r(i)} \right) \left[ \frac{\alpha_i}{\alpha_r} \right] \left[ \frac{\beta_r(i)}{\beta_i} \right],$$

By substituting the identities $\alpha_r(i)/\alpha_i = y_-(\beta_r(i))/y_+(\beta_r(i))$, $\alpha_i/\alpha_r(i) = Y_-(\beta_i)/Y_+(\beta_i)$ and $\beta_r(i)/\beta_i = x_-(\alpha_i)/X_+(\alpha_i)$, we obtain that

$$R_r(i, s, t) = \frac{1}{1 + \overline{d}_r(i)} \left( 1 + c_{r(i)} \right) \left[ \frac{y_-(\beta_r(i))}{y_+(\beta_r(i))} \right] \left[ \frac{Y_-(\beta_i)}{Y_+(\beta_i)} \right]^{\overline{s}} \left[ \frac{x_-(\alpha_i)}{X_+(\alpha_i)} \right]^{t}. $$

To derive an upper bound for $R_r(i, s, t)$, we first need bounds for $c_j, c_{r(i)}$ and $1d_r(i)/d_i$. 


Definition 5.

For all \( 0 < \alpha < \alpha_0 \), define

\[
\bar{D}_p(\alpha) = \frac{\frac{1}{X_-(\alpha)} + \frac{1}{x_+(\alpha)}}{2(p + 1)\alpha} \left( \frac{(\alpha \gamma_1 + 2q_p) \alpha}{X_-(\alpha)} + \frac{(\alpha \gamma_2 + 2(1-q)p) \alpha}{x_+(\alpha)} \right),
\]

\[
\bar{D}_f(\alpha) = \frac{\frac{1}{X_+(\alpha)}}{2(p + 1)\alpha} \left( \frac{(\alpha \gamma_1 + 2q_p) \alpha}{X_+(\alpha)} + \frac{(\alpha \gamma_2 + 2(1-q)p) \alpha}{x_+(\alpha)} \right),
\]

\[
\bar{d}_f(\alpha) = \frac{\frac{1}{X_+(\alpha)}}{2(p + 1)\alpha} \left( \frac{(\alpha \gamma_1 + 2q_p) \alpha}{X_+(\alpha)} + \frac{(\alpha \gamma_2 + 2(1-q)p) \alpha}{x_+(\alpha)} \right),
\]

and for all \( 0 < \beta < \beta_0 = p \), define

\[
\bar{C}(\beta) = \frac{1 - \gamma_-(\beta)}{A_2 - 1}, \quad \bar{C}(\beta) = \frac{1 - A_1}{\gamma_+(\beta) - 1},
\]

\[
\bar{C}(\beta) = \frac{1 - \gamma_-(\beta)}{a_2 - 1}, \quad \bar{C}(\beta) = \frac{1 - a_1}{\gamma_+(\beta) - 1},
\]

where

\[
A_1 = \frac{\rho + 1 - \sqrt{(\rho + 1)^2 - 2p \gamma_1}}{\gamma_1}, \quad A_2 = \frac{\rho + 1 + \sqrt{(\rho + 1)^2 - 2p \gamma_1}}{\gamma_1},
\]

\[
a_1 = \frac{\rho + 1 - \sqrt{(\rho + 1)^2 - 2p \gamma_2}}{\gamma_2}, \quad a_2 = \frac{\rho + 1 + \sqrt{(\rho + 1)^2 - 2p \gamma_2}}{\gamma_2}.\]
Lemma 15.

For all \( i \in L \),

\[
0 < C(\beta_i) + c_i < \bar{C}(\beta_i), \quad \frac{|d_{i(0)}|}{d_i} < \bar{C}(\beta_i) \bar{D}(\alpha_i), \quad \frac{|d_{r(i)}|}{d_i} < \bar{C}(\beta_i) \bar{D}(\alpha_i)
\]

and for all \( i \in R \),

\[
0 < c(\beta_i) + c_i < \bar{C}(\beta_i), \quad \frac{|d_{i(0)}|}{d_i} < \bar{C}(\beta_i) \bar{d}(\alpha_i), \quad \frac{|d_{r(i)}|}{d_i} < \bar{C}(\beta_i) \bar{d}(\alpha_i).
\]

Proof.

We prove the bounds for \( i \in L \). The proof is similar for \( i \in R \). By Lemma 4,

\[
\frac{Y_+(\beta_i)}{\beta_i} < \lim_{\beta \to 0} \frac{Y_+(\beta)}{\beta} = A_2, \quad \frac{Y_-(\beta_i)}{\beta_i} > \lim_{\beta \to 0} \frac{Y_-(\beta)}{\beta} = A_1.
\]

Inserting these inequalities into the definition of \( C \) yields the bounds for \( C \). Multiplying the denominator and numerator in the definition of \( d_{i(0)} \) and \( d_r(i) \) by \( \alpha_i \), we obtain for \( i \in L \) that,

\[
\frac{|d_{i(0)}|}{d_i} = \frac{\alpha_i \gamma_1 + 2q \alpha_i}{X_-(\alpha_i)} + \frac{\alpha_i \gamma_2 + 2(1-q)p \alpha_i}{X_+(\alpha_i)} - 2(\rho + 1)\alpha_i
\]

The bound for \( |d_{i(0)}| / d_i \) follows by adding the term \( 2(\rho + 1) \alpha_i \) to the numerator and inserting the upper bound for \( C \). The bound for \( |d_r(i)| / d_i \) follows by inserting the inequalities

\[
\frac{X_+(\alpha_i)}{\alpha_i} < \lim_{\alpha \to 0} \frac{X_+(\alpha)}{\alpha} = \frac{1}{A_1}, \quad \frac{X_-(\alpha_i)}{\alpha_i} > \lim_{\alpha \to 0} \frac{X_-(\alpha)}{\alpha} = \frac{1}{A_2}
\]

into the numerator and inserting the upper bound for \( C \).

By Lemma 15 we obtain that,

\[
R_r(i, s, t) = \frac{1 + \bar{C}(\beta_i) \bar{D}(\alpha_i)}{1 + C(\beta_i)} \left[ \frac{Y_-(\beta_i)}{Y_+(\beta_i)} \right]^s \left[ \frac{X_-(\alpha_i)}{X_+(\alpha_i)} \right]^t.
\]
The right hand side is the desired bound $\tilde{R}_r(i, s, t)$.

**Definition 6.**

For all $s \geq 0$ and $t \geq 1$ and all $i \in L$, define

$$
\tilde{R}_l(i, s, t) = \tilde{C}(\beta_i) \tilde{D}_l(\alpha_i) \left( 1 + \tilde{C}(\beta_i) \right) \left( \frac{Y_-(\beta_l)}{Y_+(\beta_l)} \right) \left[ \frac{Y_-(\beta_l)}{Y_+(\beta_l)} \right]^s \left[ \frac{Y_-(\beta_l)}{Y_+(\beta_l)} \right]^{s-1} \left[ \frac{X_-(\alpha_i)}{X_+(\alpha_i)} \right]^{t-1},
$$

and for all $i \in R$,

$$
\tilde{R}_r(i, s, t) = \tilde{C}(\beta_i) \tilde{D}_r(\alpha_i) \left( 1 + \tilde{C}(\beta_i) \right) \left( \frac{y_-(\beta_r)}{y_+(\beta_r)} \right) \left[ \frac{y_-(\beta_r)}{y_+(\beta_r)} \right]^s \left[ \frac{X_-(\alpha_i)}{X_+(\alpha_i)} \right]^{t-1}.
$$

The following monotonicity properties are required to establish that the upper bounds are monotone.

**Lemma 16.**

(i) For $0 < \alpha < \alpha_0$, the functions $\tilde{D}_l(\alpha), \tilde{D}_r(\alpha), \tilde{d}_l(\alpha)$ and $\tilde{d}_r(\alpha)$ are increasing in $\alpha$.

(ii) For $0 < \beta < \beta_0 = \rho$, the functions $\tilde{C}(\beta)$ and $\tilde{c}(\beta)$ are increasing in $\beta$ and $\tilde{C}(\beta)$ and $\tilde{c}(\beta)$ are decreasing in $\beta$.

(iii) For $0 < \alpha < \alpha_0$, the ratios $X_-(\alpha)/X_+(\alpha), x_-(\alpha)/X_+(\alpha), X_-(\alpha)/x_+(\alpha)$ and $x_-(\alpha)/x_+(\alpha)$ are increasing in $\alpha$. 
(iv) For \(0 < \beta < \beta_0\), the ratios \(Y_-(\beta) / Y_+(\beta)\) and \(y_-(\beta) / y_+(\beta)\) are increasing in \(\beta\).

Proof.

(i): We only prove the monotonicity for \(\bar{D}_1(\alpha)\). The proof is similar for the other ones. By Lemma 7, the denominator of \(\bar{D}_1(\alpha)\) is decreasing in \(\alpha\) and positive for all \(0 < \alpha < \alpha_0\). By Lemma 4, the numerator is positive and the second term is increasing in \(\alpha\). Thus it remains to prove that the first one is also increasing. Since (cf. Lemma 7)

\[
\frac{d}{d\alpha} \left( \frac{\alpha \gamma_1 + 2q\alpha}{X_-(\alpha)} \right) = \frac{\gamma_1 \alpha}{X_-(\alpha)} - \frac{(\alpha \gamma_1 + 2q\alpha) \gamma_2}{2 \sqrt{(p + 1)^2 - (2p + \alpha \gamma_2) \gamma_1}},
\]

is decreasing in \(\alpha\), we obtain that

\[
\frac{d}{d\alpha} \left( \frac{\alpha \gamma_1 + 2q\alpha}{X_-(\alpha)} \right) > \frac{\gamma_1 \alpha_0}{X_-(\alpha_0)} - \frac{(\alpha_0 \gamma_1 + 2q\alpha_0) \gamma_2}{2 \sqrt{(p + 1)^2 - (2p + \alpha_0 \gamma_2) \gamma_1}} = 2 + \rho \gamma_2 - \frac{(\rho \gamma_1 + 2q) \rho \gamma_2}{2 (1 + \rho (1 - \gamma_1))} > 2 + \rho \gamma_2 - \frac{(\rho \gamma_1 + 2q)}{2} > 0.
\]

Hence, the first term in the numerator is increasing in \(\alpha\) for \(0 < \alpha < \alpha_0\).

(ii), (iii), (iv): Immediately from Lemma 4.

Suppose that node \(j\) is a left descendant in the subtree below node \(i\) in the compensation tree. Then in the parameter tree, \(\alpha_j\) is a member of the subtree below \(\alpha_i\) and thus by the Corollary of Lemma 4, \(\alpha_j < \alpha_\beta(i) \leq \alpha_i\). By Lemma 4, it follows \(\beta_j = X_-(\alpha_\beta(i)) \leq X_-(\alpha_i) = \beta_\beta(i)\). So \(\alpha_j = Y_-(\beta_j) \leq Y_-(\beta_\beta(i)) = \alpha_\beta(i)\) and \(\beta_j = x_-(\alpha_j) = x_-(\alpha_\beta(i)) = \beta_\beta(i)\).

Hence, by Lemma 16,

\[
\bar{R}_r(j, s, t) < \bar{C}(\beta_\beta(i)) \bar{D}_r(\alpha_\beta(i)) \frac{1 + \bar{C}(\beta_\beta(i))}{1 + \bar{C}(\beta_\beta(i))}^{\frac{y_-(\beta_j)}{Y_+(\beta_j)}} \left[ \frac{y_-(\beta_j)}{Y_+(\beta_j)} \right]^s \frac{x_-(\alpha_\beta(i))}{X_+(\alpha_\beta(i))}^t.
\]

and then using that the function \(x^s / (1 + c \cdot x^t)\) is increasing in \(x\) for all \(x, c \geq 0\), finally yields

\[
\bar{R}_r(j, s, t) \leq \bar{R}_r(l(i), s, t).
\]

Since the other inequalities can be proved similarly, this completes the proof of Theorem 3.
Remark 8. (improvement of the bounds)

The bounds derived in Lemma 15 are quite rude. One can easily obtain refinements. For example, the numerator of $\tilde{D}_{\ell}(\alpha)$ can be refined to (cf. the proof of Lemma 16(i))

\[
\frac{(\alpha \gamma_1 + 2q\rho) \alpha}{X_-(\alpha)} + \frac{(\alpha \gamma_2 + 2(1-q)\rho) \alpha}{x_+^{(a)}} - \left[ 2 + \rho \gamma_2 - \frac{(\rho \gamma_1 + 2q)}{2} \right] \alpha,
\]

which is monotonously increasing in $\alpha$. More important is that we did not use the property that the terms are alternating in the depth of the compensation tree (see for example Figure 6). This property suggests that the error of each partial tree can be bounded by the absolute weight of its leaves. This is true if the absolute weight of all terms at depth $k$ in the compensation tree decreases monotonously in $k$. Asymptotically, this is indeed the case and numerical experiments revealed that the monotonicity usually holds from the beginning of the compensation tree. The problem is to formulate conditions which guarantee the monotonicity from the beginning or from a certain depth in the compensation tree. For the symmetric problem, the compensation tree of product forms reduces to a linear series and in [4] we showed that the successive terms are alternating and monotonously decreasing in modulus. Thus for the symmetric problem the error of each partial sum can indeed be bounded by the last term.

Proof of Lemma 12

(i): Immediately from the definition of $\mathcal{B}(i, s, t)$ and the monotonicity (68).

(ii): We prove that $\mathcal{B}(i, s, t) = \tilde{R}_{\ell}(i(i), s, t) \to R_{\ell}(s, t)$ as the depth of node $i$ in the compensation tree tends to infinity. The other limits are proved similarly. It suffices to prove that the bounds for $c_1(0), c_1(1)$ and $|d_1(0)|/|d_1(1)|$ are asymptotically tight. As the depth of node $i$ in the compensation tree tends to infinity, then the depth of $\beta_1(0)$ in the parameter tree also tends to infinity, so $\beta_1(0) \to 0$ by the Corollary of Lemma 4. Since $Y_{-}(\beta)/\beta \to A_1$ and $Y_{+}(\beta)/\beta \to A_2$ as $\beta \to 0$, we have, as $\beta_1(0) \to 0$, (cf. Lemma 6) that

\[
\bar{C}(\beta_1(0)) \to \frac{1 - A_1}{A_2 - 1} = C.
\]

Analogously, as the depth of node $i$ in the compensation tree tends to infinity, it can be proved that $\bar{C}(\beta_1(0)) \to C$ and $\bar{C}(\beta_1(0)) \bar{D}_{\ell}(\alpha_1(0)) \to D_{\ell}.$

(iii), (iv): The ratios $Y_{-}(\beta_1(0))/Y_{+}(\beta_1(0)), x_{-}(\alpha_1(0))/x_{+}(\alpha_1(0)), \ldots$ are all positive and strictly less than unity. For example, by Lemma 4 and its Corollary,

\[
0 < \frac{x_{-}(\alpha_1(0))}{x_{+}(\alpha_1(0))} < \frac{x_{-}(\alpha_0)}{x_{+}(\alpha_0)} = \frac{\rho \gamma_2}{2 + \rho \gamma_1} < 1.
\]

Hence, $\mathcal{B}(i, s, t)$ decreases monotonously and exponentially fast as $s \to \infty$ for fixed $t$ and as $t \to \infty$ for fixed $s$. \qed
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