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Abstract

Because of the combination of classification, association, adaptation, and pattern recognition capabilities, neural networks are shown to be suitable for solving problems in production planning with uncertain and non-stationary demand. We demonstrate that a properly designed and trained multi-layered perceptron outperforms traditional algorithms for the rolling horizon version of the dynamic lotsizing problem. Formal arguments are supported by numerical experiments.
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1 Introduction

Production planning is a challenging problem area in the field of management sciences. It covers a wide spectrum of decisions in a manufacturing organization. The decisions can be long range, medium range or short range, depending on the length of time from planning to final execution of the decision. Long-range decisions concern the product, processes, plant, equipment and distribution planning. Medium-range decisions involve the master production scheduling (MPS), material requirements planning (MRP) and lotsizing, while short-range decisions deal with sequencing and shop floor control; see [1] for a more detailed discussion.

This paper focuses on the lotsizing problems, which are at the low end of the second level, i.e. the medium-range decisions with a planning horizon of 6–12 months. Lotsizing problems have been extensively studied in the past and there is a wealth of information available from the literature; see [1] for an overview. In a lotsizing problem one is asked to find the lotsizes that satisfy demands for the current planning interval at minimum production and holding costs. Lotsizing problems can be classified by the presence of one or more levels of production, one or more items that have to be produced, continuous or discrete replenishment points and constrained or unconstrained resources. A more formal problem formulation is given in Section 2.
Apart from a number of well-solvable special cases, the lot-sizing problems have been shown to be hard to solve: if there is more than one level of production, more than one item to be produced or there are constrained resources the problems is NP-hard; see [3, 7, 11]. Consequently, a large number of approximation algorithms has been proposed; see [1, 8, 11] and the references therein. In addition to the computational complexity of lotsizing there is a more fundamental problem, namely the uncertainty of its environment. Especially uncertainty in demand forecasts can be of great influence on the quality of the obtained solutions, but also uncertainty in prices and resource constraints, unreliable vendors, scrap losses and inventory record errors may affect the applicability of complex models in real life situations. Roughly speaking, one distinguishes between the following approaches to deal with uncertainty in demand.

The first approach is to assume that the demand is perfectly known for some short time horizon and nothing is known about the demand beyond that horizon. One then applies an optimal or approximation algorithm to find a production schedule for this short time horizon. The production schedule for the complete planning interval, which extends over a number of short time horizons, is then found by iteratively using the above procedure. After each decision the time horizon is shifted forward in time over the span of that decision until the end of the planning interval is reached; see [4, 9] for a discussion of the results. The advantages of this approach are its simple implementation and the absence of history requirements, which makes it suitable for use in practice. The disadvantages are a low performance and high system nervousness, especially if variances in demand are large and/or the demand process contains some periodic pattern.

The second approach assumes that the demand is the realization of a random process, possibly with unknown parameter values. The unknown parameters may characterize the noise-part of the demand process or some systematic trend. By using some estimation procedure the unknown parameters are computed from historical data of the demand process. Once these parameters are known they can be incorporated in lotsizing algorithms that reckon with future demand. Estimation and optimization may also be done simultaneously by viewing the problem as a Markov decision problem; see [5]. The results of this approach are mathematically attractive but practically of little use, due to the rather strict structure which is required for the demand process and the relatively complicated estimation and optimization procedures required. For that reason the gap between theory and practice is substantial.

Our hope of finding a good lotsizing method is based on the idea of using a kind of hybrid approach that exploits the positive aspects of both the approaches given above. Reports on such hybrid approaches are rare in literature; see [5]. To be successful such an approach should be able to

- solve a finite horizon lotsizing problem,
- forecast future demand based on demand history (when available) and account for these future demands in short term decisions,
• recognize patterns in the demand process if present, and
• adapt to changes in the demand process structure.

Neural networks and more specifically multi-layered perceptrons are serious candidates for handling these tasks effectively. This can be substantiated with the following arguments.

• Multi-layered perceptrons can solve combinatorial optimization problems. This capability is based on the classification capabilities of multi-layered perceptrons; see [22]. Since any finite lotsizing problem can be formulated as a combinatorial optimization problem, multi-layered perceptrons are capable of solving finite horizon lotsizing problems.

• The capabilities of multi-layered perceptrons for predicting the future behavior of time series have been known for some time; see for instance [17]. Recently, their capabilities for predicting real-world time series are convincingly demonstrated in [20].

• Pattern recognition is commonly accepted as one of the prime application fields of neural networks. There exists a vast amount of literature on this subject; see for instance [18].

• The adaptation capabilities of neural networks are accounted for by their (re-)learning capabilities. Most papers in literature discuss the learning of a static input-output behavior for neural network; see [19]. Dynamic input-output behavior can be obtained by the use of relearning techniques similar to those used for speech recognition.

For these reasons neural networks may be successful in solving problems in production planning with uncertain and non-stationary demand. In this paper we investigate this hypothesis by designing a multi-layered perceptron for the rolling horizon version of the dynamic lotsizing problem and comparing the results with the results of some traditional algorithms. Although we restrict ourselves to the use of multi-layered perceptrons, Hopfield networks may be used for solving problems in production planning as well; see also [14].

The remainder of the paper is organized as follows. In Section 2 we present the dynamic lotsizing problem, give a mathematical formulation and discuss some of the standard techniques for solving both the finite and rolling horizon case. In Section 3 the problem is presented in a 0–1-formulation. Furthermore, we discuss the network configurations needed to solve the problem with a three-layered perceptron or two-layered perceptron, again for both the finite and rolling horizon case. In Section 4 we compare the results of a two-layered perceptron that is obtained with the backpropagation learning algorithm and the traditional methods, when applied to the problem with different demand structures. The paper ends with some concluding remarks and references.
2 Problem Formulation and Traditional Algorithms

In this section we describe the dynamic lotsizing problem (DLP) firstly stated by Wagner and Whitin ([13]). It is a lotsizing problem with one level of production, one item that has to be produced, discrete replenishment points and unconstrained resources. We have selected this problem for testing the neural net approach since:

(i) it is a classical problem that, although it has been studied extensively, still attains much attention in literature,

(ii) it often appears as a subproblem in more complex lotsizing problems,

(iii) its solution techniques are used as heuristics for other lotsizing problems, and

(iv) the problem lends itself to a neural implementation (see Section 3).

We will consider two versions of the problem, the finite horizon case and the rolling horizon case (cf. [8, 9]). The difference between these two cases is that in the finite horizon case the demand is assumed to be known for the complete planning interval, whereas in the rolling horizon case at every replenishment point the future demand is known for only a fixed number of periods —the horizon— which is strictly less than the length of the planning interval.

2.1 The finite horizon case of the dynamic lotsizing problem

The finite horizon case of the DLP is the problem of satisfying at minimum cost the known demands for a specific commodity in a number of consecutive periods. It is possible to store units of this commodity to satisfy demands in later periods, but backlogging is not allowed. The costs consist of production and holding costs. The production costs consist of two components: a cost per unit produced (marginal production cost) and a fixed setup cost that is incurred whenever production occurs in that particular period. The holding costs are linear in the inventory level at the end of the period. Both the inventory at the beginning and at the end of the planning horizon are assumed to be zero.

Let $n$ be the length of the planning horizon and let $d_i$, $p_i$, $r_i$ and $h_i$ denote demand, marginal production cost, setup cost and unit holding cost in period $i$, $i = 1, \ldots, n$, respectively. Then using the variables

\[
\begin{align*}
u_i & : \text{ number of units produced in period } i \\
s_i & : \text{ number of units in stock at the end of period } i \\
y_i & : \begin{cases} 
0 & \text{if a setup occurs in period } i \\
1 & \text{otherwise}
\end{cases}
\end{align*}
\]

\footnote{We use the reverse definition compared to the usual, to facilitate the 0–1-formulation given in Section 3.}
the problem can be formulated as

\[
\begin{align*}
\min & \sum_{i=1}^{n} (p_i u_i + r_i (1 - y_i) + h_i s_i) \\
\text{s.t.} & \quad s_{i-1} + u_i - d_i = s_i \quad i = 1, \ldots, n \\
& \quad s_0 = s_n = 0 \\
& \quad u_i \leq (1 - y_i) \sum_{j=i}^{n} d_j \quad i = 1, \ldots, n \\
& \quad u_i \geq 0, s_i \geq 0, y_i \in \{0, 1\} \quad i = 1, \ldots, n
\end{align*}
\]

(1)

The above formulation is essentially a mixed-integer linear program formulation, but the problem is not hard to solve (see [6] for an efficient \(O(n^2)\) implementation and [12] for an \(O(n \log n)\) implementation). The problem becomes much harder if some kind of resource constraints like \(u_i \leq c_i\) \((i = 1, \ldots, n)\) are added (see [3, 7, 11] for an analysis of the complexity of the problem in the various cases).

We will focus in this paper on the special case of the above problem that was also treated by Wagner and Whitin (see [13]). They assumed identical marginal production costs \((p_i = p)\) and non-negative unit holding costs \((h_i \geq 0)\). For simplicity we will additionally assume that setup costs and holding costs are also identical \((r_i = r, h_i = h)\). In this special case the problem can be solved in linear time (see [12]), but we do not consider this result. Instead, we examine some of the properties originally stated by Wagner and Whitin, since these will enable us to obtain the 0-1-formulation discussed in the following section.

The first property is that \(\sum_{i=1}^{n} u_i = \sum_{i=1}^{n} d_i\), which follows by summing the first constraint of (1) and using that \(s_0 = s_n = 0\). Substitution in the object function then shows (using \(p_i = p\)) that the variables \(u_i\) can be eliminated from the formulation. This yields

\[
\begin{align*}
\min & \sum_{i=1}^{n} (r(1 - y_i) + h s_i) \\
\text{s.t.} & \quad 0 \leq s_i + d_i - s_{i-1} \leq (1 - y_i) \sum_{j=i}^{n} d_j \quad i = 1, \ldots, n \\
& \quad s_0 = s_n = 0 \\
& \quad s_i \geq 0, y_i \in \{0, 1\} \quad i = 1, \ldots, n
\end{align*}
\]

(2)

The next property proven by Wagner and Whitin is that in an optimal solution of (2) a setup occurs in a period only if the inventory level at the end of the previous period is zero: \((1 - y_i)s_{i-1} = 0\). This implies that in every period \(s_i = \sum_{j=i+1}^{k} d_j\) for some \(k \geq i\), which is the key observation to obtain a dynamic programming algorithm for (2). Wagner and Whitin showed that this algorithm solves the problem in \(O(n^2)\) time (see [13]).

### 2.2 The rolling horizon case of the dynamic lotsizing problem

In the rolling horizon case of the DLP one is faced with a planning interval in which there is demand for a specific commodity, that extends over a number of periods (say \(N\) periods).
However, at any moment demand is known (visible) for only a fixed and limited number of consecutive periods (say \( n \ll N \)) extending in the future, which defines a finite horizon. Beyond the horizon nothing is known about the (invisible) demand (see Figure 1).

![Figure 1: The interpretation of a rolling horizon, \( N = 12 \) and \( n = 5 \).](image)

After each decision about the next production lot the horizon is shifted forward in time the same number of periods as satisfied by that lot. This method is applied repeatedly until the end of the planning interval is reached. The objective is to find a strategy for determing the lotsizes such that the total production and holding costs are minimal for the complete planning interval. An obvious approach is to calculate at any decision moment the optimal lotsizes for the encountered finite horizon problem using one of the algorithms described in the previous section and implement the first lotsize. However, this might yield a production schedule for the complete planning interval that is far from optimal, due to horizon effects.

Instead of using the somewhat complicated —and not necessarily optimal— algorithms designed for the finite horizon case, people have looked for simpler rules for determining lotsizes in the rolling horizon case that perform at least as good. One such rule is the Silver and Meal heuristic, which incorporates demand from future periods in the current lotsize until further demand additions would cause the average cost per period to increase; see [10]. It can be shown that this heuristic has a worst case error bound which can be arbitrarily bad when applied to the finite case problem described in the previous section, see [2] and the references therein. Nevertheless, the heuristic has been shown to perform well in practical situations and computational studies when applied to the rolling horizon case; see for instance [4].

In this paper we use the Silver and Meal heuristic in two ways. Firstly, one can easily show that it can be implemented using a one-layered perceptron. This implies that a well-designed two-layered perceptron should have no difficulty in beating the Silver and Meal heuristic, see also the next section. Secondly, we use the Silver and Meal heuristic for comparison with the numerical results in Section 4.
3 Neural Modeling

In this section we discuss the solving of the DLP introduced in the previous section by a multi-layered perceptron. We start by showing in Section 3.1 that the finite horizon case can be put in a 0-1-formulation. A 0-1-formulation is necessary since we want to solve the problem with a multi-layered perceptron. In Section 3.2 we investigate the possibility of exactly solving the finite case with a three- and two-layered perceptron, respectively. Finally, in Section 3.3 we discuss the configuration needed for solving the rolling case of the DLP.

3.1 A 0–1-Formulation

In the previous section we mentioned the zero-inventory property \(((1 - y_i)s_{i-1} = 0)\) of an optimal solution of the problem given by (2), which implies that \(s_i = \sum_{j=i+1}^{k} d_j\) for some \(k \geq i\). A more detailed analysis shows that in fact we have:

\[
s_i = \sum_{j=i+1}^{n} y_{i+1} \cdots y_j d_j.
\]  

(3)

One can easily verify that (3) satisfies the constraints of (2) provided that \(y_1 = 0\). Substitution of (3) in the object function of (2) yields:

\[
\min \sum_{i=1}^{n} \left( r(1 - y_i) + h d_i \sum_{j=1}^{i} y_j y_{j+1} \cdots y_i \right)
\]

s.t.

\[
y_1 = 0
\]

\[
y_i \in \{0, 1\}, \quad i = 2, \ldots, n
\]

Finally, we write the above problem in the form introduced in [22]. Every combinatorial optimization problem can be formalized as a tuple \((I, S, F, c)\), where \(I\) denotes a set of problem instances and for every \(x \in I\) the set \(S(x)\) denotes the finite set of possible solutions for instance \(x\), \(F(x) \subseteq S(x)\) denotes the set of feasible solutions and \(c(\cdot; x) : S(x) \rightarrow \mathbb{R}\) denotes the cost function.

Denote \(x_i = h d_i / r\), eliminate \(y_1\), renumber the remaining variables from 1 to \(n - 1\) instead of 2 to \(n\) and replace \(n\) by \(n + 1\) then we obtain the tuple \((I, S, F, c)\) given by

\[
I = \{ x \in \mathbb{R}^n | x_i \geq 0 \},
\]

\[
S = \{ 0, 1 \}^n,
\]

\[
F = \{ 0, 1 \}^n,
\]

\[
c(y; x) = \sum_{i=1}^{n} \sum_{j=1}^{i} y_j y_{j+1} \cdots y_i x_i - \sum_{i=1}^{n} y_i,
\]

(5)
where for a given \( x \in I \) the problem is to find a \( y \in F \) that minimizes \( c(y; x) \). In the next section we investigate whether the problem given by \((I, S, F, c)\) can be solved by an multi-layered perceptron.

### 3.2 A Multi-Layered Perceptron For The Finite Horizon Case

In the previous section we showed that the finite case of the DLP can be put in a 0-1-formulation. By noting that the cost function \( c \) given by (5) is linear in \( x \) it follows that the necessary conditions given in [22] are fulfilled, which implies that there exists a three-layered perceptron that exactly solves the problem. Furthermore, by the general construction method of [22] an exact three-layered perceptron can be found straightforwardly. Unfortunately, this three-layered perceptron has an exponential number of hidden units. In [22] it is also shown that an efficient multi-layered perceptron only exists if the problem is in \textsc{polylogspace}. From the dynamic programming solution of Wagner and Whitin we know that the DLP can be reduced to the shortest path problem, which is in \textsc{polylogspace} and, hence, there is some hope of finding an efficient multi-layered perceptron that exactly solves the DLP.

Our search for an efficient multi-layered perceptron concentrated on finding an efficient exact two-layered perceptron. The reason for our faith in the existence of an exact two-layered is based on the results for small values of \( n \). In these cases an exact two-layered perceptron that solves the DLP can be easily found by hand; see [21]. Furthermore, it can be shown that classification problem that corresponds with the DLP as defined in [22] satisfies the necessary conditions for the existence of an exact two-layered perceptron given in [23], see [21]. This has lead to the following conjecture.

**Conjecture 1** There exists a two-layered perceptron that exactly solves the DLP.

The preliminary results given in [21] indicate that an exact two-layered perceptron for the DLP given by 5 requires \( \mathcal{O}(n) \) hidden units. We are currently investigating whether the algorithms for the calculation of an exact two-layered perceptron given in [23] can be used to find an exact two-layered perceptron for the DLP.

In Section 4 we present the results of using a slightly modified backpropagation algorithm to find a two-layered perceptron for the DLP. The learning vectors required for the backpropagation algorithm can be obtained for instance by assuming demand is uniformly distributed on \([0, 1]\) or by using some data from the past, see also Section 3.3 and Section 4.1.
3.3 A Multi-Layered Perceptron For The Rolling Horizon Case

For the rolling horizon case one can of course use a multi-layered perceptron that is designed to solve the finite case in the same repeated manner as one can use for instance the Wagner and Whitin algorithm, see Section 2.2. However, this approach only uses part of the capabilities of multi-layered perceptrons. To exploit the associative, adaptive and pattern recognition capabilities of multi-layered perceptrons we set the following objective.

The output of the multi-layered perceptron with (say) \( n \) inputs and \( n \) outputs should be the first lot size of the optimal schedule for the finite DLP over \( n + k \) periods, where \( k \) is some integer possibly depending on \( n \).

Thus, instead of giving the optimal first lotsize for the \( n \) period DLP, the multi-layered perceptron must 'predict' the demand in period \( n + 1, n + 2, \ldots, n + k \) and use these predictions to calculate the optimal first lotsize for the \( n + k \) period DLP. A multi-layered perceptron that fulfills this task can be found using the backpropagation algorithm. In the learning process the network is offered as an input the first \( n \) values of an \( n + k \) dimensional demand vector and the corresponding output consists of the first \( n \) values of the optimal \( n + k \) vector corresponding to the demand vector. Obviously, the quality of the obtained results depends on the value of \( k \). In some cases there exists a value of \( k \) for which the results are optimal; see Section 4.2.

Based on the results found for the finite case we have used a two-layered perceptron for the rolling case of the DLP as well. The main reason is that we expect that the finite case can be solved by a two-layered perceptron. Furthermore, since the Silver and Meal heuristic can be implemented in a one-layered perceptron, the results of a two-layered perceptron should be at least as good as this heuristic. Finally, a three-layered perceptron requires excessive training times. The number of hidden units was taken to be \( O(k) \), with \( k \) the integer discussed above.

It remains to determine the learning vectors. If there is some knowledge about the demand structure it can be used to simulate demand vectors. If there is some history about the demand it can be used to construct demand vectors. Sometimes a combination of these methods is possible. Of course the amount of information determines the value of \( k \) that can be taken. In the following section we discuss some results obtained by this approach and see how well the association, adaptation and pattern recognition capabilities perform.

4 Numerical Results

In this section we present a summary of the results that were obtained by training a two-layered perceptron to solve the DLP in both the finite horizon and the rolling horizon case, more numerical results can be found in [16]. To this end we used the standard backpropagation algorithm presented in [19] with a small extension. After the usual learning phase in which we used the backpropagation algorithm with the learning speed
set to 0.4 and the coefficient in the momentum term set to 0.7 we applied a second phase: the adjustment phase. In the adjustment phase we use again the backpropagation algorithm but only backpropagate an error down the network if the output of the network is not the desired output after rounding to 0 or 1. In the adjustment phase the learning speed is set to 0.01.

The motivation for this second phase is the observation that after the learning phase 80 to 90% of the learning vectors was treated correctly but there remained a group of specific inputs for which the network did not yield the correct output. The idea of the adjustment phase is that for the learning vectors in the bad group the weight changes are in the same direction and for the rest of the learning vectors these weight changes cancel each other out.

We compare the results for 500, 800 and 1200 learning vectors. The length of the learning phase was taken to be 30000/l cycles, where l is the number of learning vectors. In each cycle every learning vector is considered once. The adjustment phase consisted of 20000/l cycles.

The performance of a network is measured in three manners:

(i) The learning vectors: All the learning vectors used during learning of that network are given to the network once. The percentage of inputs for which the network provides the desired output is shown.

(ii) The test vectors: The same as with the learning vectors but now with a thousand arbitrary vectors. These are formed in the same way as the learning vectors but were not used during the training of the networks.

(iii) The Cost: In this test a schedule for the entire planning interval is determined by the network for all test vectors. The neural network is shifted repeatedly over the demands by the amount determined by the first lotsize given by the network, see also Section 2.2. In case of the finite horizon case the first n demands are padded with zeros until the end of the planning interval is reached. The cost of the final schedule found is compared with the optimal cost for the complete planning interval that can be calculated using the Wagner and Whitin algorithm.

4.1 The finite horizon case

We consider a 10 period finite horizon DLP with demand \( x_i \) random and uniformly in \([0.05, 0.90]\). We used a 10-15-10 two-layered network, but the size of the hidden layer is not very critical, 10-10-10 and 10-20-10 networks have comparable results.

In figure 2, 3 and 4 the results are given for the 10-15-10 network. The left diagram in these figures represents the results after the learning phase, the right diagram after the adjustment phase. The networks are developed with three different realizations of the
learning vectors. With each realization there are networks formed with 500, 800 and 1200 learning vectors, presented in the left, the middle and the right bar, respectively. In every bar the optimal result and average result of 10 networks formed with that parameter setting and realization of the learning vectors is shown. There are 10 networks formed because of the random initialization of the weights in the network.

![Figure 2: The learning vectors results.](image)

If we compare the results of the networks before and after adjustment we conclude that the results on the learning and test vectors improve and that the variance in the results becomes less. The cost results not necessarily improve because better results on the learning vectors not has to imply that costs go down. When the results after adjustment in figure 2 and 3 are compared, we see that certainly with 800 and 1200 learning vectors the networks generalize very good. Furthermore, the results with the learning vectors and the test vectors are almost equal.

![Figure 3: The test vectors results.](image)
4.2 The rolling horizon case

The second case that will be investigated is the rolling horizon case. In this case the learning takes place with data from the past. The networks are tested with a simulation from the future. In the test the networks have to produce a schedule for a planning interval of thousand periods with demand data that has not been used during learning. The horizon has length 5. For the schedule formed in this way the cost is calculated and compared to the optimal cost obtained by the Wagner and Whitin algorithm applied to the 1000 period planning interval. We use a 5-10-5 two-layered perceptron.

For the rolling horizon case we will also investigate situations with a pattern in demand, but first the demand in every period is chosen random between 0.05 and 0.90. The performance of Wagner and Whitin with horizon is shown in Table 1. With horizon 10, Wagner and Whitin performs optimal for the rolling horizon case of the 1000 periods problem.

![Figure 4: The cost results.](image)

<table>
<thead>
<tr>
<th>Horizon length</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.40</td>
<td>0.55</td>
<td>0.34</td>
<td>0.08</td>
<td>0.09</td>
<td>0.04</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 1: Performance of Wagner and Whitin with horizon.

Therefore the desired output in the learning vectors is formed with the demand in 10 periods \((n = 5 \text{ and } k = 5)\). In this way also the desired output is optimal for the rolling horizon case of the 1000 periods problem. The results of the 5-10-5 networks are shown in figure 5.

After adjustment the results are clearly getting better. The variance in the performance is much lower. After adjustment almost all networks perform at the same high level. Only the networks in realization 2 developed with 500 learning vectors perform not that good.

Next we investigate two situations with a cyclic demand pattern. When the cycle has
length \( t \), then demand in the \( i \)'th period of that cycle is defined as \( X_i \) (1 \( \leq i \leq t \)).

First a situation with cycle length 3 will be examined. The pattern is defined by: \( X_1 \sim U(0.05, 0.40) \), \( X_2 \sim U(0.25, 0.65) \) and \( X_3 \sim U(0.50, 0.90) \). Here \( U(A, B) \) denotes the uniform distribution on the interval \((A, B)\). With horizon length 10 the cost of Wagner and Whitin is 0.03%. Again the desired output in the learning vectors is formed with 10 periods. The results of the 5-10-5 networks are shown in figure 6.

In the last situation that will be investigated the cycle length is 6 and the pattern is defined by: \( X_1, X_2 \sim U(0.02, 0.15) \), \( X_3, X_4 \sim U(0.09, 0.24) \) and \( X_5, X_6 \sim U(0.18, 0.33) \).

We have chosen the above values in such a way that the average production length is longer than in the previous case. Because the horizon length stays the same the Wagner and Whitin algorithm will perform less. This is because the demand in the periods beyond the horizon are now more important for producing a good scheme. This is also the case for the network but because of their prediction capabilities it should have less effect on
their performance.

The results of the networks developed with learning vectors where the desired output is formed with 12 periods are shown in figure 7

![Graph showing cost results](image)

Figure 7: The cost results in the presence of a demand pattern with cycle length 6.

Again in general the results get better after adjustment. In some individual cases this is not true. The cause is not that during adjustment the amount of learning vectors unlearned is bigger than the amount of learning vectors learned. In fact, also in these cases the networks treat more learning vectors good after adjustment than before. The goal during learning is to form networks that treat as much as possible learning vectors good. However, when a certain network treats more learning vectors good than another network, this does not automatically mean that the cost of the scheme generated with that network are lower than the cost of the other network scheme. Not all the mistakes are as important. Some will cause low extra cost and others will cause high extra cost.

The cost of Silver and Meal are 2.47% and the cost of Wagner and Whitin are 4.71% higher than optimal. In [16] more demand patterns are investigated. The performance of Silver and Meal is not always as bad as in the situation examined here. But there are more situations in which Silver and Meal and/or Wagner and Whitin perform badly. On the other hand, there is not a situation in which the networks perform badly.

5 Concluding Remarks

We addressed the possibility of solving problems in production planning using neural networks. We focussed on the dynamic lotsizing problem (DLP) and showed how this problem can be treated using multi-layered perceptrons. The existence of a three-layered perceptron that exactly solves the finite horizon case of the DLP was demonstrated and it was conjectured that an exact two-layered perceptron exists for this problem too. However, the classification, association, adaptation and pattern recognition capabilities of multi-layered perceptrons show to full advantage in the rolling horizon case of the DLP where
there is uncertainty in demand. In this case a properly trained two-layered perceptron outperforms traditional algorithms like the Wagner and Whitin algorithm and the Silver and Meal heuristic. Especially the robustness of the neural net approach with respect to the demand structure is noteworthy. A drawback of the use of neural networks is the large amount of time required for the training.

We end this paper by discussing some possible future extensions. With respect to the DLP one can think of experimenting with other demand structures. Also changing demand structures which were not discussed in this paper can be considered to test the adaptation capabilities of the neural net approach. Experiments with different learning algorithms in combination with a lower number of training vectors might speed up the training phase. Finally, one can try the neural net approach to other and more complex problems in the field of production planning.
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