THE SMOOTHED SPECTRAL ABSCISSA FOR ROBUST STABILITY OPTIMIZATION

JORIS VANBIERVLIET†, BART VANDEREYCKEN†, WIM MICHIELS‡, STEFAN VANDEWALLE†, AND MORITZ DIEHL§

Abstract. This paper concerns the stability optimization of (parameterized) matrices $A(x)$, a problem typically arising in the design of fixed-order or fixed-structured feedback controllers. It is well known that the minimization of the spectral abscissa function $\alpha(A)$ gives rise to very difficult optimization problems, since $\alpha(A)$ is not everywhere differentiable and even not everywhere Lipschitz. We therefore propose a new stability measure, namely, the smoothed spectral abscissa $\tilde{\alpha}_\epsilon(A)$, which is based on the inversion of a relaxed $H_2$-type cost function. The regularization parameter $\epsilon$ allows tuning the degree of smoothness. For $\epsilon$ approaching zero, the smoothed spectral abscissa converges towards the nonsmooth spectral abscissa from above so that $\tilde{\alpha}_\epsilon(A) \leq 0$ guarantees asymptotic stability. Evaluation of the smoothed spectral abscissa and its derivatives w.r.t. matrix parameters $x$ can be performed at the cost of solving a primal-dual Lyapunov equation pair, allowing for an efficient integration into a derivative-based optimization framework. Two optimization problems are considered: On the one hand, the minimization of the smoothed spectral abscissa $\tilde{\alpha}_\epsilon(A(x))$ as a function of the matrix parameters for a fixed value of $\epsilon$, and, on the other hand, the maximization of $\epsilon$ such that the stability requirement $\tilde{\alpha}_\epsilon(A(x)) \leq 0$ is still satisfied. The latter problem can be interpreted as an $H_2$-norm minimization problem, and its solution additionally implies an upper bound on the corresponding $H_\infty$-norm or a lower bound on the distance to instability. In both cases, additional equality and inequality constraints on the variables can be naturally taken into account in the optimization problem.

Key words. robust stability, Lyapunov equations, eigenvalue optimization, pseudospectra

AMS subject classifications. 93D09, 65K10, 49M20

DOI. 10.1137/070704034

1. Introduction. Stability optimization of linear and nonlinear continuous-time dynamic systems is both a highly relevant and a difficult task. The optimization parameters often stem from a feedback controller, which can be used to optimize either a performance criterion or the asymptotic stability around a certain steady state. When robustness against perturbations of the system must be taken into account also, the resulting optimization problem becomes even more challenging.

Assuming an adequate parameterization of the desired feedback controller, the problem of finding a suitable steady state along with a stabilizing feedback controller can essentially be transformed into a nonlinear programming problem. By collecting all optimization variables in a vector $x$, we can summarize the described stability
optimization problem as

\[
\min_x \Phi_{\text{stab}}(A(x)), \quad \text{subject to (s.t.)} \quad g(x) = 0, \; h(x) \leq 0,
\]

where \(A(x)\) is the system matrix depending smoothly on \(x\) and the function \(\Phi_{\text{stab}}(\cdot)\) expresses our desire to optimize stability, under the given constraints. In the field of linear output feedback control, closed-loop system matrix \(A(x)\) will typically be of the form \(A + BK C\), with \(A\) the open-loop system matrix, \(B\) and \(C\) the input and output matrices, and \(K\) containing the controller parameters \(x\) to be optimized.

The most straightforward choice for the objective function \(\Phi_{\text{stab}}\) is related to the eigenvalues of \(A\), namely, the spectral abscissa \(\alpha(A)\). This value is defined as the real part of the rightmost eigenvalue of the spectrum \(\Lambda(A) = \{z \in \mathbb{C} : \det(zI - A) = 0\}\), that is, \(\alpha(A) = \sup\{\Re(z) : z \in \Lambda(A)\}\).

The spectral abscissa is, in general, a non-Lipschitz and nonconvex function of \(A\) and therefore typically a very hard function to optimize. Nonetheless, recent developments have led to algorithms that are able to tackle such nonsmooth objective functions \([8, 12, 25, 26]\). The extension to infinite-dimensional systems has been made in \([29]\). Still, the spectral abscissa is also known to perform quite poorly in terms of robustness against parameter uncertainties. A tiny perturbation or disturbance to a parameter of a system that was optimized in the spectral abscissa can possibly lead to instability.

For this reason, more robust approaches have been proposed. Amongst those, the most prominent are \(H_\infty\)-optimization \([1, 2, 7, 23, 24]\) and, closely related, the minimization of the pseudospectral abscissa \([10, 28]\). As these robust optimization formulations are connected to maximizing the distance to instability of the system under consideration, they inherently take the effect of perturbations into account in the stability measure. However, their objective functions still suffer from nonsmoothness and associated high computational costs in optimization. Throughout this paper, we will use standard notation \(\alpha_\epsilon\) for the pseudospectral abscissa, not to be confused with our symbol for the smoothed spectral abscissa, namely, \(\tilde{\alpha}_{\epsilon}\). Another, albeit less well-known robustness measure, is the robust spectral abscissa, denoted by \(\alpha_\delta\) as in \([8]\) and is based on Lyapunov variables.

The paper is organized as follows. In section 2, we define the smoothed spectral abscissa, and we outline its most important properties. Section 3 discusses how to efficiently compute this newly defined stability measure along with its derivatives. In section 4, we explain how the smoothed spectral abscissa can be used to formulate optimization problems dealing with robust stability, and section 5 draws a relation with the pseudospectral abscissa. Finally, we illustrate our stabilization method by treating two numerical examples in section 6.

### 2. The smoothed spectral abscissa.

In this section, we introduce the notion of the smoothed spectral abscissa as a new stability measure that is not susceptible to nonsmoothness like the spectral abscissa and the \(H_\infty\)-norm are. It can, in addition, be attributed with certain beneficial robustness properties. We will use several well-known principles from robust control for linear systems such as stability, \(H_2\)-norm, controllability, and observability. See, e.g., \([30]\) for an introduction. At the basis of the smoothed spectral abscissa lies the following stability criterion.

**Lemma 2.1.** For any submultiplicative matrix norm \(\| \cdot \|\), matrix \(A \in \mathbb{R}^{n \times n}\) is Hurwitz stable if and only if integral \(\int_0^\infty \| \exp(At) \|^2 \, dt\) is finite.

**Proof.** Suppose \(\int_0^\infty \| \exp(At) \|^2 \, dt\) is finite, then \(\| \exp(At) \| \to 0\) for \(t \to \infty\). It is well known that, for any norm \(\| \cdot \|\), this is equivalent to \(\alpha(A) < 0\); see, e.g., \([21]\).
Conversely, suppose that $\alpha(A) < 0$ and let $\|\cdot\|$ be any submultiplicative norm, then there exists $0 < \gamma < \infty$ such that $\|\exp(At)\| \leq \gamma \exp(\alpha(A)t/2) \quad \forall \ t \geq 0$; see, e.g., [16, Chap. 1, sect. 3]. From this, we can derive that $\int_0^\infty \|\exp(At)\|^2 \, dt \leq -\gamma^2/\alpha(A) < \infty$.

Inspired by this observation, we let $f : \mathbb{R}^{n \times n} \times \mathbb{R} \cup \{\infty\} \rightarrow \mathbb{R} \cup \{\infty\}$ be the matrix function that uses Frobenius norm $\|M\|_F^2 := \text{trace}(M^TM)$ and that takes as its arguments, next to the matrix $A$, also a real-valued relaxation parameter $s$:

$$ f(A, s) := \int_0^\infty \|Ve^{(A-sI)t}U\|_F^2 \, dt. $$

Here, matrices $U$ and $V$ are to be seen as respective input and output weighting matrices, with $(A, U)$ controllable and $(V, A)$ observable. It is easy to see that $f(A, s)$ is nothing else than the squared weighted and relaxed transfer function $H$ from the implicit function theorem that $H(z) = V(zI - (A - sI))^{-1}U$, i.e.,

$$ f(A, s) = \|H_s\|_{F_2}^2. $$

We continue with the following properties for the function $f(A, s)$.

**Lemma 2.2.** $\forall A \in \mathbb{R}^{n \times n} : \{ f(A, s) : s > \alpha(A) \} = \mathbb{R}^+ \setminus \{0\}$.

**Proof.** If $s > \alpha(A)$, matrix $A - sI$ is stable, and therefore $f(A, s)$ is finite by Lemma 2.1. Additionally, $f(A, s)$ tends to infinity and to zero for $s \rightarrow \alpha(A)$ and $s \rightarrow \infty$, respectively.

**Lemma 2.3.** $\forall s > \alpha(A) : \partial f(A, s)/\partial s < 0$ and $\partial^2 f(A, s)/\partial s^2 > 0$.

**Proof.** This can be verified by differentiating the integral in (2.1) with respect to $s$ once and twice, respectively.

These last two properties allow us to introduce the implicit function of the relation $f(A, s) = \epsilon^{-1}$ w.r.t. the relaxation argument $s$, as it is well defined on the whole domain, that is, for any $\epsilon > 0$ and for any matrix $A \in \mathbb{R}^{n \times n}$. We will call this function the “smoothed spectral abscissa,” analogously to the smoothed spectral radius for discrete time systems [15].

**Definition 2.4.** The smoothed spectral abscissa is defined as the mapping $\alpha : \mathbb{R}^{n \times n} \times \mathbb{R}^+ \setminus \{0\} \rightarrow \mathbb{R}$, $(A, \epsilon) \mapsto \alpha_\epsilon(A)$ that uniquely solves

$$ f(A, \alpha_\epsilon(A)) = \epsilon^{-1}. $$

Because $f(A, s)$ is analytic in both its arguments for any $s > \alpha(A)$, it follows from the implicit function theorem that $\alpha_\epsilon(A)$ is analytic on its whole domain $\epsilon > 0$, $A \in \mathbb{R}^{n \times n}$. Moreover, it has the following additional properties.

**Theorem 2.5.** $\alpha_\epsilon(A)$ is an increasing function of $\epsilon$, that is, $\partial \alpha_\epsilon(A)/\partial \epsilon > 0$.

**Proof.** Differentiating (2.3) on both sides w.r.t. $\epsilon$, we obtain

$$ \frac{df(A, \alpha_\epsilon(A))}{d\epsilon} = \frac{\partial f(A, s)}{\partial s} \frac{\partial \alpha_\epsilon(A)}{\partial \epsilon} = -\epsilon^{-2} < 0, $$

from which the proposition holds by Lemma 2.3.

**Theorem 2.6.** $\forall \epsilon > 0 : \alpha_\epsilon(A) > \alpha(A)$ and $\lim_{\epsilon \rightarrow 0} \alpha_\epsilon(A) = \alpha(A)$.

**Proof.** These two properties follow from the fact that $f(A, s)$ is finite and descending for $s > \alpha(A)$ but tends to infinity as $s$ approaches $\alpha(A)$.

Also note that this last theorem implies that a nonpositive smoothed spectral abscissa guarantees that the underlying system is asymptotically stable. The above definition and properties are illustrated in Figure 2.1.
3. Computing the smoothed spectral abscissa and its derivatives. Having defined the smoothed spectral abscissa, we now take a look at its computation. As explained in the previous section, this involves solving the smooth but nonlinear equation \( f(A, s) = \epsilon^{-1} \) for \( s \). Therefore, we first give some properties of function \( f(A, s) \) regarding its evaluation and its derivatives.

**Lemma 3.1.** For all \( s > \alpha(A) \), there exist symmetric \( n \times n \) matrices \( P \) and \( Q \) such that

\[
\begin{align*}
(3.1a) \quad f(A, s) &= \text{tr} \left( VPV^T \right) = \text{tr} \left( U^TQU \right), \\
(3.1b) \quad \frac{\partial f(A, s)}{\partial s} &= -2 \text{tr} (QP) = -2 \text{tr} (PQ), \\
(3.1c) \quad \frac{\partial f(A, s)}{\partial A} &= 2QP,
\end{align*}
\]

where \( P \) and \( Q \) satisfy the primal-dual Lyapunov equation pair

\[
\begin{align*}
(3.2a) \quad 0 &= L(P, A, U, s), \\
(3.2b) \quad 0 &= L(Q, A^T, V^T, s),
\end{align*}
\]

with \( L \) defined as

\[
L(P, A, U, s) := (A - sI)P + P(A - sI)^T + UU^T.
\]

**Proof.** The first part follows immediately by writing out the Frobenius norm in (2.1):

\[
f(A, s) = \text{tr} \left( V \int_0^\infty e^{(A - sI)t}UU^Te^{(A - sI)^T}dt \right) V^T,
\]

and, by the well-known fact that, since \( A - sI \) is stable, the above integral can be identified as the trace of \( P \), the solution of (3.2a) (see, for instance, [18, 30]). Note that solving dual Lyapunov equation (3.2b) computes a matrix \( Q \) that solves the dual integral

\[
Q = \int_0^\infty e^{(A - sI)^T} V^T e^{(A - sI)t} dt.
\]
Since \( A \) is fixed in the partial derivative \( \frac{\partial f(A,s)}{\partial s} \), we can regard \( f \) as a function of \( P \), where \( P \) depends on \( s \) through the Lyapunov relation \( L(P(s),A,U,s) \). Rather than computing this partial derivative directly as
\[
\frac{\partial f(A,s)}{\partial s} = \frac{d}{ds} \text{trace} (VP(s)V^T) = \text{trace} \left( V \frac{dP}{ds} V^T \right),
\]
with \( \frac{dP}{ds} \) the solution of the Lyapunov equation \((A-sI)\frac{dP}{ds} + \frac{dP}{ds}(A-sI)^T - 2P = 0\), we choose to use an adjoint differentiation technique. Vectorizing matrix \( P \) in an \( n^2 \times 1 \) vector \( p = \text{vec}(P) \), we can write
\[
\frac{\partial f}{\partial s} = \frac{\partial f}{\partial p} \frac{\partial p}{\partial s} = -\frac{\partial f}{\partial p} \left( \frac{\partial f}{\partial p} \right)^{-1} \frac{\partial f}{\partial s},
\]
where \( \ell := \text{vec}(L(P,A,U,s)) \) represents the vectorized primal Lyapunov equation (3.2a). Making use of the fact that \( \text{vec}(MXN^T) = (N \otimes M) \text{vec}(X) \), where \( \otimes \) denotes the Kronecker product [17], we can make \( \ell \) explicit in \( p \) and, as a result, arrive at the following \( n^2 \times n^2 \) linear system:
\[
\ell(p,A,U,s) = \frac{\partial \ell}{\partial p} p + \text{vec}(UU^T) = 0,
\]
with \( \frac{\partial \ell}{\partial p} = (A-sI) \otimes I + I \otimes (A-sI) \). For the dual Lyapunov equation, we similarly obtain
\[
\ell(q,A^T,V^T,s) = \frac{\partial \ell}{\partial q} q + \text{vec}(V^TV) = 0,
\]
with \( \frac{\partial \ell}{\partial q} = (A-sI)^T \otimes I + I \otimes (A-sI)^T \). It is easily verified that \( \frac{\partial \ell}{\partial q} = \frac{\partial \ell}{\partial p}^T \). Replacing \( \frac{\partial \ell}{\partial q} \) in the relation \( \ell(q,A^T,V^T,s) = 0 \) and using, in addition, the fact that \( \text{vec}(V^TV) \) equals \( \frac{\partial \ell}{\partial p}^T \), we find that
\[
\frac{\partial \ell}{\partial p} q + \frac{\partial f}{\partial p} q^T = 0 \quad \Leftrightarrow \quad q^T = -\frac{\partial f}{\partial p} \left( \frac{\partial f}{\partial p} \right)^{-1}.
\]
Combining this with (3.3), along with \( \frac{\partial \ell}{\partial s} = -2p \), finally gives
\[
\frac{\partial f}{\partial s} = q^T(-2p) = -2 \text{vec}(Q^T) \text{vec}(P) = -2 \text{trace}(QP).
\]
For the third part of the proof, i.e., the proof of the expression for the derivative w.r.t. \( A \), we can use the same adjoint differentiation technique. Here, we again let \( f \) depend on vectorized matrix \( p = \text{vec}(P) \), which now depends on \( a = \text{vec}(A) \) according to relation \( \ell(p(a),a,s) = 0 \). Using the previous results, we obtain the following expression for \( \frac{\partial \ell}{\partial a} := \text{vec}(\frac{\partial \ell}{\partial A}) \):
\[
\frac{\partial f}{\partial a} = \frac{\partial f}{\partial p} \frac{\partial p}{\partial a} = \frac{\partial f}{\partial p} \left( \frac{\partial f}{\partial p} \right)^{-1} \frac{\partial f}{\partial a} = q^T \frac{\partial f}{\partial a}.
\]
To find \( \frac{\partial \ell}{\partial a} \), we first have to make \( \ell \) explicit in \( a \), which yields
\[
\ell(P,a,U,s) = \frac{\partial \ell}{\partial a} a + \text{vec}(UU^T) = 0, \quad \text{with} \quad \frac{\partial \ell}{\partial a} = (P \otimes I) + (I \otimes P) \Pi,
\]
where Π denotes the symmetric permutation matrix that satisfies \( \text{vec}(A^T) = \Pi \text{vec}(A) \), e.g., \( \Pi = S_{n,n} \) in [20]. Substituting in (3.4) gives

\[
\text{vec}^T \left( \frac{\partial f}{\partial A} \right) = \left( \frac{\partial \ell}{\partial a} q \right)^T = [\text{vec}(QP) + \Pi^T \text{vec}(PQ)]^T = 2 \text{vec}^T (QP) = \text{vec}^T (2QP).
\]

By comparison of both sides, we finally obtain that

\[
\frac{\partial f}{\partial A} = 2QP,
\]

which concludes the proof. □

The relatively cheap computation of \( f(A,s) \) and its derivative w.r.t. \( s \) enables us to efficiently solve the nonlinear equation \( f(A,s) = \epsilon^{-1} \) by the use of standard root-finding methods and thus evaluate the smoothed spectral abscissa \( \tilde{\alpha}_\epsilon(A) \). Specifically, we can use a Dekker–Brent-type method [6], provided that we establish a root bracketing interval first, or Newton’s method if we want to exploit the availability of the derivatives. For further elaboration on the computational issues involving the smoothed spectral abscissa, see section 6.3.

As we will want to use derivative-based optimization methods later on to exploit the smoothness of the smoothed spectral abscissa, we need to be able to compute also the derivative of \( \tilde{\alpha}_\epsilon(A) \) w.r.t. \( A \). Fortunately, this can be done at almost no extra cost. Indeed, the same ingredients that were needed for the evaluation of \( \tilde{\alpha}_\epsilon(A) \), namely, the solutions \( P \) and \( Q \) of one primal-dual Lyapunov equation pair, give us direct access to the derivative of \( \tilde{\alpha}_\epsilon(A) \) w.r.t. \( A \), as expressed in the following theorem.

**Theorem 3.2.** For fixed \( \epsilon \), the derivative of the smoothed spectral abscissa \( \tilde{\alpha}_\epsilon(A) \) w.r.t. \( A \) equals

\[
\frac{\partial \tilde{\alpha}_\epsilon(A)}{\partial A} = \frac{QP}{\text{trace}(QP)}.
\]

where \( P \) and \( Q \) satisfy the Lyapunov equation pair (3.2a)–(3.2b) for \( s = \tilde{\alpha}_\epsilon(A) \).

**Proof.** Differentiating the implicit equation \( f(A,s) = \epsilon^{-1} \) w.r.t. \( A \) and using the chain rule, we obtain

\[
\frac{\partial \tilde{\alpha}_\epsilon(A)}{\partial A} = -\left( \frac{\partial f(A,s)}{\partial s} \right)^{-1} \left( \frac{\partial f(A,s)}{\partial A} \right).
\]

Recalling (3.1b) and (3.1c) of Lemma 3.1, the result follows directly. □

**Remark 1.** Suppose \( A \) depends on an \( m \times 1 \) parameter vector \( x \), then a direct approach to compute the derivatives w.r.t. to these parameters would require solving \( m + 1 \) Lyapunov equations with different right-hand sides, instead of \( m + 1 \) matrix multiplications of \( \partial A/\partial x \) with \( \partial \tilde{\alpha}_\epsilon/\partial A \).

**4. Robust stability optimization.** When it comes to algorithmic optimization, a first major advantage of the smoothed spectral abscissa criterion is that it is differentiable everywhere and that its derivatives can be computed efficiently. This allows us to use derivative-based methods without any restriction. Additionally, due to its differentiable dependence on \( A \) and its connection with the \( H_2 \)-norm, it is expected to be a more robust measure for stability than the spectral abscissa. We will present two smooth formulations of stability optimization problem (1.1): one that focuses on mere stabilization and one that will turn out to perform an \( H_2 \)-norm minimization.
The first variant is to simply choose a fixed $\epsilon>0$ and then solve
\[
\min_x \tilde{\alpha}_\epsilon(A(x)) \quad \text{s.t.} \quad g(x) = 0, h(x) \leq 0.
\]
Here, $\tilde{\alpha}_\epsilon(A(x))$ is indirectly dependent on matrix parameter vector $x$, as it is implicitly defined as the solution of the relation $f(A(x),s) = \epsilon^{-1}$ w.r.t. $s$. By decoupling this implicit relation into a constraint, we can formulate the problem alternatively as
\[
\min_x s, \quad \text{s.t.} \quad f(A(x),s) = \epsilon^{-1}, g(x) = 0, h(x) \leq 0,
\]
which is more amenable for an SQP optimization framework.

Should problem (4.1) or (4.2) not result in a negative optimal value for the chosen $\epsilon$, then one can try again with a smaller $\epsilon$. Note also that, if the sole goal is to achieve a stable system, one may terminate the optimization procedure once the smoothed spectral abscissa becomes smaller than zero.

In the minimization formulation of the smoothed spectral abscissa with fixed $\epsilon$, the choice of $\epsilon$ is somewhat arbitrary. As indicated by Theorem 2.6, $\tilde{\alpha}_\epsilon(A)$ becomes smoother—and thus presumably a more robust measure for stability—with increasing values for $\epsilon>0$. Thus, we might alternatively search for the largest $\epsilon$ so that the stability certificate $\tilde{\alpha}_\epsilon(A) \leq 0$ still holds. This leads to a second optimization problem:
\[
\max_{x,\epsilon} \epsilon \quad \text{s.t.} \quad \tilde{\alpha}_\epsilon(A(x)) \leq 0 \quad \text{and} \quad g(x) = 0, h(x) \leq 0.
\]
Since $\tilde{\alpha}_\epsilon(A)$ is a continuously growing function of $\epsilon$, the constraint in problem (4.3) will always be active at its optimizer $(x^*,\epsilon^*)$. Hence, it is easily seen that the solution of the first problem (4.1), with $\epsilon$ fixed to $\epsilon^*$, will be exactly zero and that, in addition, its minimizer will be the same as the one for problem (4.3), namely, $x^*$. Succinctly,
\[x^* = \arg \min_x \tilde{\alpha}_{\epsilon^*}(A(x)) \quad \text{and} \quad \tilde{\alpha}_{\epsilon^*}(A(x^*)) = 0.
\]
Problem (4.3) can thus be solved by finding the $\epsilon$ for which the resulting minimal smoothed spectral abscissa is zero, which can be implemented by bisecting with respect to $\epsilon$. The activity of the stability constraint also leads to the following nice interpretation of problem (4.3).

**Theorem 4.1.** Any solution $x^*$ that solves problem (4.3) also solves the $H_2$-norm optimization of a system with transfer function $H(x)(z) := V(zI - A(x))^{-1}U$, i.e.,
\[x^* = \arg \min_x \|H(x)\|_{H_2}, \quad \text{s.t.} \quad g(x) = 0, h(x) \leq 0,
\]
and the solution $\|H(x^*)\|_{H_2}$ is equal to $\sqrt{1/\epsilon^*}$.

**Proof.** Taking the inverse of the objective function in problem (4.3) and incorporating the fact that the stability constraint will be active, this problem can be rewritten as the minimization of the function $f(A(x),0)$, subject to the constraints $g$ and $h$, and additionally restricting $x$ to values for which $A(x)$ is stable. This is, by (2.2), equivalent to minimizing the squared $H_2$-norm of the system with transfer function $H$.

**Remark 2.** Solving problem (4.3) with the restriction $\tilde{\alpha}_\epsilon < s$ (with $s < 0$) would minimize the $H_2$-norm of a system with the shifted transfer function $H_s$. 
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5. Relation with the pseudospectral abscissa. We will now draw a relationship between the smoothed spectral abscissa \( \tilde{\alpha}_\epsilon(A) \) and the pseudospectral abscissa \( \alpha_\epsilon(A) \), the latter being defined as

\[
\alpha_\epsilon(A) := \sup \{ \Re(z) : z \in \Lambda_\epsilon(A) \}, \quad \text{where} \quad \Lambda_\epsilon(A) = \{ \Lambda(X) : \|X - A\|_2 \leq \epsilon \}.
\]

For this section, we take the restriction \( U = V = I \), so the transfer function becomes \( H(z) = (zI - A)^{-1} \). Define the \( H_\infty \)-norm as

\[
\|H\|_{H_\infty} = \sup_{\Re(z) = 0} \|H(z)\|_2.
\]

We then have the following well-known equivalency involving \( \alpha_\epsilon(A) \) and the corresponding \( H_\infty \)-norm [10]:

\[
\alpha_\epsilon(A) < 0 \iff \|H\|_{H_\infty} < \epsilon^{-1}.
\]

We can also interpret this in terms of the \( H_\infty \)-norm of a shifted matrix \( A - sI \). The relation then becomes

\[
\alpha_\epsilon(A - sI) < 0 \iff \alpha_\epsilon(A) < s \iff \|H_s\|_{H_\infty} < \epsilon^{-1},
\]

where \( H_s(z) := (zI - (A - sI))^{-1} = ((z + s)I - A)^{-1} \). In other words, the pseudospectral abscissa is the minimal shift-to-the-left \( s \) for which the “shifted” \( H_\infty \)-norm is smaller than \( \epsilon^{-1} \). Similarly as in Remark 2, if follows from (5.2) that the minimization of \( \alpha_\epsilon \) amounts to minimizing the \( H_\infty \)-norm of the shifted system \( H_s \), where \( s = \min \alpha_\epsilon \).

Going back to the definition of the smoothed spectral abscissa \( \tilde{\alpha}_\epsilon(A) \) and taking into account that \( f \) is a decreasing function of \( s \) (Lemma 2.3), we derive a similar relation as we did in (5.2):

\[
\tilde{\alpha}_\epsilon(A) < s \iff f(A, s) = \|H_s\|^2_{H_2} < \epsilon^{-1}.
\]

Analogously, we can regard the smoothed spectral abscissa as the minimal shift \( s \) for which \( \|H_s\|^2_{H_2} \) lies below the bound \( \epsilon^{-1} \) (see also Figure 2.1). Thus, \( \alpha_\epsilon(A) \) and \( \tilde{\alpha}_\epsilon(A) \) are both relaxations of the spectral abscissa in the sense that they are both induced by placing a bound on a norm (\( H_\infty \) and \( H_2 \), respectively) that goes to infinity when approaching instability. This analogy enables us to relate these two robust stability measures.

**Theorem 5.1** (relation to pseudospectral abscissa). For \( s > \alpha(A) \) and for \( U = V = I \), the following holds:

\[
\begin{align}
(5.4a) \quad &\|H_s\|_{H_\infty} < 2\|H_s\|^2_{H_2} \\
(5.4b) \quad &\alpha_{\epsilon/2}(A) < \tilde{\alpha}_\epsilon(A).
\end{align}
\]

**Proof.** The first inequality is based on [3], where \( 2\lambda_{\max}(Q)^{1/2} \) is established to be an upper bound on the \( H_\infty \)-norm of an unweighted system with transfer function \( H_s \), where \( Q \) satisfies (3.2b). Since \( Q \) is a positive definite matrix, we can deduce from this the following:

\[
\|H_s\|_{H_\infty} \leq 2\lambda_{\max}(Q) < 2\text{trace}(Q).
\]

This proves (5.4a) directly by Lemma 3.1(a) and by (2.2). Suppose then, by (5.3), that, for \( s = \tilde{\alpha}_\epsilon(A) \), it is true that \( \|H_s\|^2_{H_2} = \epsilon^{-1} \). Using (5.4a) in connection with (5.2), assertion (5.4b) follows. \( \square \)
This property has an important implication in terms of robust optimization. It shows that the squared $H_2$-norm constitutes an upper bound on the $H_\infty$-norm, which is directly related to the distance to instability of a system. By minimizing the first norm, one could expect that the second norm should also go down.

On top of this rather intuitive result, (5.4b) together with (5.1) provides us with a guarantee w.r.t. the $H_\infty$-norm once the smoothed spectral abscissa is negative. Indeed, if we have that $\tilde{\alpha}(A(x)) < 0$ for some $x$, we are not only sure that the system with system matrix $A(x)$ will be a stable one, but also that this system will have an $H_\infty$-norm that is smaller than $2/\epsilon$. In other words, we can be certain that the distance to instability of the system will be at least $\epsilon/2$.

6. Numerical examples. We will now put theory into practice by treating two control examples using the smoothed spectral abscissa as the stability criterion. First, we will illustrate the theory behind the smoothed spectral abscissa by use of an academic example. Next, we will treat a more realistic example, namely, a turbo generator model. We conclude by making a comparison of the computational cost of the smoothed spectral abscissa in relation with other robust stability measures. All computations were done with MATLAB R2008a.

6.1. A simple state feedback controlled system. Consider the following two-parameter linear state feedback controlled system, with a closed-loop system matrix $A + BK$, and where

$$\begin{align*}
A &= \begin{bmatrix} 0.1 & -0.03 & 0.2 \\ 0.2 & 0.05 & 0.01 \\ -0.06 & 0.2 & 0.07 \end{bmatrix}, \\
B &= \frac{1}{2} \begin{bmatrix} -1 \\ -2 \\ 1 \end{bmatrix}, \\
K^T &= \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.
\end{align*}$$

Figure 6.1 shows, as a function of the control parameters, the spectral abscissa ($\epsilon = 0$) in comparison with the smoothed spectral abscissae for three different smoothing levels ($\epsilon = 4, 8, 12 \cdot 10^{-3}$). For $\epsilon = 4 \cdot 10^{-3}$, the corresponding pseudospectral abscissa, i.e., with an $\epsilon$ half as large, is also plotted. In the left frame, $x_2 = 1.25$ is held fixed. In the right frame, both $x_1$ and $x_2$ are free, and the boundaries of the stability regions, that is, the regions where the respective measures are negative, are drawn. On both figures, we clearly observe the smooth behavior of $\tilde{\alpha}_\epsilon$ in contrast with the nonsmoothness of the spectral and pseudospectral abscissa.
ROBUST STABILITY BY THE SMOOTHED SPECTRAL ABSCISSA

The minimal smoothed spectral abscissa $\tilde{\alpha}_\epsilon$ of the turbo generator model, for $\epsilon$ ranging from $10^{-10}$ to $10^{-1}$, and the corresponding spectral abscissa $\alpha$ evaluated in each of the minimizers.

The ordering of $\tilde{\alpha}_\epsilon$, $\alpha_{\epsilon/2}$, and $\alpha$ as stated by Theorems 2.6 and 5.1 is also confirmed. On the left, the curve of the smoothed spectral abscissa is everywhere above the other two curves and on the right, the $\tilde{\alpha}_\epsilon$-stability region is strictly contained within the stability regions of the pseudospectral and, consequently, also of the spectral abscissa.

6.2. Turbo generator model. Next, we treat problem “TG1” of Leibfritz’s control problem database [19], which models a nuclear powered turbo generator by a linear system of dimension 10 with four control parameters. This system has already been used as an example in [9] for robust stability optimization using the pseudospectral abscissa in combination with the gradient sampling algorithm.

Figure 6.2 shows the behavior of the solutions to a minimization of the smoothed spectral abscissa $\tilde{\alpha}_\epsilon$ for a dense set of smoothing parameters $\epsilon$ between $10^{-1}$ and $10^{-10}$, i.e., ranging from relatively large to very small. It is immediately verified that the minima of the smoothed spectral abscissa decrease monotonically for $\epsilon$ becoming smaller. Next to the minima, we also plotted the evolution of the corresponding spectral abscissae evaluated at each of these minimizers. We can see that, although $\alpha$ is always strictly smaller than $\tilde{\alpha}_\epsilon$, it is not guaranteed to decrease monotonically, which is, for example, the case for large $\epsilon$. For $\epsilon \to 0$, however, the gap between the two becomes tighter and tighter. Of course, as the smoothed spectral abscissa converges to the spectral abscissa when $\epsilon$ approaches zero, the $\tilde{\alpha}_\epsilon$-minimization problem becomes more nonsmooth and thus harder.

To analyze this, Table 6.1 shows the results of a standard BFGS minimization of $\tilde{\alpha}_\epsilon$ for 11 selected values of $\epsilon$ and with random starting parameters $x$. Next to the resulting minima for each $\epsilon$, the number of iterations (averaged out over ten random starting points) needed to solve the respective optimization problems is listed. For small $\epsilon$ and consequently, poor smoothing, this number becomes huge. However, having the smoothing parameter at hand to tune the level of smoothing, the amount of required iterations can be drastically decreased by following a homotopy strategy, namely, iteratively decreasing $\epsilon$ and each time using the minimizer of the previous problem as the starting point. This is confirmed in Table 6.1, where the number of iterations required for this homotopy strategy and the resulting minima are listed next to the ones for which random starting points were used.
It is known that minimization of the pseudospectral abscissa produces a balance between the asymptotic and the initial decay rate for different $\epsilon$. In particular, minimizing $\alpha_\epsilon$ amounts to the minimal spectral abscissa for $\epsilon \to 0$, and $\alpha_\epsilon$ minimizes the $H_\infty$-norm if $\epsilon$ is such that $\min_\epsilon \alpha_\epsilon = 0$; see [10]. In our case, we obtain a similar trade-off by minimizing the smoothed spectral abscissa. For $\epsilon$ going to zero, we also converge to the minimal spectral abscissa, and, for a particular value of $\epsilon$, the $H_2$-norm is minimized. By the relation $\alpha_\epsilon/2 < \tilde{\alpha}_\epsilon$, it is reasonable to expect that the pseudospectral abscissa, evaluated in the minimizers of $\min_\epsilon \tilde{\alpha}_\epsilon(x)$, will also be pushed down when $\tilde{\alpha}_\epsilon$ is minimized for increasingly smaller $\epsilon$. This is confirmed by the fourth column in Table 6.1.

To study the behavior of the eigenvalues and corresponding pseudospectra in the minimizers of the smoothed spectral abscissa, Figures 6.3(a)–(d) depict the pseudospectra at four $\tilde{\alpha}_\epsilon$-minimizers, namely, for $\epsilon = 2 \cdot 10^{-1}, -3, -5, -7$. For the first value of $\epsilon$, both the smoothed and spectral abscissa are positive and the minimizer is not stabilizing, as seen in the spectrum plotted in Figure 6.3(a). For $\epsilon = 2 \cdot 10^{-3}$, the minimal smoothed spectral abscissa equals $-0.0270\ldots$, which guarantees a stable system. As seen in Figure 6.3(b), the eigenvalues are indeed all in the left half complex plane. Since the minimum is very close to zero, we can expect $2 \cdot 10^{-3}$ to be close to the maximal $\epsilon$ for which a stabilizing solution can be found. Solving optimization problem (4.3) yields an optimal value for $\epsilon$ of $2.048 \cdot 10^{-3}$, which is indeed only slightly higher. Note that this corresponds to a minimal $H_2$-norm of approximately 22. A further decrease of $\epsilon$ results in smaller and smaller minimal smoothed spectral abscessae. As observed in the two bottom frames of Figure 6.3, the rightmost eigenvalues of the optimal spectra become more and more aligned on a vertical line, indicating convergence to the typical spectrum configuration for a minimized spectral abscissa. Figures 6.3(b)–(c)–(d) thus represent three instances out of the range of stabilizing solutions that compromise between a minimal spectral abscissa on the one hand and a minimal $H_2$-norm on the other hand.

From relation (5.2), we can deduce that the $H_\infty$-norm equals $\gamma^{-1}$ for which $\gamma$ corresponds to pseudospectrum $\Lambda_\gamma$ that is exactly contained in the left half complex plane. If we have a closer look at the last three frames of Figure 6.3, we see that this is the case for the pseudospectra with $\gamma = 10^{-1.2}, 10^{-1.6},$ and $10^{-2}$, indicating that the $H_\infty$-norm grows as $\epsilon$ is decreased. So, although the $H_\infty$-norm was not minimized here, the set of smoothed spectral abscissa minimizers appears to result in the same
Fig. 6.3. Boundaries of the pseudospectra $\Lambda_\gamma$ of the turbo generator model for values of $\gamma$ as indicated in the right-hand side color bar. The frames correspond to four sets of controller parameters that were obtained by minimizing $\tilde{\alpha}_\epsilon$ with indicated $\epsilon$.

qualitative $H_\infty$ behavior as would be the case for a range of pseudospectral abscissa minimizations; see [9].

Let us now investigate the $H_2$- and $H_\infty$-norms of the two sets of stabilizing minimizers, one belonging to the smoothed spectral abscissa and the other to the pseudospectral abscissa. We denote them as functions $\chi_1^*(\epsilon)$ and $\chi_2^*(\epsilon)$, depending on the $\epsilon$ used in the respective minimizations. In order to be able to compare these two functions, we introduce $\epsilon_1(s)$ and $\epsilon_2(s)$ as the epsilons that yield $s$ as minimum, i.e., such that

$$\min_x \tilde{\alpha}_{\epsilon_1(s)}(A(x)) = s,$$

$$\min_x \alpha_{\epsilon_2(s)}(A(x)) = s.$$ 

In this way, we obtain two new functions $x_1^*(s)$ and $x_2^*(s)$ as the respective minimizers of the smoothed and pseudospectral abscissa, with smoothing epsilons $\epsilon_1(s)$ and $\epsilon_2(s)$ and thus with minima $s \leq 0$. Concisely put,

$$x_1^*(s) := \chi_1^*(\epsilon_1(s)) = \arg \min_x \tilde{\alpha}_{\epsilon_1(s)}(A(x)),$$

$$x_2^*(s) := \chi_2^*(\epsilon_2(s)) = \arg \min_x \alpha_{\epsilon_2(s)}(A(x)).$$
According to Remark 2 following Theorem 4.1 and (5.2), $x_1^*(s)$ and $x_2^*(s)$, respectively, minimize the $H_2$-norm and $H_\infty$-norm of a shifted system with transfer function $H_s$. This justifies comparing $x_1^*$ and $x_2^*$ for the same $s$.

Because we are, in the end, interested only in the properties of the unshifted systems, we show in Figure 6.4, as a function of $s$, norms $\|zI - A(x_1^*(s))\|_{\mathcal{H}_2}$ and $\|zI - A(x_2^*(s))\|_{\mathcal{H}_2}$. In other words, we compare the $H_2$-norms of the *unshifted* transfer function, evaluated at the smoothed spectral abscissa minimizers $x_1^*(s)$ on the one hand and at the pseudospectral abscissa minimizers $x_2^*(s)$ on the other hand. In the left frame of Figure 6.4, we see that the $H_2$-norms of the smoothed spectral abscissa minimizers are everywhere smaller than those of the pseudospectral abscissa minimizers, except for $s$ very close to the minimal spectral abscissa. For $s$ close to zero, the difference between the two $H_2$-norms becomes very small and, for $s = 0$, the $H_2$-norm of the smoothed spectral abscissa minimizer is only just below the one of the pseudospectral abscissa minimizer. This implies that the optimal $H_\infty$-minimizer, being the pseudospectral abscissa minimizer $x_2^*(0)$, is accompanied by an $H_2$-norm that is only slightly worse compared to the optimal $H_2$-norm.

We now make the same comparison for the $H_\infty$-norm. In the right frame of Figure 6.4, we have plotted $\|zI - A(x_i^*(s))\|_{\mathcal{H}_\infty}$ for $i = 1, 2$. Again, the difference between the $H_\infty$-norm evaluated at the pseudospectral abscissa minimizers and smoothed spectral abscissa minimizers is small for $s$ between $-1$ and $0$. For $s = 0$, the optimal $H_\infty$-norm evaluated at $x_2^*$ is naturally smaller than the $H_\infty$-norm at $x_1^*$. Surprisingly though, for almost all of the other shifts, the $H_\infty$-norms of the smoothed spectral abscissa minimizers are better than the $H_\infty$-norms of the pseudospectral abscissa minimizers.

### 6.3. Computational cost.

Finally, we compare the computational cost of the smoothed spectral abscissa $\tilde{\alpha}_s$ with two other robust stability measures: the pseudospectral abscissa $\alpha_p$ and the robust spectral abscissa $\alpha_d$. Each of these measures can be used as $\Phi_{\text{stab}}$ in (1.1) and as such, will be evaluated several times in the inner iterations of an optimization algorithm. Thus, the efficiency by which $\Phi_{\text{stab}}$ can be evaluated has a direct influence on the overall efficiency of the optimization method for solving (1.1).

The details of the numerical methods used to compute each measure are listed in Table 6.2. From these, the criss-cross algorithm with a structure-preserving Hamil-
Table 6.2

<table>
<thead>
<tr>
<th>$\Phi_{\text{stab}}$</th>
<th>Algorithm</th>
<th>Convergence</th>
<th>Inner solve (software)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_c$</td>
<td>criss-cross [11]</td>
<td>quadratic</td>
<td>Hamiltonian (Hapack based on [5])</td>
</tr>
<tr>
<td>$\alpha_d$</td>
<td>bisection [8]</td>
<td>linear</td>
<td>SDP (YALMIP [22], SeDuMi [27])</td>
</tr>
<tr>
<td>$\tilde{\alpha}_e$</td>
<td>Dekker–Brent</td>
<td>superlinear</td>
<td>Lyapunov (Bartels–Stewart [4])</td>
</tr>
</tbody>
</table>

Table 6.3

Timings and inner iterations of the three stability measures. The timings were done with 100 samples, and the inner iterations are given as the number of inner solves in Table 6.2.

<table>
<thead>
<tr>
<th>Ex.</th>
<th>$\Phi_{\text{stab}}$</th>
<th>$\epsilon$, $\delta$</th>
<th>(logspace)</th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(sec.) (its.)</td>
<td>(sec.) (its.) (sec.) (its.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$\alpha_c$</td>
<td>(-15, 0, 20)</td>
<td>1.20e–03 (3)</td>
<td>1.79e–03 (4)</td>
<td>2.71e–03 (8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_d$</td>
<td>(-2, 0, 20)</td>
<td>5.58e+00 (32)</td>
<td>6.18e+00 (32)</td>
<td>7.71e+00 (32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{\alpha}_e$</td>
<td>(-15, 0, 20)</td>
<td>4.23e–03 (7)</td>
<td>7.92e–03 (16)</td>
<td>1.57e–02 (30)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\alpha_c$</td>
<td>(-12, 0, 20)</td>
<td>2.16e–03 (3)</td>
<td>3.09e–03 (5)</td>
<td>5.49e–03 (8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_d$</td>
<td>(-03, 0, 20)</td>
<td>2.99e+01 (54)</td>
<td>1.79e+02 (149)</td>
<td>1.63e+03 (≥999)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{\alpha}_e$</td>
<td>(-15, 0, 20)</td>
<td>6.31e–03 (10)</td>
<td>1.25e–02 (22)</td>
<td>2.20e–02 (39)</td>
<td></td>
</tr>
</tbody>
</table>

Although an eigenvalue solver is to be preferred. To the best of our knowledge, the listed bisection algorithm is the only known implementation for computing $\alpha_d$. Specifically, we bisect until an absolute tolerance of $10\epsilon_{\text{mach}}$ is satisfied and in each bisection step, we check the feasibility of an SDP with SeDuMi 1.1R3.

Regarding the smoothed spectral abscissa, we use Dekker–Brent, implemented by MATLAB’s fzero with an absolute tolerance $\epsilon_{\text{mach}}$, to find the unique root of the function $g(s) := 1/f(A, s) – \epsilon$. The reason for using the reciprocal instead of $f(A, s) – 1/\epsilon$ is that the former is better behaved numerically. Most of the time, we observed superlinear convergence. Recall that evaluating $f(A, s)$ involves solving a Lyapunov equation, which is done by the Bartels–Stewart algorithm, implemented by lyap in MATLAB.

We remark that our implementation for computing $\tilde{\alpha}_e$ is very preliminary, but it seems to work well for the model problems we tried. Besides some heuristics on setting up a bracketing interval, the procedure is quite robust. As far as efficiency goes, there is a lot of room for improvement. An obvious improvement is the inner loop of fsolve where $f(A, s)$ is evaluated for fixed $A$ but different shifts $s$. Since we solve the Lyapunov equations independently for each shift, we do not make use of the fact that we can reuse the computed Schur factorizations in Bartels–Stewart. In exact arithmetic, only one factorization would suffice. Furthermore, using Dekker–Brent to solve $g(s) = 0$ has the benefit of robustness, but we sometimes need a lot of work to find a bracketing interval. Since $f(A, s)$ is smooth and convex, a safeguarded method based on Newton may be more efficient. However, it is beyond the scope of the current article to implement this.

In Table 6.3 we have summarized timings for the systems that we have examined earlier with control parameters $x$ set to zero. However, since these three measures are quite different, comparing them is somewhat arbitrary. In order to have an impression of the computational cost, we computed each measure for a sensible range of its regularization parameter $\epsilon$ or $\delta$. It is clear from the table that the pseudospectral and smoothed spectral abscissa are comparable in computational cost and that the robust spectral abscissa is orders of magnitudes slower.
7. Conclusions. A smooth relaxation of the nonsmooth spectral abscissa function was introduced as an alternative stability measure, with the advantage that derivative-based optimization techniques can readily be used for its optimization. Formulae for the efficient computation and derivative evaluation of the smoothed spectral abscissa were deduced based on the solution of a primal-dual Lyapunov equation pair. Besides its direct minimization, which can be used to find stabilizing controllers, a second optimization formulation was shown to be applicable to solve fixed-order $H_2$-optimization problems. Moreover, a guaranteed bound on the distance to instability was established by relating the results to the $H_{\infty}$-norm. The robust stabilization by use of these two optimization problems involving the smoothed spectral abscissa was illustrated with numerical examples, and also a comparative study of the computational complexity cost was made.
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