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1 Extended abstract

In this paper, we find for each term its reshuffled version where as many redexes as possible become visible and subject to contraction. We take terms modulo term reshuffling and present reduction as a relation between equivalence classes. The $\lambda$-cube of [Barendregt 92] extended with this reduction satisfies all its properties such as Church Rosser, Strong Normalisation and Subject Reduction (the latter depends on allowing definitions in contexts). We believe that treating terms modulo their reduction behaviour is a generalisation that is worth considering.

An important phenomenon that results from studying the possible redexes is the ability to partition terms elegantly into parts which are informative as to where redexes occur.

1.1 Why term reshuffling? Every term $A$ can be reshuffled to $B$ where $A$ is semantically equivalent to $B$ and $B$ has more visible redexes and more possible reductions.

Example 1.1 Let $A \equiv ((\lambda x.p.(\lambda y.q.(\lambda z.R.xyz)v)w)v)w$. The redexes in $A$ are: $(\lambda y.q.(\lambda z.R.xyz)v)v$ and $(\lambda z.R.xyz)v$ (which appears as $((\lambda z.R.xyz)[y := v][x := w])w$).

The third redex is not classical nor is immediately visible, nor is subject to contraction without having first unfolded in $\lambda z.R.xyz$ the two definitions that $y$ is $v$ and $x$ is $w$.

Now, take $B \equiv (\lambda z.p.(\lambda y.q.(\lambda z.R.xyz)w)v)w$. The redexes in $B$ are: $(\lambda y.q.(\lambda z.R.xyz)w)v$, $(\lambda z.p.(\lambda y.q.(\lambda z.R.xyz)w)v)w$ and $(\lambda z.R.xyz)w$. All these redexes are classical, immediately visible and subject to contraction. Moreover, $A =_\beta B$.

All the three redexes of $A$ are needed in order to get its normal form and correspond to the redexes of $B$. $B$ is the reshuffled version of $A$ we are looking for, notation: $B \equiv TS(A)$.

The classical notation which we have used so far cannot extend the notion of redexes or enable reshuffling in an easy way. Our notation however, the item notation (see [KN 93] and [KN 9z]) can.

1.2 The item notation. In item notation, complex terms of the $\lambda$-cube are of the form $(Aw)B$ where $w \in \{\delta\} \cup \{O_x; x$ is a variable and $O = \lambda$ or $\Pi\}$. We call $(Aw)$ an item and $(A\delta)B$ means apply $B$ to $A$ (note the order). A redex starts with a $\delta$-item next to a $\lambda$-item.

---
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Example 1.2 A of Example 1.1 is written \((u\delta)(v\delta)(P\lambda_x)(v\delta)(Q\lambda_y)(R\lambda_z)(z\delta)(y\delta)x\) in item notation. Here, the first two redexes, the classical redexes, correspond to \(\delta\lambda\text{-pairs}\) as follows: \((\lambda_yQ.\lambda_zR.xyz)v\) corresponds to \((v\delta)(Q\lambda_y)(R\lambda_z)(z\delta)(y\delta)x\) and \((\lambda_xP.(\lambda_yQ.\lambda_zR.xyz)v)w\) corresponds to \((w\delta)(P\lambda_x)(v\delta)(Q\lambda_y)(R\lambda_z)(z\delta)(y\delta)x\).

The third redex of \(A\) is obtained by matching \(\delta\) and \(\lambda\text{-items}\). \((\lambda_xR.xyz)u\) is visible as it corresponds to the matching \((u\delta)(R\lambda_z)\) where \((u\delta)\) and \((R\lambda_z)\) are separated by the segment \((w\delta)(P\lambda_x)(v\delta)(Q\lambda_y)\) which has the bracketing structure \(['][']\) (see Figure 1).

![Figure 1: Extended redexes in item notation](image1.png)

Term reshuffling amounts to moving \(\delta\text{-items}\) to occur next to their matching \(\lambda\text{-items}\). Hence \(A\) will be reshuffled to \((u\delta)(P\lambda_x)(v\delta)(Q\lambda_y)(u\delta)(R\lambda_z)(z\delta)(y\delta)x\) and Figure 1 changes to Figure 2. Now, \((u\delta)(R\lambda_z)(z\delta)(y\delta)x\) can be contracted in \(TS(A)\) via \(\rightarrow_\beta\). We use \(\sim_\beta\) for one step shuffle reduction which is the sequence of term reshuffling followed by one-step ordinary reduction \(\rightarrow_\beta\). Hence, \(A \sim_\beta (u\delta)(P\lambda_x)(v\delta)(Q\lambda_y)(u\delta)(y\delta)x\) because \(TS(A) \rightarrow_\beta (w\delta)(P\lambda_x)(v\delta)(Q\lambda_y)(u\delta)(y\delta)x\).

We generalise \(\sim_\beta\) as follows: observe that if \(TS(A) \equiv TS(B)\) then there is a correspondence between the redexes of \(A\) and those of \(B\). We take \([A]\) to be \(\{B \mid TS(A) \equiv TS(B)\}\). All elements of \([A]\) are \(=_\beta\) and have somehow the same redexes. We say \([A]\sim_\beta [A']\) iff \(\exists B \in [A] \exists B' \in [A']\) such that \(B \rightarrow_\beta B'\).

![Figure 2: Term reshuffling in item notation](image2.png)

1.3 The need for definitions. Recall that in Example 1.1 when we explained the third redex of \(A\), we said that two definitions were unfolded in \(\lambda_{z:.R.xyz}\). It turns out that this observation is necessary in order to show that the \(\lambda\text{-cube}\) extended with term reshuffling satisfies Subject Reduction. But then definitions are important on their own (see [BKN 9y] and [SP 93]). We show that the \(\lambda\text{-cube}\) extended with \(TS, \sim_\beta\) and definitions, preserves its original properties including Strong Normalisation and Subject Reduction and that term reshuffling preserves typing.
The item notation and the formal machinery

$I$ translates terms from classical notation to item notation such that ($\mathcal{O}$ ranges over $\{\lambda, \Pi\}$):

\[
\begin{align*}
I(A) &= A \quad \text{if } A \text{ is a variable or a constant} \\
I(\mathcal{O}_{\mathcal{E}}A, B) &= (I(A)\mathcal{O}_{\mathcal{E}})I(B) \quad \text{where } \mathcal{O} \in \{\lambda, \Pi\} \\
I(AB) &= (I(B)\mathcal{E})I(A)
\end{align*}
\]

Bound and free variables and substitution are defined as usual. We write $BV(A)$ and $FV(A)$ to represent the bound and free variables of $A$ respectively. We write $A[x := B]$ to denote the term where all the free occurrences of $x$ in $A$ have been replaced by $B$. We take terms to be equivalent up to variable renaming and use $\equiv$ to denote syntactical equality of terms. We assume moreover, the Barendregt variable convention which is formally stated as follows:

**Convention 2.1 (BC: Barendregt's Convention)**

Names of bound variables will always be chosen such that they differ from the free ones in a term. Moreover, different $\lambda$'s have different variables as subscript. Hence, we will not have $(x\delta)(\lambda x)z$, but $(x\delta)(\lambda y)y$ instead.

The systems of the $\lambda$-cube are based on a set of pseudo-expressions $\mathcal{T}$ defined by:

\[
\mathcal{T} = * | \square | V | (T\delta)T | (TO\mathcal{V})T
\]

where $V$ is an infinite collection of variables over which $x, y, z, \ldots$ range. $*$ and $\square$ are special constants called sorts over which $S, S_1, S_2, \ldots$ range. We take $A, B, C, a, b, \ldots$ to range over pseudo-expressions.

Let $\omega \in \{\delta\} \cup \{\mathcal{O}_x \mid x \in V\}$. A relation $\rightarrow$ on terms is compatible iff the following holds:

\[
\frac{A_1 \rightarrow A_2}{(A_1\omega)B \rightarrow (A_2\omega)B} \quad \frac{B_1 \rightarrow B_2}{(A\omega)B_1 \rightarrow (A\omega)B_2}
\]

**Definition 2.2 (main) items, (main, $\delta\mathcal{O}$-)segments, heart, weight**

- If $x$ is a variable and $A$ is a pseudo-expression then $(A\lambda x), (A\Pi x)$ and $(A\delta)$ are **items** (called $\lambda$-item, $\Pi$-item and $\delta$-item respectively). We use $s, s_1, s_i, \ldots$ to range over items.

- A concatenation of zero or more items is a **segment**. We use $\mathfrak{s}, \mathfrak{s}_1, \mathfrak{s}_i, \ldots$ as meta-variables for segments. We write $\emptyset$ for the empty segment.

- Each pseudo-expression $A$ is the concatenation of zero or more items and a variable or constant: $A \equiv s_1s_2 \cdots s_n x$. These items $s_1, s_2, \ldots, s_n$ are called the **main items** of $A$, $x$ is called the **heart** of $A$, notation $\Diamond(A)$.

- Analogously, a segment $\mathfrak{s}$ is a concatenation of zero or more items: $\mathfrak{s} \equiv s_1s_2 \cdots s_n$; again, these items $s_1, s_2, \ldots, s_n$ (if any) are called the **main items**, this time of $\mathfrak{s}$.

- A concatenation of adjacent main items $s_m \cdots s_{m+k}$, is called a **main segment**.

- A $\delta\mathcal{O}$-segment is a $\delta$-item immediately followed by an $\mathcal{O}$-item.

- The **weight** of a segment $\mathfrak{s}$, $\text{weight}(\mathfrak{s})$, is the number of main items that compose the segment. Moreover, we define $\text{weight}(s\mathfrak{s}) = \text{weight}(\mathfrak{s})$. 

When one desires to start a reduction on the basis of a δ-item and a λ-item, the matching of the δ and the λ in question is the important thing, even when the items are adjacent. Well-balanced segments separate matching δ and λ-items.

Definition 2.3 (well-balanced segments)

- The empty segment ∅ is a well-balanced segment.
- If s is well-balanced, then (Aδ)s(BOx) is well-balanced.
- The concatenation of well-balanced segments is a well-balanced segment.

A well-balanced segment has the same structure as a matching composite of opening and closing brackets, each δ- (or O-)item corresponding with an opening (resp. closing) bracket.

Definition 2.4 (match, δO- (reducible) couple, partner, partnered, bachelor)

Let A ∈ T. Let s ≡ s₁ · · · sₙ be a segment occurring in A.

- We say that sᵢ and sⱼ match, when 1 ≤ i < j ≤ n, sᵢ is a δ-item, sⱼ is an O-item, and sᵢ₊₁ · · · sⱼ₋₁ is a well-balanced segment.
- If sᵢ and sⱼ match, we call sᵢsⱼ a δO-couple. A δλ-couple is called a reducible couple.
- If sᵢ and sⱼ match, we call sᵢ and sⱼ the partners or partnered items.
- All non-partnered O- (or δ-)items sᵢ in A, are called bachelor O- (resp. δ-)items.
- A segment consisting of bachelor items only, is called a bachelor segment.

Definition 2.5 (definitions, unfolding)

- If s is well-balanced not containing δII-couples, then a segment (Aδ)s(BOx) occurring in a context is called a definition.
- Let s be a well-balanced segment, We define the unfolding of s in A, [A]s, inductively as follows: [A]∅ ≡ A, [A(Bs)(BOx)] ≡ [A[x := B]] and [A]s ≡ [[A]s]s. Note that substitution takes place from right to left and that when none of the binding variables of s are free in A, then [A]s ≡ A.

We now introduce some general notions concerning typing rules which are the same as the usual ones when we do not allow definitions in the context (as is the case in the λ-cube). When definitions are present however, the notions are more general. Let ⊢ be a typing relation and let → be a reduction relation whose equivalence closure is =.

Definition 2.6 (declarations, pseudocontexts, ⊑', →*)

1. A declaration d is a λ-item (Aλx). subj(d), pred(d) and d are x, A and ∅ respectively.
2. For a definition d ≡ (Bδ)s(Aλx) we define subj(d), pred(d), d and def(d) to be x, A, s and B respectively.
3. We use d, d₁, d₂, ... to range over declarations and definitions.
4. A pseudocontext is a concatenation of declarations and definitions such that if \((A\lambda_x)\) and \((B\lambda_y)\) are two different main items of the pseudocontext, then \(x \neq y\). We use \(\Gamma, \Delta, \Gamma', \Gamma_1, \Gamma_2, \ldots\) to range over pseudocontexts.

5. For \(\Gamma\) a pseudocontext we define
\[
\begin{align*}
\text{dom}(\Gamma) &= \{x \in V \mid (A\lambda_x) \text{ is a main } \lambda\text{-item in } \Gamma \text{ for some } A\}, \\
\Gamma\text{-decl} &= \{s \mid s \text{ is a bachelor main } \lambda\text{-item of } \Gamma\}, \\
\Gamma\text{-def} &= \{s \mid \exists (A\delta)\exists_1(B\lambda_x) \text{ is a main segment of } \Gamma \text{ where } \exists_1 \text{ is well-balanced }\}, \\
\end{align*}
\]

Note that \(\text{dom}(\Gamma) = \{\text{subj}(d) \mid d \in \Gamma\text{-decl} \cup \Gamma\text{-def}\}\).

6. Define \(\subseteq\) between pseudocontexts as the least reflexive transitive relation satisfying:
\[
\begin{align*}
\text{• } \Gamma \Delta &\subseteq \Gamma(C\lambda_x)\Delta \text{ if no } \lambda\text{-item in } \Delta \text{ matches a } \delta\text{-item in } \Gamma \\
\text{• } \Gamma d\Delta &\subseteq \Gamma d\Delta \text{ if } d \text{ is a definition} \\
\text{• } \Gamma \exists(A\lambda_x)\Delta &\subseteq \Gamma(D\delta)\exists(A\lambda_x)\Delta \text{ if } (A\lambda_x) \text{ is bachelor in } \Gamma \exists(A\lambda_x)\Delta, \exists \text{ is well-balanced}
\end{align*}
\]

7. If \(A \rightarrow B\) then \(\Gamma(A\omega)\Gamma' \rightarrow \Gamma(B\omega)\Gamma'\) for \(\omega \in \{\delta\} \cup \{\lambda_v : v \in V\}\). \(\rightarrow\) between contexts is the reflexive transitive closure of \(\rightarrow\).

Definition 2.7 (statements, judgements, \(\prec\))

1. A statement is of the form \(A : B\), \(A\) and \(B\) are called the subject and the predicate of the statement respectively.

2. When \(\Gamma\) is a pseudocontext and \(A : B\) is a statement, we call \(\Gamma \vdash A : B\) a judgement, and write \(\Gamma \vdash A : B : C\) to mean \(\Gamma \vdash A : B \land \Gamma \vdash B : C\).

3. For \(\Gamma\) a pseudocontext and \(d \in \Gamma\text{-def} \cup \Gamma\text{-decl}\), \(\Gamma\) invites \(d\), notation \(\Gamma \prec d\), iff
\[
\begin{align*}
\text{• } \Gamma d \text{ is a pseudocontext} \\
\text{• } \Gamma \vdash \text{pred}(d) : S \text{ for some sort } S. \\
\text{• } \text{if } d \text{ is a definition then } \Gamma \vdash \text{def}(d) : \text{pred}(d)
\end{align*}
\]

Definition 2.8 (Definitional equality) For all legal contexts \(\Gamma\) we define the binary relation \(\Gamma \vdash \cdot \equiv_{\text{def}} \cdot\) to be the equivalence relation generated by
\[
\begin{align*}
\text{• } \text{if } A = B \text{ then } \Gamma \vdash A \equiv_{\text{def}} B \\
\text{• } \text{if } d \in \Gamma\text{-def} \text{ and } A, B \in T \text{ such that } B \text{ arises from } A \text{ by substituting one particular occurrence of } \text{subj}(d) \text{ in } A \text{ by } \text{def}(d), \text{ then } \Gamma \vdash A \equiv_{\text{def}} B.
\end{align*}
\]

Definition 2.9 Let \(\Gamma\) be a pseudocontext and \(A\) be a pseudo-expression.

1. Let \(d, d_1, \ldots, d_n\) be declarations and definitions. We define \(\Gamma \vdash d\) and \(\Gamma \vdash d_1 \cdots d_n\) simultaneously as follows:
\[
\begin{align*}
\text{• } \text{If } d \text{ is a declaration: } \Gamma \vdash d \text{ iff } \Gamma \vdash \text{subj}(d) : \text{pred}(d).
\text{• } \text{If } d \text{ is a definition: } \Gamma \vdash d \text{ iff } \Gamma \vdash \text{subj}(d) : \text{pred}(d) \land \Gamma \vdash \text{def}(d) : \text{pred}(d) \land \Gamma \vdash d \land \Gamma \vdash \text{subj}(d) \equiv_{\text{def}} \text{def}(d).
\end{align*}
\]
• \( \Gamma \vdash d_1 \cdots d_n \) iff \( \Gamma \vdash d_i \) for all \( 1 \leq i \leq n \).

2. \( \Gamma \) is called legal if \( \exists P, Q \in T \) such that \( \Gamma \vdash P : Q \).

3. \( A \in T \) is called a \( \Gamma^* \)-term if \( \exists B \in T[\Gamma \vdash A : B \text{ or } \Gamma \vdash B : A] \).
   We take \( \Gamma^* \)-terms = \( \{ A \in T \mid \exists B \in T[\Gamma \vdash A : B \lor \Gamma \vdash B : A] \} \).
   \( A \in T \) is called legal if \( \exists \Gamma[A \in \Gamma^* \text{-terms}] \).

4. We say that \( A \) is strongly normalising with respect to a reduction relation \( \rightarrow \) (written \( SN_\rightarrow(A) \)) iff every \( \rightarrow \)-reduction path starting at \( A \) terminates.

**Definition 2.10** We say that two terms \( A \) and \( B \) are semantically equivalent iff \( A = B \).

In the \( \lambda \)-cube of [Barendregt 92], the only declarations allowed are of the form \( (A\lambda_x) \). Therefore, \( \Gamma \vdash d \) is of the form \( \Gamma \vdash (A\lambda_x) \) and means that \( \Gamma \vdash A : S \) for some \( S \) and that \( x \) is fresh in \( \Gamma, A \). Moreover, for any \( d \equiv (A\lambda_x) \), \( d \equiv \emptyset \), \( \text{subj}(d) \equiv x \) and \( \text{pred}(d) \equiv A \). Hence, in the next definition, \( d \) is a meta-variable for declarations only, \( =_{\text{def}} \) is the same as \( =_\beta \) (which is independent of \( \vdash \)) and the reduction relation is \( \rightarrow_\beta \).

**Definition 2.11** (Axioms and rules of the \( \lambda \)-cube: \( d \) is a declaration, \( =_{\text{def}} \) is \( =_\beta \))

- (axiom) \( \langle > \vdash \star : \square \)
- (start rule) \( \frac{\Gamma \vdash d}{\Gamma \vdash \text{subj}(d) : \text{pred}(d)} \)
- (weakening rule) \( \frac{\Gamma \vdash d}{\Gamma \vdash D : E} \)
- (application rule) \( \frac{\Gamma \vdash F : (A\Pi_x)B \quad \Gamma \vdash a : A}{\Gamma \vdash (aF^b) : B[x := a]} \)
- (abstraction rule) \( \frac{\Gamma \vdash b : B \quad \Gamma \vdash (A\lambda_x) : S}{\Gamma \vdash (A\lambda_x)^b : (A\Pi_x)B} \)
- (conversion rule) \( \frac{\Gamma \vdash A : B \quad \Gamma \vdash B' : S \quad \Gamma \vdash B =_{\text{def}} B'}{\Gamma \vdash A : B'} \)
- (formation rule) \( \frac{\Gamma \vdash A : S_1 \quad \Gamma \vdash (A\lambda_x)^b : S_2}{\Gamma \vdash (A\Pi_x)B : S_2} \) if \( (S_1, S_2) \) is a rule

Each of the eight systems of the \( \lambda \)-cube is obtained by taking the \( (S_1, S_2) \) rules allowed from a subset of \( \{(*, +), (*, \square), (\square, *), (\square, \square), (\square, \square) \} \). The basic system is the one where \( (S_1, S_2) = (*, +) \) is the only possible choice. All other systems have this version of the formation rules, plus one or more other combinations of \( (*, \square) \), \( (\square, *) \) and \( (\square, \square) \) for \( (S_1, S_2) \). Here is the table which presents the eight systems of the \( \lambda \)-cube:
3 Term reshuffling

In this section we rewrite terms so that all the newly visible redexes can be subject to \( \rightarrow_{\beta} \). We shall show in this section that this term rewriting is correct in the sense that \( A =_{\beta} TS(A) \). In Section 4, we show that this term reshuffling preserves reduction in the sense that if \( A \sim_{\beta} B \) then \( TS(A) \sim_{\beta} TS(B) \) and \( \exists B' \in [B] [TS(A) \rightarrow_{\beta} B'] \). In Section 5, we show that this term reshuffling preserves typing in the sense that if \( \Gamma \vdash_{\text{sh}} A : B \) then \( \Gamma \vdash_{\text{sh}} TS(A) : B \).

Let us go back to the definition of \( \delta\mathcal{O} \)-couples. Recall that if \( \mathfrak{s} \equiv s_1 \cdots s_m \) for \( m > 1 \) where \( s_1 \cdots s_m \) is a \( \delta\mathcal{O} \)-couple then \( s_2 \cdots s_{m-1} s_1 s_m \) is its \( \mathcal{O} \)-item. Now, we can move \( s_1 \) in \( \mathfrak{s} \) so that it occurs adjacently to \( s_m \). That is, we may rewrite \( \mathfrak{s} \) as \( s_2 \cdots s_{m-1} s_1 s_m \). As legal terms and contexts of the \( \lambda \)-cube contain no \( \delta\Pi \)-couples, we focus only on \( \delta\lambda \)-couples.

**Example 3.1** The term \( A \equiv (u \delta)(w \delta)(P \lambda x)(v \delta)(Q \lambda y)(R \lambda z)(z \delta)(y \delta)x \) is reshuffled to \( TS(A) \equiv (w \delta)(P \lambda x)(v \delta)(Q \lambda y)(u \delta)(R \lambda z)(z \delta)(y \delta)x \) by moving the item \( (u \delta) \) to the right. Such a reshuffling is not easy to describe in the classical notation. That is, it is difficult to describe how \((P \alpha x. (\lambda y. Q. (\lambda z. R. x y z) u) v) w) u \) is reshuffled to \((P \alpha x. (\lambda y. Q. (\lambda z. R. x y z) u) v) u) w\).

Note furthermore that the shuffling is not problematic because we use the Barendregt Convention which means that no free variable will become unnecessarily bound after reshuffling due to the fact that names of bound and free variables are distinct.

**Lemma 3.2** Let \( \mathfrak{s} \) be a well-balanced segment.

1. If none of its binding variables is free in \( A \), then \( [A]_{\mathfrak{s}} \equiv A \) and \( s_{\mathfrak{s}}(A \delta)s_{\mathfrak{s}}B =_{\beta} s_{\mathfrak{s}}A \).

2. If \( \mathfrak{s} \) contains no \( \delta\Pi \)-couples then \( [A]_{\mathfrak{s}} =_{\beta} s_{\mathfrak{s}}A \).

**Proof:** \([A]_{\mathfrak{s}} =_{\beta} s_{\mathfrak{s}}A \) is obvious and the rest is by induction on \( \text{weight}(\mathfrak{s}) \).

To reshuffle terms, we study the classes of partnered and bachelor items in a term.

### 3.1 Partitioning the term into bachelor and well-balanced segments

With Definition 2.4, we may categorize the main items of a term \( A \) into different parts to which the partnered or bachelor items belong:

**Lemma 3.3** Let \( \mathfrak{s} \) be the body of a term \( A \). Then the following holds:

1. Each bachelor main \( \mathcal{O} \)-item in \( \mathfrak{s} \) precedes each bachelor main \( \delta \)-item in \( \mathfrak{s} \).
2. The removal from $\bar{\mathfrak{s}}$ of all bachelor main items, leaves behind a well-balanced segment.

3. The removal from $\bar{\mathfrak{s}}$ of all main $\delta O$-couples, leaves behind a $O\cdots\cdots\delta\cdots\cdots\delta$-segment, consisting of all bachelor main $O$- and $\delta$-items.

**Proof**: 1 is by induction on weight($\mathfrak{s}'$) for $\bar{\mathfrak{s}}\equiv \bar{\mathfrak{s}}'(BOx)\bar{s}'$ and $(BOx)$ bachelor in $\mathfrak{s}$. 2 and 3 are by induction on weight($\mathfrak{s}$). □

Note that we have assumed $\emptyset$ well-balanced. We assume it moreover non-bachelor.

**Corollary 3.4** For each non-empty segment $\mathfrak{s}$, there is a unique partitioning in segments $\bar{s}_0, \bar{s}_1, \ldots, \bar{s}_n$, such that

1. $\mathfrak{s} \equiv \bar{s}_0 \bar{s}_1 \cdots \bar{s}_n$;
2. For all $0 \leq i \leq n$, $\bar{s}_i$ is well-balanced for even $i$ and $\bar{s}_i$ is bachelor in $\mathfrak{s}$ for odd $i$.
3. For all $0 \leq i, j \leq n$: if $\bar{s}_i$ contains bachelor $O$-items and $\bar{s}_j$ contains bachelor $\delta$-items then $i \leq j$.
4. $\bar{s}_2n \neq \emptyset$ for $n > 0$. □

**Example 3.5** The partitioning of $(A\lambda_x)(B\lambda_y)(C\delta)(D\Pi_z)(E\lambda_u)(F\delta)(a\delta)(b\delta)(c\lambda_v)(d\lambda_w)(e\delta)$ is:

- well-balanced segment $\bar{s}_0 \equiv \emptyset$,
- bachelor segment $\bar{s}_1 \equiv (A\lambda_x)(B\lambda_y)$,
- well-balanced segment $\bar{s}_2 \equiv (C\delta)(D\Pi_z)$,
- bachelor segment $\bar{s}_3 \equiv (E\lambda_u)(F\delta)$,
- well-balanced segment $\bar{s}_4 \equiv (a\delta)(b\delta)(c\lambda_v)(d\lambda_w)$,
- bachelor segment $\bar{s}_5 \equiv (e\delta)$.

### 3.2 A reshuffling procedure and its properties

**Definition 3.6** The reshuffling function $TS$ is defined such that:

- $TS(\bar{x}) = TS(\bar{s})x$
- $TS((AOx)s) = TS(A)OxTS(s)$ if $(AOx)$ is bachelor in $\mathfrak{s}$
- $TS((A\delta)(\cdots)(A_n\delta)x) = TS(A)\delta \cdots (TS(A_n)\delta)$ if $\mathfrak{s}$ is well-balanced, $(A_1\delta)$ bachelor in $B$
- $TS((A\delta)(\bar{s})(BOx)) = TS(\bar{s})(TS(A)\delta)(TS(B)Ox)$ if $\bar{s}$ is well-balanced

With term reshuffling, well-balanced segments must be rewritten so that $\delta O$-couples become $\delta O$-segments and all bachelor main $\delta$-items are moved to the right of all well-balanced segments. Hence, for any $A$, $TS(A) = \bar{s}_0 \bar{s}_1 \bar{x}$ where $\bar{s}_1$ consists of all bachelor main $\delta$-items of $A$. $\bar{s}_0$ is of the form $\bar{s}_2 \bar{s}_3 \cdots \bar{s}_n$ where $\bar{s}_i$ is either a $\delta O$-segment or a bachelor main $O$-item.
Take \( P \equiv (A\lambda_x)(B\delta)(C\lambda_x)(D\lambda_y)(F\delta)(G\lambda_u)(H\delta)(I\delta)x \). Can we move all the bachelor main \( \mathcal{O} \)-items (to the left or right)? The answer is no. For example, \( D \) may contain variables bound by the \( \lambda_x \) and we cannot rewrite \( P \) as \( (A\lambda_x)(D\lambda_y)(B\delta)(C\lambda_x)(F\delta)(G\lambda_u)(H\delta)(I\delta)x \) (assuming \( A \ldots I \) are already reshuffled). Moreover, in \( P \), \( B \) and \( C \) may contain variables bound by \( \lambda_z \) so \( \lambda_z \) cannot move to the right of \( (B\delta)(C\lambda_x) \). Hence, in a term \( A \), all main bachelor \( \mathcal{O} \)-items will occur in the same position as in \( TS(A) \). Now, let us show the properties of \( TS \).

**Lemma 3.7**

1. For all pseudo-expressions \( M, TS(M) \) is well defined.
2. If \( \bar{s} \) is well-balanced, then \( TS(\bar{s}A) \equiv TS(\bar{s})TS(A) \) and \( TS(\bar{s}) \) is well-balanced.

**Proof:** 1. Every time a rule \( TS(M) \) is used, weights of the resulting terms become shorter or \( TS \) disappears. 2. By induction on \( \bar{s} \). Let IH stands for Induction Hypothesis.

**Lemma 3.8** For a term \( A \), \( TS(A) \equiv \bar{s}_0 \bar{s}_1 x \) where \( x \equiv \mathcal{O}(A) \), \( \bar{s}_1 \) consists of the term reshufflings of all bachelor main \( \delta \)-items of \( A \) and \( \bar{s}_0 \) is a sequence of term reshufflings of main \( \delta \mathcal{O} \)-segments and bachelor main \( \mathcal{O} \)-items.

**Proof:** Induction on \( \text{weight}(A) \).

- \( A \equiv x \), then nothing to prove.
- \( A \equiv (BO_x)C \) or \( A \equiv \bar{s}C \) where \( \bar{s} \) well-balanced, use IH on \( C \).
- \( A \equiv (B_1\delta) \cdots (B_n\delta)\bar{s}C \) where \( \bar{s} \) well-balanced and \( (\bar{s} \neq \emptyset \text{ or } (C \equiv x \text{ and } n > 0)) \).

**Lemma 3.9** For all pseudo-expressions \( A, B \) and variable \( x \):

1. \( TS(A) \equiv TS(TS(A)) \)
2. \( TS(A[x := B]) \equiv TS(TS(A)[x := TS(B)]) \)
3. \( A \equiv_B TS(A) \)

**Proof:** 1. By induction on the structure of \( A \). Case \( A \equiv x \), then \( A \equiv TS(A) \). Case \( A \equiv (BO_x)C \), or \( A \equiv (B_1\delta) \cdots (B_n\delta)\bar{s}C \) where \( \bar{s} \) well-balanced and \( (\bar{s} \neq \emptyset \text{ or } (C \equiv x \text{ and } n > 0)) \), use IH. 2. By induction on the structure of \( A \), using 1. 3. By induction on the number of symbols in \( A \).

**Corollary 3.10** For all pseudo-expressions \( A, B \): \( TS(A) \equiv_B TS(B) \) iff \( A \equiv_B B \).

**Definition 3.11** (Shuffle Class)

For a pseudo-expression \( A \), we define \( [A] \) to be \( \{ B \mid TS(A) \equiv TS(B) \} \).

**Lemma 3.12** for all \( A \in [B] \), \( A \) is semantically equivalent to \( B \).
4 Equivalence classes and shuffle $\beta\Pi$-reduction

**Definition 4.1** (Extended redexes and $\beta\Pi$-reduction in item notation)

An extended redex is a $\delta\lambda$-couple (i.e. is of the form $(C\delta)(B\lambda_x)A$ where $\delta$ is well-balanced).

General one-step $\beta$-reduction $\rightsquigarrow_\beta$ is the least compatible relation generated out of:

$$A \rightsquigarrow_\beta A' \text{ iff } \exists B \in [A] \exists B' \in [A'][B \rightarrow_\beta B']$$

Note that $\rightsquigarrow_\beta$ is compatible and transitive because $\rightarrow_\beta$ is. General $\rightsquigarrow_\beta$ is the reflexive and transitive closure of $\rightsquigarrow_\beta$ and $\rightsquigarrow$ is the least equivalence relation generated by $\rightsquigarrow_\beta$.

**Example 4.2** Let $A \equiv (z\delta)(w\delta)(u\lambda_x)(z\lambda_y)y$. Then $[A] = \{A, (w\delta)(u\lambda_x)(z\delta)(x\lambda_y)y\}$. Moreover, $A \rightsquigarrow_\beta A'$ for any $A' \in \{(w\delta)(u\lambda_x)z, (z\delta)(w\lambda_y)y\}$.

**Lemma 4.3** If $A \rightsquigarrow_\beta B$ then for all $A' \in [A]$, for all $B' \in [B]$, $A' \rightarrow_\beta B'$.

**Proof:** As $A \rightsquigarrow_\beta B$ then $\exists A_1 \in [A], \exists B_1 \in [B] A \rightarrow_\beta B_1$. Let $A', B' \in [A], [B]$ respectively. Hence $A_1 \in [A'], B_1 \in [B']$, $A_1 \rightarrow_\beta B_1$. So $A' \rightarrow_\beta B'$.

**Remark 4.4** Now it is not in general true that $A \rightarrow_\beta B \Rightarrow \exists A' \in [A], \exists B' \in [B] A' \rightarrow_\beta B'$.

This can be seen by the following counterexample:

$$A \equiv ((\alpha\lambda_x)(\alpha\lambda_u)w\delta)((\alpha\Pi_u)(\alpha\Pi_v)\alpha\lambda_x)(w\delta)(w\delta)x \rightsquigarrow_\beta (w\delta)(w\delta)(\alpha\lambda_u)(\alpha\lambda_v)v \rightarrow_\beta B \equiv (w\delta)(w\delta)v. \text{ But } [A] \text{ has the elements } A, (w\delta)((\alpha\lambda_u)(\alpha\lambda_v)w\delta)((\alpha\Pi_u)(\alpha\Pi_v)\alpha\lambda_x)(w\delta)x,$$

$$(w\delta)(w\delta)((\alpha\lambda_u)(\alpha\lambda_v)w\delta)((\alpha\Pi_u)(\alpha\Pi_v)\alpha\lambda_x)x, \quad [B] = \{B\} \text{ and if } A' \in [A] \text{ then the only } \rightarrow_\beta \text{ reduct of } A' \text{ is } (w\delta)(w\delta)(\alpha\lambda_u)(\alpha\lambda_v)v, \text{ which doesn't } \rightarrow_\beta \text{ reduce to } B. \text{ In Lemma 4.12 however, we show that there is a correspondence between } \rightsquigarrow_\beta \text{ on classes and } \rightarrow_\beta \text{ on terms.}$$

Let $\rightarrow_\beta$ be the least compatible relation generated by $(B_1\delta)\bar{s}(B_2\lambda_x)B_3 \rightarrow_\beta \bar{s}(B_3[x := B_1])$ for $\bar{s}$ well-balanced. Let $\rightarrow_\beta$ be its reflexive and transitive closure and $\rightsquigarrow_\beta$ be the least equivalence relation closed under $\rightarrow_\beta$. $\rightarrow_\beta$ has been used in [BKN 9y]. We will use [BKN 9y] to obtain Strong Normalisation for the present paper.

**Lemma 4.5** $\rightarrow_\beta \subseteq \rightsquigarrow_\beta \subseteq \rightsquigarrow.$

**Proof:** It suffices to show $(A\delta)(B\lambda_x)C \rightarrow_\beta C[x := A]$ and $(A\delta)\bar{s}(B\lambda_x)C \rightsquigarrow_\beta \bar{s}C[x := A]$. But $(A\delta)(B\lambda_x)C \equiv (A\delta)\emptyset(B\lambda_x)C \rightarrow_\beta \emptyset C[x := A] \equiv C[x := A]$, and $(A\delta)\bar{s}(B\lambda_x)C \in [\bar{s}(A\delta)(B\lambda_x)C], \bar{s}(A\delta)(B\lambda_x)C \rightarrow_\beta \bar{s}C[x := A]$ hence $(A\delta)\bar{s}(B\lambda_x)C \rightsquigarrow_\beta \bar{s}C[x := A]$.

**Lemma 4.6** If $A \rightsquigarrow_\beta B$ then $TS(A) \rightsquigarrow_\beta TS(B)$.

**Proof:** We show $\rightsquigarrow_\beta$. By Lemma 3.9, $[TS(A)] =_\beta [A]$; so $A \rightsquigarrow_\beta B \Leftrightarrow TS(A) \rightsquigarrow_\beta TS(B)$.

**Remark 4.7** Note that this lemma does not hold for $\rightarrow_\beta$. Take for example $A$ and $B$ where $A \equiv ((z\lambda_u)(z\lambda_v)\delta)(v\lambda_x)(y\delta)(y\delta)x$ and $B \equiv (y\delta)(y\delta)(z\lambda_u)(z\lambda_v)v$. It is obvious that $A \rightarrow_\beta B$ yet $TS(A) \equiv A \not\rightarrow_\beta TS(B) \equiv (y\delta)(z\lambda_u)(y\delta)(z\lambda_v)v$.

**Lemma 4.8** If $(B\delta)\bar{s}(C\lambda_x)D$ is an extended redex in $A$, then $(TS(B)\delta)(TS(C)\lambda_x)TS(D)$ is a classical redex in $TS(A)$, and if $(B\delta)(C\lambda_x)D$ is a classical redex in $TS(A)$ then there exist $B', C', D'$'s such that $TS(B') \equiv B, TS(C') \equiv C, TS(D') \equiv D$ and $(B'\delta)\bar{s}(C'\lambda_x)D'$ is an extended redex in $A$.

**Proof:** by induction on the number of symbols in $A$. 
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Lemma 4.9 If $A \sim_\beta B$ or $A \rightarrow_\beta B$ then $A =_\beta B$.

Proof: For $\sim_\beta$: say $A' \in [A]$, $B' \in [B]$, $A' \rightarrow_\beta B'$. Then by lemma 3.9: $A =_\beta TS(A) \equiv TS(A') =_\beta A' = _\beta B' = _\beta TS(B') \equiv TS(B) =_\beta B$.

For $\rightarrow_\beta$: it suffices to consider the case $A \equiv \overline{\sigma}(C\delta)(D\lambda_x)E$ where the contracted redex is based on $(C\delta)(D\lambda_x)$, $B \equiv \overline{\sigma}(E[x := C])$, and $\overline{\sigma}$ is well-balanced (hence weight($\overline{\sigma}$) is even).

We shall prove the lemma by induction on weight($\overline{\sigma}$). Case weight($\overline{\sigma}$) = 0 then obvious as $\rightarrow_\beta$ coincides with $\rightarrow_\beta$ in this case. Assume the property holds when weight($\overline{\sigma}$) = $2n$. Take $\overline{\sigma}$ such that weight($\overline{\sigma}$) = $2n + 2$. Now, $\overline{\sigma} = (C'\delta)(D'\lambda_y)\overline{\sigma}'$ where $\overline{\sigma}'$, $\overline{\sigma}''$ are well-balanced.

Therefore, $A =_\beta B'$, $B' = _\beta B''$, and $B =_\beta B''$, hence $A =_\beta B$. □

Corollary 4.10 Let $\rightarrow_\beta$ be $\sim_\beta$ or $\rightarrow_\beta$.

1. If $A \rightarrow_\beta B$ then $A =_\beta B$.

2. $A =_\beta B$ iff $A =_\beta B$ iff $A \sim_\beta B$. □

Theorem 4.11 (The general Church Rosser theorem for $\sim_\beta$) Let $\rightarrow_\beta$ be $\sim_\beta$ or $\rightarrow_\beta$.

If $A \rightarrow_\beta B$ and $A \rightarrow_\beta C$, then there exists $D$ such that $B \rightarrow_\beta D$ and $C \rightarrow_\beta D$.

Proof: As $A \rightarrow_\beta B$ and $A \rightarrow_\beta C$ then by Corollary 4.10, $A =_\beta B$ and $A =_\beta C$. Hence, $B =_\beta C$ and by CR for $\rightarrow_\beta$, there exists such that $B \rightarrow_\beta D$ and $C \rightarrow_\beta D$. But, $A \rightarrow_\beta B$ implies $A \rightarrow_\beta B$. Hence we are done. □

We can have $TS(C) \rightarrow_\beta D$ where $D \neq TS(D)$. Consider for example the terms $C \equiv ((z\lambda_x)(z\lambda_x)(v \delta)(w \lambda_x)(y \delta)(y \delta) x)$ and $D \equiv (y \delta)(y \delta)(z\lambda_x)(z\lambda_x)v$. Then $TS(A) \equiv C \rightarrow_\beta D$ whereas $TS(D) \equiv (y \delta)(z\lambda_x)(y \delta)(z\lambda_x)v$. But we still can show that in a certain sense, term reshuffling preserves $\beta_\Pi$-reduction.

Lemma 4.12 If $A, B \in T$ and $A \sim_\beta B$ then $(\exists B' \in [B])[TS(A) \rightarrow_\beta B']$. In other words, the following diagram commutes:

$$\begin{array}{ccc}
A & \rightarrow_\beta & B \\
\downarrow & & \downarrow \\
TS(A) & \rightarrow_\beta & B' \in [B]
\end{array}$$

Proof: Prove by induction on the structure of $A'$ that if $A' \rightarrow_\beta B' \in [B]$, then for some $B''$, $TS(A') \rightarrow_\beta B'' \in [B]$. □

Corollary 4.13 If $A \sim_\beta B$ then there exist $A_0, A_1, \ldots, A_n$ such that $[(A \equiv A_0) \land (TS(A_0) \rightarrow_\beta A_1) \land (TS(A_1) \rightarrow_\beta A_2) \land \cdots \land (TS(A_{n-1}) \rightarrow_\beta A_n \in [B])]$

Proof: By induction on $\sim_\beta$. □
The \( \lambda \)-cube with equivalence classes, definitions and shuffle \( \beta \Pi \)-reduction

If we extend the \( \lambda \)-cube with \( \sim _\beta \) then Subject Reduction fails. That is: \( \Gamma \vdash A : B \) and \( A \sim _\beta A' \not\equiv \Gamma \vdash A' : B' \)

Example 5.1 (SR does not hold in \( \lambda 2 \) using \( \sim _\beta \))

\[ (*\lambda \alpha )(\beta \lambda y') \vdash _{\lambda 2} (y'\delta)(\delta \beta *)(\lambda \alpha y)(y'\delta)(\alpha \lambda x)x : \beta. \]

Moreover, \( (y'\delta)(\delta \beta *)(\lambda \alpha y)(y'\delta)(\alpha \lambda x)x \sim _\beta (\delta \beta *)(\lambda \alpha y)(y'\delta)(\alpha \lambda x)x. \)

Yet, \( (*\lambda \alpha )(\beta \lambda y') \not\vdash _{\lambda 2} (y'\delta)(\delta \beta *)(\lambda \alpha y)(y'\delta)(\alpha \lambda x)x : \beta. \)

Even, \( (*\lambda \alpha )(\beta \lambda y') \not\vdash _{\lambda 2} (y'\delta)(\delta \beta *)(\lambda \alpha y)(y'\delta)(\alpha \lambda x)x : \tau \) for any \( \tau \).

This is because \((\alpha \lambda x)x : (\alpha \Pi x)\alpha \) and \( y : \beta \) yet \( \alpha \) and \( \beta \) are unrelated and hence we fail in firing the application rule to find the type of \( (y'\delta)(\alpha \lambda x)x \).

Looking closer however, one finds that \((\delta \beta *)(\lambda \alpha y) \) is defining \( \alpha \) to be \( \beta \), yet no such information can be used to combine \((\alpha \Pi x)\alpha \) with \( \beta \).

Definitions take such information into account. Finally note that failure of SR in \( \lambda 2 \) means its failure in \( \lambda P 2, \lambda \omega \) and \( \lambda C \).

Example 5.2 (SR does not hold in \( \lambda P \) using \( \sim _\beta \))

\[ (*\lambda \alpha )(\sigma \lambda y)((\sigma \Pi y) * \lambda Q)((t \delta)(\delta \sigma \alpha y)((t \delta)Q\lambda y)((t \delta)Q\lambda Z)Z : (t \delta)Q. \]

And \( (\lambda \delta')(t \delta)(\delta \beta *)(\lambda \alpha y)(y'\delta)((t \delta)Q\lambda Z)Z \sim _\beta (t \delta)(\alpha \lambda x)((\lambda \delta')(\alpha \lambda x)(\alpha \lambda z)Z : \tau \) for any \( \tau \).

Here again the reason of failure is similar to the above example. At one stage, we need to match \( (t \delta)Q \) with \( (t \delta)Q \) but this is not possible even though we do have the definition segment: \( (t \delta)(\sigma \alpha y) \) which defines \( x \) to be \( t \). All this calls for the need to use these definitions. Finally note that failure of SR in \( \lambda P \) means its failure in \( \lambda P 2, \lambda P \omega \) and \( \lambda C \).

We conjecture that Subject Reduction is valid for \( \lambda \) and \( \lambda \omega \) with \( \sim _\beta \) and that the proof goes as in [BKN 9y] for \( \sim _\beta \).

We extend the \( \lambda \)-cube with definitions, \( \sim _\beta \) and equivalence classes modulo TS. Contexts now consist of declarations \((A\lambda x)\) and definitions. We take the typing rules \( \vdash _{sh} \) to be exactly those \( \vdash \) with the addition of the definition rule:

\[
(\text{def rule}) \quad \frac{\Gamma \vdash _{sh} C : D}{\Gamma \vdash _{sh} dC : [D]_d} \quad \text{if } d \text{ is a definition}
\]

Now, we proceed to show the properties of \( \vdash _{sh} \).

Lemma 5.3 (Free variable lemma for \( \vdash _{sh} \))

Let \( \Gamma \) be a legal context such that \( \Gamma \vdash _{sh} B : C \). Then the following holds:

1. If \( d \) and \( d' \) are two different elements of \( \Gamma -\text{decl} \cup \Gamma \text{-def} \), then \( \text{subj}(d) \not= \text{subj}(d') \).

2. \( \text{FV}(B), \text{FV}(C) \subseteq \text{dom}(\Gamma) \).

3. For \( s_1 \) a main item of \( \Gamma \), \( \text{FV}(s_1) \subseteq \{ \text{subj}(d) \mid d \in \Gamma -\text{decl} \cup \Gamma \text{-def}, \text{d is to the left of s1 in } \Gamma \} \).

Proof: All by induction on the derivation of \( \Gamma \vdash _{sh} B : C \).

Lemma 5.4 (Start Lemma for \( \vdash _{sh} \))

Let \( \Gamma \) be a legal context. Then \( \Gamma \vdash _{sh} * : \square \) and \( \forall d \in \Gamma \Gamma \vdash _{sh} d \).

Proof: \( \Gamma \) is legal \( \Rightarrow \exists B, C[\Gamma \vdash _{sh} B : C] \); use induction on the derivation \( \Gamma \vdash _{sh} B : C \).
Lemma 5.5 (Transitivity Lemma for $t$-sh)

Let $\Gamma$ and $\Delta$ be legal contexts. Then: $[\Gamma \vdash t \Delta \land \Delta \vdash A : B] \Rightarrow \Gamma \vdash A : B$.

Proof: Induction on the derivation $\Delta \vdash A : B$ using the start lemma. By the compatibility of $\Gamma \vdash C \equiv D$ it follows that if $d \in \Delta$ and $D$ arises from $C$ by $\text{def}(d)$, then $\Gamma \vdash C \equiv D$ and hence $\Delta \vdash C \equiv D$ implies $\Gamma \vdash C \equiv D$, now use induction on the derivation of $\Delta \vdash A : B$. □

Lemma 5.6 (Definition-shuffling for $t$-sh) Let $d$ be a definition.

1. If $\Gamma d \vdash t \Delta \vdash A : S$ then $\Gamma d(\text{def}(d)\delta)(\text{pred}(d)\lambda \text{subj}(d)) \vdash \Delta \vdash A : S$.

2. If $\Gamma d \vdash t \Delta \vdash A : D$ then $\Gamma d(\text{def}(d)\delta)(\text{pred}(d)\lambda \text{subj}(d)) \vdash \Delta \vdash A : D$.

Proof: 1. is by induction on the generation of $\Gamma d \vdash t \Delta \vdash A : S$. 2. is by induction on the derivation of $\Gamma d \vdash t \Delta \vdash A : D$ using 1. for conversion. □

Lemma 5.7 (Thinning for $t$-sh)

1. If $\Gamma_1 \Gamma_2 \vdash t \Delta \vdash A = \text{def} B$, $\Gamma_1 \Delta \Gamma_2$ is a legal context, then $\Gamma_1 \Gamma_2 \vdash t \Delta \vdash A = \text{def} B$.

2. If $\Gamma$ and $\Delta$ are legal contexts such that $\Gamma \subseteq \Delta$ and $\Gamma \vdash t \Delta \vdash A : B$, then $\Delta \vdash t \Delta \vdash A : B$.

Proof: 1. is by induction on the derivation $\Gamma_1 \Gamma_2 \vdash t \Delta \vdash A = \text{def} B$. 2. is done by showing:

• If $\Gamma \Delta \vdash t \Delta \vdash A : B$, $\Gamma \vdash t \Delta \vdash C : S$, $x$ is fresh, and no $\lambda$-item in $\Gamma$, then also $\Gamma(C\lambda_x) \vdash t \Delta \vdash A : B$. We show this by induction on the derivation $\Gamma \Delta \vdash t \Delta \vdash A : B$ using 1. for conversion.

• If $\Gamma \Delta \vdash t \Delta \vdash A : B$, $\Gamma \vdash t \Delta \vdash C : D$, $[C]_{\not=} \equiv C$, $x$ is fresh, $\not=$ is well-balanced, then also $\Gamma(C\delta)\not=(B\lambda_x) \vdash t \Delta \vdash A : B$. We show this by induction on $\Gamma \Delta \vdash t \Delta \vdash A : B$. In the case of (start) where $\Gamma(A\delta)\not=(B\lambda_x) \vdash t \Delta \vdash x : A$ comes from $\Gamma \Delta \vdash A : S$, $[A]_{\not=} \equiv A$, $x$ fresh, then $[A]_{(C\delta)\not=(D\lambda_x)} \equiv A$ because $x$ fresh and $\Gamma(C\delta)(D\lambda_x) \vdash t \Delta \vdash A : B : S$ by IH.

• If $\Gamma \Delta \vdash t \Delta \vdash B : C$, ($A\lambda_x$) bachelor, $\not=$ well-balanced, $\Gamma \vdash t \Delta \vdash D : A$, $[D]_{\not=} \equiv D$, then $\Gamma(D\delta)\not=(A\lambda_x) \vdash t \Delta \vdash B : C$. We show this by induction on $\Gamma \Delta \vdash t \Delta \vdash A : B$. □

Lemma 5.8 (Substitution lemma for $t$-sh) Let $d$ be a definition.

1. If $\Gamma \Delta \vdash t \Delta \vdash A = \text{def} B$, $A$ and $B$ are $\Gamma \Delta \vdash t \Delta$-legal terms, then $\Gamma \Delta[\text{subj}(d) := \text{def}(d)] \vdash t \Delta A[\text{subj}(d) := \text{def}(d)] = \text{def} B[\text{subj}(d) := \text{def}(d)]$.

2. If $B$ is a $\Gamma d$-legal term, then $\Gamma d \vdash t \Delta \vdash B = \text{def}[B]_d$.

3. If $\Gamma(A\delta)\not=(B\lambda_x) \vdash t \Delta \vdash C : D$ then $\Gamma \Delta[\text{x := A}] \vdash t \Delta C[\text{x := A}] : D[\text{x := A}]$.

4. If $\Gamma(B\lambda_x) \vdash t \Delta \vdash C : D$, $\Gamma \vdash t \Delta \vdash A : B$, ($B\lambda_x$) bachelor in $\Gamma$, then $\Gamma \Delta[\text{x := A}] \vdash t \Delta C[\text{x := A}] : D[\text{x := A}]$.

5. If $\Gamma \Delta \vdash t \Delta \vdash C : D$, then $\Gamma \Delta[\text{C := D}] \vdash t \Delta [\text{C := D}]$.

Proof: 1. Induction to the derivation rules of $= \text{def}$. 2. Induction on the structure of $B$. 3. Induction to the derivation rules, use 1., 2. and the thinning lemma. 4. Idem. 5. Corollary of 3. □
Lemma 5.9 (Generation Lemma for \( \vdash_{\text{sh}} \))

1. If \( \Gamma \vdash_{\text{sh}} x : A \) then for some \( B \): \( (B \lambda x) \in \Psi \), \( \Gamma \vdash_{\text{sh}} B : S \), \( \Gamma \vdash_{\text{sh}} A = \text{def } B \) and \( \Gamma \vdash_{\text{sh}} A : S' \) for some sort \( S' \).

2. If \( \Gamma \vdash_{\text{sh}} (A \lambda x)B : C \) then for some \( D \) and sort \( S \): \( \Gamma(A \lambda x) \vdash_{\text{sh}} B : D \), \( \Gamma \vdash_{\text{sh}} (A \Pi x)D : S \), \( \Gamma \vdash_{\text{sh}} (A \Pi x)D = \text{def } C \) and if \( (A \Pi x)D \neq C \) then \( \Gamma \vdash_{\text{sh}} C : S' \) for some sort \( S' \).

3. If \( \Gamma \vdash_{\text{sh}} (A \Pi x)B : C \) then for some sorts \( S_1, S_2 \): \( \Gamma \vdash_{\text{sh}} A : S_1 \), \( \Gamma \vdash_{\text{sh}} B : S_2 \), \( (S_1, S_2) \in \mathcal{R} \), \( \Gamma \vdash_{\text{sh}} C = \text{def } S_2 \) and if \( S_2 \neq C \) then \( \Gamma \vdash_{\text{sh}} C : S \) for some sort \( S \).

4. If \( \Gamma \vdash_{\text{sh}} (A \delta)B : C \), \( (A \delta) \) bachelor in \( B \), then for some terms \( D, E \), variable \( x \): \( \Gamma \vdash_{\text{sh}} A : D \), \( \Gamma \vdash_{\text{sh}} B : (D \Pi x)E \), \( \Gamma \vdash_{\text{sh}} E[x := A] = \text{def } C \) and if \( E[x := A] \neq C \) then \( \Gamma \vdash_{\text{sh}} C : S \) for some sort \( S \).

5. If \( \Gamma \vdash_{\text{sh}} \exists A : B \), then \( \Gamma \exists \vdash_{\text{sh}} A : B \)

Proof: 1., 2., 3. and 4. follow by a tedious but straightforward induction on the derivations (use the thinning lemma). As to 5., use induction on weight(\( \exists \)).

Corollary 5.10 (Correctness of Types)

If \( \Gamma \vdash_{\text{sh}} A : B \) then \( B \equiv 0 \) or \( \Gamma \vdash_{\text{sh}} B : S \) for some sort \( S \).

Proof: By induction to the derivation rules. The interesting cases are the definition and application rules. In case \( \Gamma \vdash_{\text{sh}} dA : [B]_d \) as a consequence of \( \Gamma d \vdash_{\text{sh}} A : B \), then by IH \( B \equiv 0 \) or \( \Gamma d \vdash_{\text{sh}} B : S \) for some sort \( S \). In the first case also \( [B]_d \equiv 0 \), in the second case by the Substitution Lemma \( \Gamma \vdash_{\text{sh}} [B]_d : [S]_d \equiv S \).

In case \( \Gamma \vdash_{\text{sh}} (a\delta)F : B[x := a] \) as a consequence of \( \Gamma \vdash_{\text{sh}} F : (A \Pi x)B \), \( \Gamma \vdash_{\text{sh}} a : A \), then by the induction hypothesis \( \Gamma \vdash_{\text{sh}} (A \Pi x)B : S \) for some sort \( S \) and hence by Generation \( \Gamma(A \lambda x) \vdash_{\text{sh}} B : S \). Then by Thinning \( \Gamma(a\delta)(A \lambda x) \vdash_{\text{sh}} B : S \), so by the definition rule \( \Gamma \vdash_{\text{sh}} (a\delta)(A \lambda x)B : S[x := a] \equiv S \) \( \Box \)

Now, we prove SR for \( \vdash_{\text{sh}} \) using \( \rightarrow_{\beta} \) rather than \( \rightarrow_{\beta} \).

Theorem 5.11 (Subject Reduction for \( \vdash_{\text{sh}} \) and \( \rightarrow_{\beta} \))

\( \Gamma \vdash_{\text{sh}} A : B \) and \( A \rightarrow_{\beta} A' \) then \( \Gamma \vdash_{\text{sh}} A' : B \).

Proof: By simultaneous induction on the derivation rules:

1. If \( \Gamma \vdash_{\text{sh}} A : B \) and \( \Gamma \rightarrow_{\beta} \Gamma ' \) then \( \Gamma ' \vdash_{\text{sh}} A : B \)

2. \( \text{IF } \Gamma \vdash_{\text{sh}} A : B \) and \( A \rightarrow_{\beta} A' \) then \( \Gamma \vdash_{\text{sh}} A' : B \)

\( \Box \)

Lemma 5.12 If \( \Gamma \vdash_{\text{sh}} A : B \) and \( A' \in \{A\} \), \( \Gamma' \) results from \( \Gamma \) by substituting some main items \( (Cw) \) by \( (C'w) \) where \( C' \in \{C\} \), then \( \Gamma' \vdash_{\text{sh}} A' : B \).

Proof: Induction on the derivation rules. We treat two cases:

- (start): \( \Gamma(A\delta)d(B\lambda x) \vdash_{\text{sh}} x : B \) as a consequence of \( \Gamma d \vdash_{\text{sh}} A : B \) and \( \Gamma d \vdash_{\text{sh}} B : S \). We must show \( \Gamma'(A'\delta)d'(B'\lambda x) \vdash_{\text{sh}} x : B \). By the induction hypothesis \( \Gamma d' \vdash_{\text{sh}} A' : B \), \( \Gamma d' \vdash_{\text{sh}} B' : S \), by Lemma 3.12 \( B = B' \) so by conversion \( \Gamma d' \vdash_{\text{sh}} A' : B' \), hence by the start rule \( \Gamma'(A'\delta)d'(B'\lambda x) \vdash_{\text{sh}} x : B' \) and by conversion \( \Gamma'(A'\delta)d'(B'\lambda x) \vdash_{\text{sh}} x : B \).
• (definition): $\Gamma \vdash^\text{sh} dA : [B]_d$ as a consequence of $\Gamma d \vdash^\text{sh} A : B$.

By the induction hypothesis $\Gamma d' \vdash^\text{sh} A' : B$, where $d'$ is the items of $d'$ in the order of $d$. Now by Lemma 5.6 $\Gamma d' \vdash^\text{sh} d' A' : [B]_{d'}$. By the induction hypothesis also $\Gamma d \vdash^\text{sh} A : B$, hence $\Gamma d' \vdash^\text{sh} A' : [B]_{d'}$, so by Lemma 5.10 $[B]_{d'} \equiv \square$ or $\Gamma d' \vdash^\text{sh} [B]_{d'} : S$ for some sort $S$. In the first case also $[B]_{d'} \equiv \square$ and we are done, in the second case by Lemma 3.12 $[B]_{d'} = \beta [B]_{d'}$ so by conversion $\Gamma d' \vdash^\text{sh} d' A' : [B]_{d'}$.

Corollary 5.13 ($TS$ preserves typing)

1. $\Gamma \vdash^\text{sh} A : B \iff \Gamma \vdash^\text{sh} TS(A) : B$.
2. If $\Gamma \vdash^\text{sh} A : B$ and $A' \in [A]$, $B' \in [B]$ then $\Gamma \vdash^\text{sh} A' : B'$.

Proof:

1. By lemma 5.12 as $A \in [TS(A)]$ and $TS(A) \in [A]$.
2. By lemma 5.12 using the Generation Corollary and conversion.

Here is now the proof of SR using $\vdash^\text{sh}$ and $\rightsquigarrow_\text{sh}$.

Corollary 5.14 (Subject Reduction for $\vdash^\text{sh}$ and $\rightsquigarrow_\text{sh}$)

If $\Gamma \vdash^\text{sh} A : B$ and $A \rightsquigarrow_\text{sh} A'$ then $\Gamma \vdash^\text{sh} A' : B$.

Proof: We prove $\Gamma \vdash^\text{sh} A : B$, $A \rightsquigarrow_\text{sh} A' \implies \Gamma \vdash^\text{sh} A' : B$.

By Corollary 5.13 $\Gamma \vdash^\text{sh} TS(A) : B$, by Lemma 4.12 there is a term $C$ such that $TS(A) \rightsquigarrow_\beta C$ and $C \in [A]$, now by Theorem 5.11 $\Gamma \vdash^\text{sh} C : B$ and by Lemma 5.13 $\Gamma \vdash^\text{sh} A' : B$.

Now we shall prove Strong Normalisation for the $\lambda$-cube with definitions and shuffle $\beta\Pi$-reduction. The proof is based on Strong Normalisation of the $\lambda$-cube extended with definitions and generalised reduction as in [BKN 9yj].

Lemma 5.15 If $\Gamma \vdash^\text{sh} A : B$ then $\Gamma \vdash^* A : B$, where $\vdash^*$ is the typing relation of systems of the $\lambda$-cube extended with definitions and generalised reduction.

Proof: Induction on the derivation rules of $\vdash^\text{sh}$. All rules are trivial since they are also rules in $\vdash^*$.

Corollary 5.16 If $A$ is a $\vdash^\text{sh}$-legal term then $A$ is strongly normalising with respect to $\rightsquigarrow_\text{sh}$. If $A$ is $\vdash^\text{sh}$-legal then $A$ is $\vdash^*$-legal by Lemma 5.15 and hence $A$ is strongly normalising with respect to $\rightsquigarrow_\text{sh}$ (see [BKN 9yj]).

Definition 5.17 For a $\vdash^\text{sh}$-legal term $A$, define $\text{height}(A)$ to be the maximal length of a $\rightsquigarrow_\text{sh}$-reduction path starting with $A$.

Lemma 5.18

1. If $A$ is legal and $A \rightsquigarrow_\beta B$, then $\text{height}(A) > \text{height}(B)$.
2. If $A$ is legal and $A' \in [A]$, then $\text{height}(A') = \text{height}(A)$.
3. If $A$ is legal and $A \rightsquigarrow_\beta B$, then $\text{height}(A) > \text{height}(B)$.

Proof: Long but straightforward.

Corollary 5.19 Every legal term is strongly normalising with respect to $\rightsquigarrow_\beta$. 

15
6 Conclusion

Reshuffling terms and enabling newly visible redexes to be contracted before other ones, and studying the classes of terms that are semantically equivalent, may act as a powerful tool in the study of some programming languages. For example, there is a need to make as many needed redexes visible as possible (see [BKKS 87]). In fact, even though the notion of a needed redex is undecidable, much work has been carried out in order to study some classes of needed redexes (as in [BKKS 87] and [Gardner 94]). Moreover, in lazy evaluation ([Launchbury 93]), some redexes get frozen while other ones are being contracted. Now, if we had the ability of choosing which redex to contract out of all visible redexes, rather than waiting for some redex to be evaluated before we can proceed with the rest, then we can say that we have achieved a flexible system where we have control over what to contract rather than letting reductions force themselves in some order. This may lead to some advantages concerning optimal reductions as in [Lévy 80]. Moreover, we may avoid explosion if we had the choice of making more redexes visible and the ability of contracting a visible redex before other ones:

Example 6.1 Let $M \equiv (\lambda_{x:u}.(\lambda_{y:u}.y(Cx \ldots x))B(\lambda_{z:u}.u))$ where $B$ is a BIG term. Then $M \beta (\lambda_{y:u}.y(CBB \ldots B))(\lambda_{z:u}.u) \beta (\lambda_{z:u}.u)(CBB \ldots B) \beta u$ and $u$ is in normal form. Now the first and second reduce both contain the segment $CBB \ldots B$, so they are very, very long terms. Shuffle reduction however allows us to reduce $M$ in the following way: $TS(M) \equiv (\lambda_{x:u}.(\lambda_{y:u}.y(Cx \ldots x))(\lambda_{z:u}.u))B \beta (\lambda_{x:u}.(\lambda_{z:u}.u)(Cxx \ldots x))B \beta (\lambda_{x:u}.u)B \beta u$, and in this reduction all the terms are of equal or smaller size than $M$! So shuffle reduction might allow us to define clever strategies that reduce terms via paths of relatively small terms.
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