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Abstract
The “random intersection graph with communities” (RIGC) models networks with communities, assuming an underlying bipartite structure of groups and individuals. Each group has its own internal structure described by a (small) graph, while groups may overlap. The group memberships are generated by a bipartite configuration model. The model generalizes the classical random intersection graph model, a special case where each community is a complete graph. The RIGC model is analytically tractable. We prove a phase transition in the size of the largest connected component in terms of the model parameters. We prove that percolation on RIGC produces a graph within the RIGC family, also undergoing a phase transition with respect to size of the largest component. Our proofs rely on the connection to the bipartite configuration model. Our related results on the bipartite configuration model are of independent interest, since they shed light on interesting differences from the unipartite case.

KEYWORDS
bipartite configuration model, community structure, overlapping communities, percolation, phase transition, random intersection graphs, random networks

Abbreviations: BCM, bipartite configuration model; BP, branching process; CM, configuration model; iid, independent and identically distributed; lhs, left-hand side; pmf, probability mass function; rhs, right-hand side; RIG, random intersection graph; RIGC, random intersection graph with communities; uar, uniformly at random; UI, uniformly integrable; whp, with high probability; wlog, without loss of generality; wrt, with respect to.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made. © 2021 The Authors. Random Structures and Algorithms published by Wiley Periodicals LLC.
INTRODUCTION

Real-world networks often exhibit a higher amount of clustering (also called transitivity [41, Chapter 7.9, 11]), that is, a larger amount of triangles than expected by pure chance [51]. A possible explanation for this phenomenon are communities: (small) subgraphs that are (significantly) denser than the network average. Such a community structure has been observed in several real-life networks [23], such as the Internet, collaboration networks, and social networks. In particular, many networks are well-explained [27, 28] by an underlying (possibly hidden) structure of individuals and groups that the individuals are part of. This is the kind of model we focus on in this article. The prime example is collaboration networks, such as the Internet movie database IMDb or the ArXiv, where the “individuals” are the authors, and the “groups” are the papers or articles they collaborate in. We can also model a social network in a similar fashion, giving “groups” the interpretation of families, common interests, workplaces, or cities. We take most of our terminology from social networks, however the model we present below is more widely applicable, for any network that builds on a group structure.

Due to the complexity of real-world networks, they are often modeled using random graphs [12, 21, 31]. Models are built to mimic some empirically observed properties of the network that we consider as defining features, such as degree structure, clustering, small-world property, and so forth. Then one may study further properties and processes of interest, such as network evolution and information or epidemic spreading processes, on the model to make predictions for real-life networks.

The traditional random graph model for networks with a group structure is the random intersection graph (RIG) [6, 7, 9–11, 20, 24, 40, 42, 43, 52, 53]. In this model, the underlying group structure mentioned above is represented by a bipartite graph, where the two partitions correspond to the individuals (people) and the groups (attributes), and an edge represents a group membership. The group memberships, that is, connections in this bipartite graph, are random. Individuals are then connected in the intersection graph when they are together in a group, that is, share at least one group as neighbor in the bipartite graph. As a result, the members of a group form a complete subgraph, though in some variations of the model this complete graph is thinned [32, 40]. An other direction of research focuses on networks where the building blocks are communities that have an arbitrary internal structure, however no overlap [3, 4, 49, 50]. In [48] (see also [47] for an extended version), we have introduced a generalization of the RIG model that also incorporates an arbitrary internal structure for each group, which we call the random intersection graph with communities (RIGC). The RIGC thus combines the efforts to model networks with overlapping communities, as well as using arbitrary communities as building blocks. The RIGC is applicable to real-life network data, while we also derive rigorous analytic results.

In [48] (see also [34] for related local weak convergence results for RIGs), we have studied “local” properties of the RIGC model, such as local weak convergence (convergence of subgraph counts), degrees, local clustering coefficient, and the overlapping structure of communities. In this article, we instead focus on “global” properties, in particular the giant component problem and percolation (defined shortly), as well as the relation between “local” and “global” properties.

The giant component problem studies whether there exists a component containing a linear proportion of vertices. It has garnered quite some interest in the random graph literature since the seminal work of Erdős and Rényi [22], and has been studied on several other models (e.g., Chung–Lu model [17, 18] and configuration model [14, 30, 38, 39], see also the survey by Spencer [44] and the references therein). We prove that as we vary the parameters of the RIGC, the size of the largest component undergoes a phase transition: either all components have sublinear sizes as the network size grows, or there exists a unique giant component containing a constant fraction of the vertices, while the rest of the
components have sublinear sizes. When a giant component exists, we are able to further characterize it. To solve the giant component problem for the RIGC, we also solve it for a bipartite version of the configuration model (BCM), which is of independent interest.

Percolation means keeping each edge of a graph independently with a fixed probability, and it has applications related to epidemiology and attack vulnerability of networks. We give a detailed introduction to percolation in Section 2.5.1. We prove that percolation on the RIGC model can be represented as an RIGC with different parameters; we thus find that percolation on the RIGC undergoes a similar phase transition, and identify the asymptotic critical point implicitly.

1.1 Main contribution and novelty of methodology

The main innovation of this article is the methodology required to solve the giant component problem for the bipartite configuration model. We make a non-trivial adaptation of the continuous-time exploration algorithm of the configuration model, originating from Janson and Luczak [30], to the bipartite case. The analysis of the bipartite case involves the study of a death process where jumps occasionally happen with infinite rate.

Showing that percolation on the RIGC stays within the family of models suggests that the RIGC is also a natural way to study percolation on the classical random intersection graph.

Finally, we combine the results on the giant component of the RIGC from the continuous-time exploration with the local weak convergence results from [48] (see also [34]), to obtain further properties of the giant component.

1.2 Organization of the article

In Sections 2.1 and 2.2, we introduce the model and our assumptions. In Sections 2.3–2.5, we state our results on the largest component of the RIGC, the largest component of the BCM and percolation on the RIGC, respectively. In Section 3, we prove the results on the phase transition in the BCM as well as the RIGC using the adapted continuous-time exploration, and in particular, in Section 3.3, we analyze the death process with occasional instantaneous jumps. In Section 4, we prove the phase transition of (bond) percolation in the RIGC as a consequence of the largest component phase transition. Finally, in Section 5, we study further properties of the largest component of the RIGC.

1.3 Notational conventions

To study the asymptotic behavior of various quantities, we will consider a sequence of graphs and consequently, a sequence of input parameters, both indexed by \( n \in \mathbb{N} \). We note that \( n \) does not necessarily mean the size or any other parameter of the graph, and to keep the notation light, we often omit indicating the dependence on \( n \), as long as it does not cause confusion. Throughout this article, we denote the set of positive integers as \( \mathbb{Z}^+ \) and the set of non-negative integers as \( \mathbb{N} \). The notions \( \xrightarrow{P} \) and \( \xrightarrow{d} \) stand for convergence in probability and convergence in distribution (weak convergence), respectively. We write \( X \overset{d}{=} Y \) to mean that the random variables \( X \) and \( Y \) have the same distribution. For an \( \mathbb{N} \)-valued random variable \( X \) such that \( \mathbb{E}[X] < \infty \), we define its size-biased distribution \( X^* \) and its shifted version \( \tilde{X} := X^* - 1 \) with the following probability mass functions (pmf): for all \( k \in \mathbb{N} \),

\[
P(X^* = k) = k \mathbb{P}(X = k)/\mathbb{E}[X], \quad \mathbb{P}(\tilde{X} = k) = \mathbb{P}(X^* - 1 = k).
\]
For a random variable $X$ taking values in $\mathbb{N}$, we denote its probability generating function by $G_X : [0, 1] \to [0, 1]$, given by

$$G_X(z) := \mathbb{E}[z^X] = \sum_{k=0}^{\infty} \mathbb{P}(X = k)z^k.$$  

Note that $G_{X^\ast}(z) = zG_X(z)/\mathbb{E}[X]$ and $G_X(z) = G_{X^\ast}(z)/z = G_X(z)/\mathbb{E}[X]$. We say that a sequence of events $(A_n)_{n \in \mathbb{N}}$ occurs with high probability (whp), when $\lim_{n \to \infty} \mathbb{P}(A_n) = 1$. For two (possibly) random sequences $(X_n)_{n \in \mathbb{N}}$ and $(Y_n)_{n \in \mathbb{N}}$, we say that $X_n = o_P(Y_n)$ if $X_n/Y_n \to 0$ as $n \to \infty$. We say that the collection $(X_a)_{a \in \mathcal{A}}$, indexed by a set $\mathcal{A}$, of $\mathbb{R}$-valued random variables is uniformly integrable (UI) if $\lim_{K \to \infty} \sup_{a \in \mathcal{A}} \mathbb{E} [X_a 1_{\{|X_a| \leq K\}}] = 0$, where $1_A$ denotes the indicator of the event $A$. We denote $[n] := \{1, 2, \ldots, n\}$. For a graph $G$, we denote its vertex set by $\mathcal{V}(G)$ and its edge set by $\mathcal{E}(G)$. We sometimes write $|G|$ for the number of vertices in $G$.

## 2 | MODEL AND RESULTS

In this section, we introduce our model and study some of its global properties.

### 2.1 | Definition of the random intersection graph with communities

This section is a more concise transcription of the model definition from the companion paper [48] on the local properties of the RIGC model. For more details on the construction, we direct the reader to that paper. Given the parameters $d^r$, $\text{Com}$, whose meaning is explained below, we construct the random graph $\text{RIGC}(d^r, \text{Com})$ in two steps. First, we construct the bipartite matching that determines the group memberships, then we show how to obtain the RIGC based on the group memberships.

#### 2.1.1 | The parameters

We start with a bipartite graph comprising of individuals and groups. We call the set of individuals the left-hand side (lhs) partition $\mathcal{V}^\ell = [N_n]$, where $N_n \to \infty$ is the number of individuals. We may refer to an individual $v \in \mathcal{V}^\ell$ as an $\ell$-vertex. We call its number of group memberships its $\ell$-degree (left-degree), and denote it by $d^\ell_v = \ell$-deg$(v)$. The parameter $d^\ell = (d^\ell_v)_{v \in \mathcal{V}^\ell}$ is the vector of $\ell$-degrees. Without loss of generality (wlog), we assume that $d^\ell \geq 1$ (element-wise).

Analogously, we call the set of groups the right-hand side (rhs) partition $\mathcal{V}^r = [M_n]$, where also the number of groups $M_n$ satisfies $M_n \to \infty$, and we may refer to groups as $r$-vertices. Each $r$-vertex $a$ is associated with a community graph $\text{Com}_a$, with properties explained below, and $\text{Com} = (\text{Com}_a)_{a \in \mathcal{V}^r}$ is the vector of community graphs. Let $\mathcal{H}$ be the set of possible community graphs, that is, the set of all simple, finite, connected graphs. We label the vertices in each $H \in \mathcal{H}$ arbitrarily by $[|H|]$, where $|H|$ denotes the number of vertices in $H$, so that any two community graphs that are isomorphic are also labeled identically. We assume that each assigned community graph $\text{Com}_a \in \mathcal{H}$ satisfies $|\text{Com}_a| \geq 1$. We denote the number of vertices $|\text{Com}_a|$ in $\text{Com}_a$ the $r$-degree (right-degree) of group $a$ and denote it by $d^r_a = r$-deg$(a)$. We collect all $r$-degrees in the vector $d^r := (d^r_a)_{a \in \mathcal{V}^r}$.

#### 2.1.2 | Community memberships

In the bipartite graph of group memberships, the $\ell$- and $r$-degrees act as degrees. We refer to them together as $\delta$-degrees (bipartite degrees). To ensure the existence of a bipartite graph with these given
degrees, we assume and denote

\[ h_n := \sum_{v \in \mathcal{V}'} d'_\omega = \sum_{a \in \mathcal{V}} d'_\omega. \tag{2.1} \]

With the given \( \delta \)-degrees, we construct the group memberships according to a bipartite matching, described as follows. Denote the disjoint union of all vertices in community graphs by \( \mathcal{V}' (\text{Com}) \), which we call the set of community vertices (community roles). To each \( r \)-vertex \( a \), we assign \( r \)-deg\( (a) \) \( r \)-half-edges, labeled by \((a, l)\in[r\text{-deg}(a)]\). We think of \((a, l)\) as the membership token corresponding to the community vertex \( j \in \mathcal{V}' (\text{Com}) \) in \( \text{Com}_a \) with label \( l \), which gives a natural correspondence between the set of \( r \)-half-edges and \( \mathcal{V}' (\text{Com}) \). To each \( \ell \)-vertex \( v \), we assign \( \ell \)-deg\( (v) \) \( \ell \)-half-edges, labeled by \((v, i)\in[\ell\text{-deg}(v)]\). In contrast to \( r \)-half-edges, the \( \ell \)-half-edges incident to the same \( \ell \)-vertex are interchangeable as membership tokens.

Denote the set of all bijections between the set of \( \ell \)-half-edges \((v, i)\in[\ell\text{-deg}(v)]\) and the \( \ell \)-half-edges \((a, l)\in[r\text{-deg}(a)]\). Let \( \omega_n \sim \text{Unif}[\Omega_n] \) denote a bipartite matching (or bipartite configuration) chosen uniformly at random (uar). Note that, by reindexing the half-edges, we can think of \( \omega_n \) as a permutation of \([h_n]\), thus \(|\Omega_n| = h_n!\). If the \( \ell \)-half-edge \((v, i)\) and the \( r \)-half-edge \((a, l)\) are paired by \( \omega_n \), then we denote the indicator of this event by \( \mathbbm{1}_{\{v \sim j\}} = \mathbbm{1}_{\{v \sim j\}}(\omega_n) \). Note that (almost surely)

\[ \sum_{v \in \mathcal{V}'} \mathbbm{1}_{\{v \sim j\}} = 1, \quad \sum_{j \in \mathcal{V}' (\text{Com})} \mathbbm{1}_{\{v \sim j\}} = \ell \text{-deg}(v). \tag{2.2} \]

The community memberships of the RIGC model (see Figure 1A) are determined by the uniform(ly random) bipartite matching \( \omega_n \) in the above fashion. Before we define the RIGC graph based on the community memberships, we make some observations about \( \omega_n \):

**Remark 2.1** (Algorithmic pairing [48, Definition 2.1]). The uniform bipartite matching \( \omega_n \) can be produced sequentially, as follows. In each step, we pick an arbitrary unpaired half-edge, and match it to an uniform unpaired half-edge in the opposite partition. As the choices are arbitrary, they may even depend on the past of the pairing process.

**Remark 2.2** (The underlying BCM [48, Definition 2.1]). We may view the half-edges as tokens to form edges (rather than group membership tokens as above), as usual in the configuration model. Then the bipartite matching \( \omega_n \) also determines a bipartite (multi)graph, defined as follows. If the \( \ell \)-half-edge \((v, i)\) and the \( r \)-half-edge \((a, l)\) are matched, then we replace them by an edge labeled by \((i, l)\) between \( v \in \mathcal{V}' \ell \) and \( a \in \mathcal{V}' r \). Note that with the edge labels, we can recover the matched half-edges, thus this multigraph provides an equivalent representation of \( \omega_n \). We refer to this labeled bipartite (multi)graph as the underlying bipartite configuration model.

Deleting the edge labels introduced above, we obtain the (classic) bipartite configuration model BCM\((d' \ell, d'r)\) with degree sequences \(d' \ell\) and \(d'r\).
FIGURE 1 Construction of the RIGC graph. (A) Community roles assigned by the bipartite matching. (B) The projection of each community. Each edge between community roles is copied to the corresponding individuals (which are assigned the community roles forming the edge). (C) The resulting RIGC. The multigraph combining the communities them, see the companion paper [48, Section 2.4]. In the following, we define the RIGC by its (random, \(\omega_n\)-dependent) edge multiplicities \(X(v, w)\).

Recall that we write \(v \leftarrow j\) when an individual \(v \in \mathcal{V}^\ell\) takes on community role \(j \in \mathcal{V} (\text{Com})\). Let us denote the disjoint union of edges in all community graphs by \(\mathcal{E}(\text{Com})\), which we refer to as the set of community edges. Intuitively, we construct the RIGC by copying each community edge \((j_1, j_2)\) to the individuals \((v, w)\) such that \(v \leftarrow j_1\) and \(w \leftarrow j_2\). Formally, we define the multiplicity of the edge \((v, w)\) as

\[
X(v, w) = X(v, w; \omega_n) := \sum_{(j_1, j_2) \in \mathcal{E}(\text{Com})} 1_{\{v \leftarrow j_1, w \leftarrow j_2\} \cup \{v \leftarrow j_2, w \leftarrow j_1\}}. \tag{2.3}
\]

Then, the (random) degree of \(v \in \mathcal{V}^\ell\) in the resulting RIGC, sometimes referred to as projected degree (\(\nu\)-degree) for clarification, is given by

\[
d^\nu_v = \nu\text{-deg}(v) := X(v, v) + \sum_{w \in \mathcal{V}^\ell} X(v, w) = 2X(v, v) + \sum_{w \in \mathcal{V}^\ell, w \neq v} X(v, w). \tag{2.4}
\]

2.2 Assumptions on the parameters

In this section, we introduce some notation and state the assumptions necessary for our results in Sections 2.3 and 2.5. We remark that the notation and assumptions are identical to those introduced in [48, Section 2.2].
2.2.1 The bipartite degrees
We define uniformly chosen $\ell$- and $r$-vertices

$$V_\ell^n \sim \text{Unif}[\mathcal{V}^{\ell}], \quad V_r^n \sim \text{Unif}[\mathcal{V}^{r}],$$

and denote their degrees by

$$D_\ell^n := \ell\text{-deg} (V_\ell^n), \quad D_r^n := r\text{-deg}(V_r^n).$$

Further, denote the sets of $\ell$-vertices and $r$-vertices with degree $k$, respectively, by

$$\mathcal{V}_k^{\ell} := \{ v \in \mathcal{V}^{\ell} : \ell\text{-deg}(v) = k \}, \quad \mathcal{V}_k^{r} := \{ a \in \mathcal{V}^{r} : r\text{-deg}(a) = k \}.\quad (2.7)$$

Then the probability mass functions (pmf), for $k \in \mathbb{Z}^+$,

$$p_k^{(n)} := \frac{|\mathcal{V}_k^{\ell}|}{N_n}, \quad q_k^{(n)} := \frac{|\mathcal{V}_k^{r}|}{M_n},$$

describe the distribution of the variables $D_\ell^n$ and $D_r^n$, as well as the empirical distribution of $d^{\ell}$ and $d^{r}$, respectively. We collect the pmfs in the (infinite-dimensional) probability vectors

$$p^{(n)} = (p_k^{(n)})_{k \in \mathbb{Z}^+}, \quad q^{(n)} = (q_k^{(n)})_{k \in \mathbb{Z}^+}.$$  

2.2.2 The empirical community distribution
Recall that the possible community graphs are $\mathcal{H}$, the set of simple, finite, connected graphs $H$ with an arbitrary but fixed vertex labeling by $|H|$. For a fixed $H \in \mathcal{H}$, define

$$\mathcal{V}_H^{r} := \{ a \in \mathcal{V}^{r} : \text{Com}_a = H \}.\quad (2.9)$$

We introduce the pmf

$$\mu_H^{(n)} := \frac{|\mathcal{V}_H^{r}|}{M_n}, \quad \mu^{(n)} = (\mu_H^{(n)})_{H \in \mathcal{H}}.\quad (2.10)$$

Thus $\mu^{(n)}$ describes the empirical pmf of $\text{Com}$, as well as the pmf of $\text{Com}_{V_r^n}$, with $V_r^n \sim \text{Unif}[\mathcal{V}^{r}]$.

Define

$$\mathcal{H}_k := \{ H \in \mathcal{H} : |H| = k \}.\quad (2.11)$$

Note that $d_k^{(n)} = \sum_{H \in \mathcal{H}_k} \mu_H^{(n)}$ (with $d_k^{(n)}$ from (2.8)).

2.2.3 The community degrees
For $a \in \mathcal{V}^{r}$ and $j \in \mathcal{V}(\text{Com}_a)$, define the community degree ($c$-degree) of $j$, denoted by $d_j^{c}$, as the number of connections $j$ has within $\text{Com}_a$. Recall that $\mathcal{V}^{c}(\text{Com})$ denotes the disjoint union of vertices in all communities, and let $J_n \sim \text{Unif}[\mathcal{V}^{c}(\text{Com})]$ be a uniformly chosen community vertex, among all $n$ possibilities. This is equivalent to choosing $\text{Com}_a$ in a size-biased fashion, that is, picking $\text{Com}_a$ with probability $|\text{Com}_a|/\mathcal{H}_n$, then picking $J_n | \text{Com}_a \sim \text{Unif}[\mathcal{V}^{c}(\text{Com}_a)]$.

Introduce the random variable $D_n^{c} := d_j^{c}$. We define the pmf that describes $D_n^{c}$ as well as the empirical distribution of the collection $(d_j^{c})_{j \in \mathcal{V}^{c}(\text{Com})}$, by

$$\phi_k^{(n)} := \frac{1}{\mathcal{H}_n} \sum_{j \in \text{Com}} \mathbb{1}_{\{d_j^{c} = k\}}, \quad \phi^{(n)} := (\phi_k^{(n)})_{k \in \mathbb{Z}^+}.\quad (2.12)$$
2.2.4 Assumptions

Recall (2.6), (2.8), and (2.10). We can now summarize our assumptions on the model parameters:

**Assumption 2.3** ([48, Assumption 2.2]). The conditions for the empirical distributions are summarized as follows:

(A) There exists a random variable \(D^c\) with pmf \(p\) s.t. \(p^{(n)} \to p\) pointwise as \(n \to \infty\), that is,
\[
D_n^c \overset{d}{\to} D^c. \tag{2.13}
\]

(B) \(\mathbb{E}[D^c]\) is finite, and as \(n \to \infty\),
\[
\mathbb{E}[D_n^c] \to \mathbb{E}[D^c]. \tag{2.14}
\]

(C) There exists a probability mass function \(\mu\) on \(\mathcal{H}\) such that \(\mu^{(n)} \to \mu\) pointwise as \(n \to \infty\).

(1) Consequently, by \(q^{(n)} = \sum_{H \in \mathcal{H}} \mu_H^{(n)}\), with the finite set \(\mathcal{H}_k\) from (2.11), there exists a random variable \(D^r\) with pmf \(q\) such that \(q^{(n)} \to q\) pointwise as \(n \to \infty\), or equivalently,
\[
D_n^r \overset{d}{\to} D^r. \tag{2.15}
\]

(D) \(\mathbb{E}[D^r]\) is finite, and as \(n \to \infty\),
\[
\mathbb{E}[D_n^r] \to \mathbb{E}[D^r]. \tag{2.16}
\]

**Remark 2.4** (Consequences of Assumption 2.3 [48, Remark 2.3]). We note the following:

(i) Recall \(N_n = |\mathcal{V}^c|\) and \(M_n = |\mathcal{V}^r|\). By its definition in (2.1), \(h_n = N_n \mathbb{E}[D_n^c] = M_n \mathbb{E}[D_n^r]\). By Assumption 2.3(B,D),
\[
M_n/N_n = \mathbb{E}[D_n^c]/\mathbb{E}[D_n^r] \to \mathbb{E}[D^c]/\mathbb{E}[D^r] =: \gamma \in \mathbb{R}^+. \tag{2.17}
\]

(ii) Since \(\varphi^{(n)}\) (see (2.12)) can be obtained from \(\mu^{(n)}\), Assumption 2.3(C) also implies that there exists a random variable \(D^c\) with pmf \(\varphi\) such that \(\varphi^{(n)} \to \varphi\) pointwise as \(n \to \infty\), or equivalently,
\[
D_n^c \overset{d}{\to} D^c.
\]

(iii) Assumption 2.3(A,B) imply that \(d_{\max}^c := \max_{r \in \mathcal{V}^c} d_r^c = o(h_n)\), and similarly, conditions (C1-D) imply that \(d_{\max}^r := \max_{r \in \mathcal{V}^r} d_r^r = o(h_n)\).

**Remark 2.5** (Random parameters [48, Remark 2.4]). The results in Section 2.3 remain valid when the sequence of parameters \((d^c, \text{Com})\) (resp., \((d^c, d^r)\)) is random itself. In this case, we require that \(N_n \overset{\mathbb{P}}{\to} \infty\) (i.e., for all \(K \in \mathbb{R}^+, \mathbb{P}(N_n > K) \to 1\) as \(n \to \infty\)) and \(M_n \overset{\mathbb{P}}{\to} \infty\), and we replace Assumption 2.3(A–D) (resp., Assumption 2.3 (A,B,C1,D)) by the conditions \(p^{(n)} \overset{\mathbb{P}}{\to} p\) pointwise, \(\mathbb{E}[D_n^c | d^c] \overset{\mathbb{P}}{\to} \mathbb{E}[D^c]\), \(\mu^{(n)} \overset{\mathbb{P}}{\to} \mu\) pointwise (resp., \(q^{(n)} \overset{\mathbb{P}}{\to} q\)) and \(\mathbb{E}[D_n^r | d^r] \overset{\mathbb{P}}{\to} \mathbb{E}[D^r]\). For a similar setting in the configuration model, see [45, Remark 7.9], where this is spelled out in more detail.

Note that analogously to Remark 2.4(i), the conditions of Remark 2.5 imply that \(M_n/N_n \overset{\mathbb{P}}{\to} \gamma\).
2.3 Results on the largest component of the random intersection graph with communities

In this article, we study global properties of the RIGC model; its local properties have been studied in the companion paper [48] see also [34]). In particular, in this section we study the largest connected component of the RIGC. We prove a phase transition in the size of the largest component in terms of the model parameters, and explicitly identify the conditions under which a unique linear-sized component exists. We study further properties of this component, that is, its degree distribution and its number of edges. Denote the largest connected component (the component containing the most $\ell$-vertices, breaking ties arbitrarily) by $\mathcal{C}_1 = \mathcal{C}_1^{(n)}$, and the second largest by $\mathcal{C}_2 = \mathcal{C}_2^{(n)}$. Recall (1.1), (1.2), (2.6), and (2.8).

**Theorem 2.6** (Size of the largest component). Consider $\text{RIGC}(d^{\ell}, \text{Com})$ under Assumption 2.3, and further assume that $p_2 + q_2 < 2$. Then, there exists $\eta_{\ell} \in [0, 1]$, the smallest solution of the fixed point equation

$$
\eta_{\ell} = G_{D'}(\eta_{\ell}),
$$

and $\xi_{\ell} := 1 - G_{D'}(\eta_{\ell}) \in [0, 1]$ such that

$$
|\mathcal{C}_1|/N_n \xrightarrow{p} \xi_{\ell}.
$$

Furthermore, $\xi_{\ell} > 0$ exactly when

$$
\mathbb{E}[\hat{D}']\mathbb{E}[\hat{D}'] > 1,
$$

which we call the supercritical case. By convention, (2.20) holds when $\mathbb{E}[\hat{D}']\mathbb{E}[\hat{D}'] = \infty$. In the case where (2.20) holds, $\mathcal{C}_1$ is unique in the sense that $|\mathcal{C}_2| = o_{P}(N_n)$, and we call $\mathcal{C}_1$ the giant component.

We prove Theorem 2.6 in Section 3 subject to the upcoming Theorem 2.11, and we discuss the relevance of the condition $p_2 + q_2 < 2$ in Section 2.4.2. Note that the size of the largest connected component only depends on $D'$ and $D' = |H|$, where $H \in \mathcal{H}$ follows distribution $\mu$ and $|H|$ denotes the number of vertices in $H$; this is because the communities are connected. Consequently, Theorem 2.6 applies to the classical RIG, which is the special case of RIGC with complete graph communities.

We continue by studying the degree distribution and the number of edges in the giant component. Naturally, these quantities depend more sensitively on $\mu$ and are non-trivial: our results show that the degree distribution in the giant component is considerably different from the degree distribution of the whole graph (unless $\xi_{\ell} = 1$ and the giant component contains almost all vertices). The reason for this is a size-biasing effect of the giant (see Theorem 2.11 and Corollary 2.12). Recall (2.4) and (2.7) and define

$$
\mathcal{V}_d^{\ell} := \{v \in \mathcal{V}^{\ell} : p\text{-deg}(v) = d\}.
$$

For $H \in \mathcal{H}$ and $c \in \mathbb{Z}^+$, define $\nu(c \mid H) := |\{j \in \mathcal{V}(H) : c\text{-deg}(j) = c\}|$, the number of vertices in $H$ with $c$-degree $c$.

**Theorem 2.7** (Degrees in the giant). Consider $\text{RIGC}(d^{\ell}, \text{Com})$ under Assumption 2.3, additionally assuming the supercriticality condition (2.20). Define $\eta_{\ell} := G_{D'}(\eta_{\ell})$, with $\eta_{\ell}$ from Theorem 2.6. For
Then, the proportion of individuals that have \( k \) group memberships, total degree \( d \) and are in the giant component converges as \( n \to \infty \):

\[
\frac{|\mathcal{V}_k^d \cap \mathcal{V}_d^p \cap \mathcal{E}_1|}{N_n} \xrightarrow{p} A(k, d).
\]  

(2.23)

The proof of Theorem 2.7 is deferred to Section 5.2, where we also give a heuristic interpretation of \( A(k, d) \). The quantities \( \eta_\ell \) and \( \eta_\rho \) appearing in Theorems 2.6 and 2.7 have the nice interpretation as the asymptotic extinction probabilities of corresponding branching processes started from left and right half-edges, respectively. As a result, \( \xi_\ell \) and \( \xi_\rho \) are the asymptotic survival probabilities of uniform left and right vertices. See Sections 5.1 and 5.2 for more details.

It follows (via a truncation argument) from Theorem 2.7 and (2.19) that the empirical degree distribution in the giant converges:

\[
\frac{|\mathcal{V}_d^p \cap \mathcal{E}_1|}{|\mathcal{E}_1|} = \sum_{k \in \mathbb{Z}^+} \frac{|\mathcal{V}_k^\ell \cap \mathcal{V}_d^p \cap \mathcal{E}_1|}{|\mathcal{E}_1|} \xrightarrow{p} \sum_{k \in \mathbb{Z}^+} A(k, d) / \xi_\ell.
\]  

(2.24)

While the expression in (2.22) seems quite involved, the following remark shows that in fact, it is closely related to the limiting degree distribution of the whole graph. Recall \( D^\ell \) from Assumption 2.3(A), and \( D^c \) from Remark 2.4(ii). We recall from [48, (2.20)] that the limiting degree is \( D^c = \sum_{i=1}^d D^c(i) \), where \((D^c(i))_{i \in \mathbb{Z}^+}\) are independent, identically distributed (iid) copies of \( D^c \), and also independent of \( D^\ell \).

**Remark 2.8 (Relation of Theorem 2.7 and [48, Corollary 2.8]).** We now explore the relation between the degree distribution in the giant and the degree distribution in the entire graph. First, note that for any fixed \( c \), with \( \rho_c \) from Remark 2.4(ii),

\[
\sum_{H \in \mathcal{H}} \frac{\nu(c | H) H_n}{\mathbb{E}[D^r]} = \rho_c = \mathbb{P}(D^c = c).
\]  

(2.25)

Here, the denominator \( \mathbb{E}[D^r] \) only serves for renormalization, since \( \mu^{(n)} \) is a distribution on \( \mathcal{Y}^r \) with size \( M_n \), while \( \rho^{(n)} \) is a distribution on \( \mathcal{Y} \) (\textsc{Com}) with size \( \mathcal{H}_n \). The factor \( \left( 1 - \frac{\sum_{i=1}^\infty \mathbb{E}[H_i]|H_i|-1 \right) \) in (2.22) heuristically corresponds to belonging to the giant, which is later justified by (2.36). By (2.25), omitting the factor \( \left( 1 - \frac{\sum_{i=1}^\infty \mathbb{E}[H_i]|H_i|-1 \right) \) from (2.22), its rhs becomes a convolution:

\[
p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} \sum_{c_1, \ldots, c_k \in N} \prod_{i=1}^k \frac{\nu(c_i | H_i) H_n}{\mathbb{E}[D^r]} = p_k \sum_{c_1, \ldots, c_k \in N} \prod_{i=1}^k \rho_{c_i}
\]

\[
= p_k \mathbb{P} \left( \sum_{i=1}^k D^c(i) = d \right) = \mathbb{P} \left( D^\ell = k \right) \mathbb{P} \left( D^c = d \big| D^\ell = k \right) = \mathbb{P} \left( D^p = d, D^\ell = k \right),
\]  

(2.26)
which is the asymptotic joint distribution of \( \ell \)- and \( \rho \)-degrees in the whole graph. Indeed, combining [48, Corollary 2.8 and (2.20)] implies that

\[
\frac{|\mathcal{Y}_k^\ell \cap \mathcal{Y}_d^\rho|}{N_n} \xrightarrow{P} P(D^\rho = d, D^\ell = k).
\] (2.27)

Next, we state our result regarding the number of edges in the giant component. Recall \( D_n^\rho \) with pmf \( \phi^{(\alpha)} \) from (2.12), \( \eta_r \) from Theorem 2.7 and \( \gamma \) from (2.17).

**Theorem 2.9** (Edges in the giant). Consider RIGC\((d^\ell, \text{Com})\) under Assumption 2.3 and the supercriticality condition (2.20), and additionally assume that

\[
(D_n^\rho)_{n \in \mathbb{N}} \text{ is uniformly integrable (UI)},
\] (2.28)

which in particular implies that \( \mathbb{E}[D_n^\rho] \to \mathbb{E}[D^\rho] < \infty \) as \( n \to \infty \). Let \( H \) denote a random graph with pmf \( \mu \). Then the number of edges in the giant component \( C_1 \) of the RIGC satisfies, as \( n \to \infty \),

\[
\frac{|\mathcal{E}(C_1)|}{N_n} \xrightarrow{P} \gamma \mathbb{E}\left[ |\mathcal{E}(H)| \left( 1 - \eta_r |H| \right) \right].
\] (2.29)

We sketch the proof shortly below, which requires the following lemma:

**Lemma 2.10** (Uniform integrability). The following statements are equivalent:

(i) \((D_n^\rho)_{n \in \mathbb{N}} \) is UI;
(ii) \((D_n^\rho)_{n \in \mathbb{N}} \) is UI;
(iii) \(|\mathcal{E}(H_n)|\) is UI.

The proof of Lemma 2.10 is rather technical and somewhat tedious and we postpone it to Appendix A.1, but we discuss the relevance of Lemma 2.10 and the condition (2.28) now. The statement in Lemma 2.10(iii), or equivalently, the condition (2.28), is the necessary and sufficient condition for the rhs of (2.29) to be finite. Since this condition takes the community structure into account, it is more refined than moment conditions on the community size \( D_n^\rho \). By our assumption that community graphs are simple and connected, \(|H| - 1 \leq |\mathcal{E}(H)| \leq |H|(|H| - 1)/2\), which implies \( \mathbb{E}[D_n^\rho] - 1 \leq \mathbb{E}\left[ |\mathcal{E}(H_n)| \right] \leq \mathbb{E}[D_n^\rho(D_n^\rho - 1)]/2 \). Thus the condition Lemma 2.10(iii) is weaker than \( \mathbb{E}\left[ (D_n^\rho)^2 \right] \to \mathbb{E}\left[ (D^\rho)^2 \right] < \infty \) (which is sufficient, but not necessary), but stronger than \( \mathbb{E}[D_n^\rho] \to \mathbb{E}[D^\rho] < \infty \), that is Assumption 2.3 (D). In the general case under Assumption 2.3, it is still possible that \( \mathbb{E}\left[ |\mathcal{E}(H_n)| \right] \) diverges, which might imply that \( |\mathcal{E}(C_1)|/N_n \) diverges and Theorem 2.9 does not hold.

**Sketch of proof of Theorem 2.9 subject to Lemma 2.10.** Theorem 2.9 follows from Theorem 2.7 under the extra condition of uniform integrability in (2.28). Denote a uniform \( \ell \)-vertex \( V_n^\ell \sim \text{Unif}(\mathcal{Y}^\ell) \) and its (projected) degree \( D_n^\rho = \rho\text{-deg}(V_n^\ell) \) (see (2.4)). Let \( H_n \) denote a random graph with pmf \( \mu^{(\alpha)} \) from (2.10). In [48, Corollary 2.8], the distributional limit of \( D_n^\rho \) is established as \( D^\rho = \sum_{i=1}^{D^\rho} D^\rho_{(i)} \), where \( D^\rho_{(i)} \) are iid copies of \( D^\rho \) that are independent of \( D^\ell \). Under condition (2.28), Lemma 2.10(ii) ensures that \( \mathbb{E}[D^\rho] < \infty \), which implies that the normalized degree in the giant \( 2|\mathcal{E}(C_1)|/N_n \) also has uniformly finite mean (recall also Remark 2.8). Thus we can show that under (2.28), as \( n \to \infty \),

\[
\frac{|\mathcal{E}(C_1)|}{N_n} = \frac{1}{2} \sum_{d \in \mathbb{N}} d \left( \sum_{k \in \mathbb{Z}^+} \frac{|\mathcal{Y}_k^\ell \cap \mathcal{Y}_d^\rho \cap C_1|}{N_n} \right) P(D^\rho = d, D^\ell = k) \xrightarrow{P} \frac{1}{2} \sum_{d \in \mathbb{N}} d \cdot \sum_{k \in \mathbb{Z}^+} A(k, d). \] (2.30)
Under condition (2.28), Lemma 2.10(iii) implies that \( \mathbb{E} [ |\mathcal{E}(H)|] < \infty \), so that the rhs of (2.29) is finite. Then, we can show that the average degree is in fact related to the number of edges in the community graphs:

\[
\frac{1}{2} \sum_{d \in \mathbb{N}} d \cdot \sum_{k \in \mathbb{Z}^+} A(k, d) = \gamma \cdot \mathbb{E} \left[ |\mathcal{E}(H)| \left( 1 - \eta_\mathcal{H} \right) \right].
\]  

(2.31)

We provide the details of the proof in Appendix A.2.

### 2.4 The largest component of the bipartite configuration model

In this section, we introduce our results on the largest component of the BCM (see Remark 2.2), which are of independent interest, and we further apply them to prove our results on the RIGC. Denote the largest component (the component containing the largest total number of vertices, with ties broken arbitrarily) of the BCM

\[
\text{BCM}_n(d^\ell, d^r)
\]

by \( \mathcal{C}_{1,\ell} = \mathcal{C}^{(n)}_{1,\ell} \), and the second largest by \( \mathcal{C}_{2,\ell} = \mathcal{C}^{(n)}_{2,\ell} \). Recall \( \eta_\ell, \xi_\ell \) and \( \eta_r \) from Theorems 2.6 and 2.7, respectively, and \( \mathcal{V}_k^{\ell} \) from (2.7). Our main result on the BCM is as follows:

**Theorem 2.11** (The largest component of the BCM). Consider \( \text{BCM}(d^\ell, d^r) \) under Assumption 2.3 (A,B,C1,D), and further assume that \( p_2 + q_2 < 2 \). Under the supercriticality condition (2.20), that we call the supercritical case of the BCM, we have that \( \xi_\ell > 0, \eta_\ell < 1 \) and \( \eta_r < 1 \). Then, as \( n \to \infty \),

\[
\frac{|\mathcal{C}_{1,\ell} \cap \mathcal{V}_k^{\ell}|}{N_n} \overset{\mathbb{P}}{\to} \xi_\ell,
\]

(2.32)

\[
\frac{|\mathcal{C}_{1,\ell} \cap \mathcal{V}_k^{\ell}|}{N_n} \overset{\mathbb{P}}{\to} p_k \left( 1 - \eta_r^k \right),
\]

(2.33)

\[
\frac{|\mathcal{E}(\mathcal{C}_{1,\ell})|}{N_n} \overset{\mathbb{P}}{\to} \mathbb{E}[D^\ell] (1 - \eta_\ell \eta_r).
\]

(2.34)

In this case, \( \mathcal{C}_{1,\ell} \) is unique in the sense that \( |\mathcal{C}_{2,\ell}|/(N_n + M_n) \overset{\mathbb{P}}{\to} 0 \), and we refer to \( \mathcal{C}_{1,\ell} \) as the giant component of the BCM. When (2.20) does not hold, \( |\mathcal{C}_{1,\ell}|/(N_n + M_n) \overset{\mathbb{P}}{\to} 0 \).

We prove Theorem 2.11 in Section 3, and highlight the main ideas behind the proof shortly below. First, we provide some comments on, and corollaries of, Theorem 2.11. We note that while (2.34) looks “asymmetric,” since \( \mathcal{h}_n = N_n \mathbb{E}[D_r^\ell] = M_n \mathbb{E}[D_r^n] \) (see Remark 2.4(i)), we can rephrase it as

\[
|\mathcal{E}(\mathcal{C}_{1,\ell})|/M_n \overset{\mathbb{P}}{\to} \mathbb{E}[D^r] (1 - \eta_\ell \eta_r),
\]

as well as \( |\mathcal{E}(\mathcal{C}_{1,\ell})|/N_n \overset{\mathbb{P}}{\to} 1 - \eta_\ell \eta_r \). In Section 2.4.2, we discuss why the condition \( p_2 + q_2 < 2 \) is needed. Recall \( \mathcal{V}_k^{\ell} \) from (2.7) and \( \gamma \) from Remark 2.4(i).

**Corollary 2.12** (The rhs partition). Under the conditions of Theorem 2.11 and the supercriticality condition (2.20), with \( \xi_r := 1 - G_{D^r}(\eta_r) \in [0, 1] \), as \( n \to \infty \),

\[
\frac{|\mathcal{C}_{1,\ell} \cap \mathcal{V}_k^{\ell}|}{M_n} \overset{\mathbb{P}}{\to} \xi_r,
\]

(2.35)

\[
\frac{|\mathcal{C}_{1,\ell} \cap \mathcal{V}_k^{\ell}|}{M_n} \overset{\mathbb{P}}{\to} q_k \left( 1 - \eta_r^k \right),
\]

(2.36)

\[
\frac{|\mathcal{C}_{1,\ell}|}{N_n + M_n} \overset{\mathbb{P}}{\to} \frac{\xi_\ell + \gamma \xi_r}{1 + \gamma}.
\]

(2.37)
Proof of Corollary 2.12. Observe that the role of the lhs and rhs partitions, and in particular, the role of the quantities $\eta_\ell$ and $\eta_r$, as well as that of $\xi_\ell$ and $\xi_r$ are symmetric; we formally establish this symmetry below in Section 5.1. Thus, by switching left and right, (2.35)–(2.36) follow from (2.32)–(2.33), and combining (2.32) and (2.35) yields (2.37). Thus, Corollary 2.12 follows from Theorem 2.11. ■

2.4.1 Overview of the proof of Theorem 2.11

The proof relies on a continuous-time exploration algorithm of the BCM. This algorithm is based on the continuous-time exploration algorithm for the (traditional, unipartite) configuration model proposed in [30]. However, the algorithm in [30] must be modified significantly, since without modification it only yields the average density in (2.37). We give a brief explanation of our modified algorithm and highlight the challenges in its analysis here; the details are provided in Section 3.

The new algorithm builds and explores the graph simultaneously and unveils the connected components one by one. We start the exploration of each component by picking an unexplored $\ell$-vertex. During the exploration of a component, each round of the algorithm is a double-step, described as follows. We first match a free half-edge incident to an $\ell$-vertex $v$ in the component that we are currently exploring, and reach an $r$-vertex neighbor $a$. We then match all remaining half-edges of $a$, using it as a bridge to reach second neighbors of $v$ that are again $\ell$-vertices. This constitutes one round (or double-step). By the end of each round, all unmatched half-edges belonging to the component being explored are incident to $\ell$-vertices. Thus, the component is fully explored when a round is completed and there are no more unmatched $\ell$-half-edges.

The asymmetric roles of the left and right partitions are necessary for obtaining the more refined results on the size of the giant within each partition. However, it leads to a more complex analysis, as the $r$-vertex to explore in each round is chosen randomly. (In particular, we find this vertex by matching the chosen $\ell$-half-edge to a uniform unmatched $r$-half-edge, thus we choose the $r$-vertex in a size-biased fashion.) Consequently the degree of the $r$-vertex is also random, and by matching all its remaining half-edges, we create a random number of edges in the BCM in one round. In contrast, in the original algorithm exactly one edge is created in each round.

Studying our modified algorithm, only a small portion of the analysis remains the same as for the original algorithm in [30]. The novelty and mathematical challenge lies in studying the evolution of the number of unmatched $\ell$-half-edges. It evolves as a pure death process, where most jumps happen with rate $i$ from state $i$, however some randomly chosen jumps happen instantaneously (with rate infinity). The reason for this is exactly the random number of edges created in one round of the algorithm: one instantaneous jump happens in each round due to adding the new $r$-vertex, and the “regular” jumps happen when we match the rest of the half-edges of this $r$-vertex. See Section 3.1 for more explanation. To analyze this death process with two types of jumps, we compare it to a well-understood “standard” death process, where there are no instantaneous jumps. The comparison is carried out through hitting times, allowing us to think of the effect of the instantaneous jumps as the time saved. We are able to analyze the time saved in an elegant way by giving it a new probabilistic interpretation in terms of a size-biased reordering of $r$-degrees.

2.4.2 Discussion and open problems

For a discussion on the RIGC model (about its applicability, overlapping structure, and simplicity), see the companion paper [48, Section 2.4]. In this section, we discuss relations of our results to the literature, and provide a discussion on the extra condition $p_2 + q_2 < 2$ and the use of the BCM to generate simple bipartite graphs with a given degree sequence.
Relation to the RIG and BCM literature

In the RIG setting, there are several papers that identify the size of the giant component for various degree distributions as in Theorem 2.6, usually arising from RIGs with (conditionally) independent edges. Newman [40] establishes Theorem 2.6 for the RIG in a physics-style way. The work closest to ours is of Ball, Sirl, and Trapman [5], which also studies the alternating branching process limit that underlies the proof of Theorem 2.11 (see in particular [5, Section 3.2.1]). Ball, Sirl, and Trapman [5] focus on epidemics on such random graphs, see Section 2.5 for related results on percolation on RIGs. Ball, Sirl, and Trapman [5, Theorem 3.5] establish a limiting law for the proportion of vertices in the final epidemic, which can be 0 or the survival probability of the corresponding backwards branching process. When performing this for an SI epidemic, this corresponds to a law of large numbers for the final epidemic, which can be 0 or the survival probability of the corresponding backwards branching process.

The condition $p_2 + q_2 < 2$

We briefly explain why the almost-2-regular graph, arising when $p_2 + q_2 = 2$, is excluded. First, we show that the CM can be obtained from the BCM as a special case, then we recall from the literature why the general results are not applicable for the almost-2-regular case of the CM.

Assume that $\mathcal{Y}_2' = \mathcal{Y}'^r$ for all $n$, that is, all $r$-vertices have degree 2. Then each $r$-vertex $a$ only serves as connecting two $\ell'$-vertices, say, $v$ and $w$ through the 2-length path $(v, a, w)$. We can construct a unipartite graph on $\mathcal{Y}'$ by contracting each of these $(v, a, w)$ paths into an edge $(v, w)$. We show that this unipartite graph has the distribution of the configuration model $\text{CM}_n(\mathcal{D}')$. For each (unipartite) matching $\tilde{\omega}_n = \{(v, i_1), (w, i_2)\}$ of the $\ell'$-half-edges corresponding to a unipartite graph, there are exactly $|\mathcal{Y}'^r|!2^{\mathcal{Y}'-1}$ bipartite matchings $\omega_n$ that are mapped into $\tilde{\omega}_n$ by the above contraction. The reason is that we can permute all $r$-vertices, as well as each pair of $r$-half-edges attached to the same $r$-vertex. Since $\omega_n$ is a uniform bipartite matching, necessarily $\tilde{\omega}_n$ is a uniform (unipartite) matching.

In [30], the $p_2 = 1$ case of the CM (where most vertices have degree 2) is excluded for the reason that the size of the giant component is not concentrated: it shows diverse behavior depending on the more refined asymptotics of the degree structure. In particular, if there are only degree-2 vertices, then the density of the largest component converges to a non-degenerate distribution, rather than a constant. However, for a CM with a small proportion of degree-1 vertices, aside from the $n - o(n)$ vertices of degree 2, the size of the giant component becomes sublinear in $n$. In contrast, when almost all vertices have degree 2 and a small proportion has degree 4, the giant component constitutes almost all vertices. For a more detailed discussion see [30, 46].

By the contraction described above, the $p_2 + q_2 = 2$ case of the BCM includes the ambiguous $p_2 = 1$ case of the CM. In particular, when $\mathcal{Y}_2' = \mathcal{Y}'^r$ for all $n$ and $p_2 = 1$, the BCM is equivalent to the CM with $p_2 = 1$. This shows that not only the proof fails for this case, but Theorem 2.11 itself does not always hold.
Uniform simple bipartite graphs with given degrees

It is well known that the (traditional, unipartite) configuration model (CM) conditioned on being simple is a uniform simple graph with the given degree sequence. Not surprisingly, the corresponding statement is also true for the BCM. We provide a brief justification below. Let \( G \) be an arbitrary bipartite multigraph with \( \ell \)-degree and \( r \)-degree sequences \( d^\ell \) and \( d^r \), and for \( v \in \mathcal{V}^\ell, a \in \mathcal{V}^r \), let \( x_p(v, a) \) denote the multiplicity of the edge \((v, a)\) in \( G \). Then the number of (bipartite) matchings \( \omega_n \) that realize \( G \) is

\[
\frac{\prod_{v \in \mathcal{V}^\ell} d^\ell_v ! \prod_{a \in \mathcal{V}^r} d^a_a !}{\prod_{v \in \mathcal{V}^\ell, a \in \mathcal{V}^r} x_p(v, a) !}.
\] (2.38)

We justify the formula, as follows. The numerator arises since all half-edges attached to the same vertex are equivalent, hence permuting them leads to the same graph, but a different matching. The denominator in turn arises since all instances of a multi-edge are equivalent, and by permuting both \( \ell \)- and \( r \)-half-edges, the same set of pairs appears in all possible orderings. Then all simple bipartite graphs, that is, where all the multiplicities \( x_p(v, a) \) are 0 or 1, arise from \( \prod_{v \in \mathcal{V}^\ell} d^\ell_v ! \prod_{a \in \mathcal{V}^r} d^a_a ! \) matchings and thus have the same probability. Thus conditioning the BCM on being simple indeed leads to a uniform simple bipartite graph with the given \( \ell \)- and \( r \)-degree sequences.

Note that the probability of obtaining a simple graph might tend to 0 as \( n \to \infty \). Whether the asymptotic probability of obtaining a simple graph is positive is a non-trivial question and falls out of the scope of this article. Partial results are known, for example, the condition \( \mathbb{E}[(D^\ell)^2] < \infty, \mathbb{E}[(D^r)^2] < \infty \) guarantees a positive simplicity probability, as shown in [1].

We remark that using the above observed relation of the BCM to uniform random graphs with given degree sequences, our results can be extended beyond the scope of the BCM. It is known that the generalized random graph (GRG) conditioned on its degree sequence yields a uniform random graph with those degrees [15]. One can define a bipartite version of the model, with lhs partition \([N_n]\) and rhs partition \([M_n]\) with weight sequences \((w_i^\ell)_{i \in [N_n]} \) and \((w_j^r)_{j \in [M_n]} \) such that \( \mathbb{E}_n := \sum_{i \in [N_n]} w_i^\ell = \sum_{j \in [M_n]} w_j^r \). Then the edge probability can be defined as \( p_{ij} = \frac{w_i^\ell w_j^r}{\mathbb{E}_n + w_i^\ell w_j^r} \) for \( i \in [N_n], j \in [M_n] \). A similar argument as in [15, Section 3] shows that conditionally on the lhs and rhs degree sequences, this model also yields a uniform bipartite graph with the given degree sequences. Consequently, the bipartite version of the GRG also undergoes a phase transition as in Theorem 2.11. We omit further details.

Open problems and future research directions

For such a young model as the RIGC, there are obviously plenty of open questions. It would be really interesting to fit the model to real-world network data to gain more insight into what type of network it is a good fit for, as well as study its performance for finite network sizes in comparison with the asymptotic theoretical results. Another exciting but challenging problem is to study graph distances: due to the community structures added, distances in the RIGC can be significantly different from the underlying BCM. The homogeneous bond percolation (retaining each edge independently with the same probability), that we study in the next section, also leaves open problems and plenty of room for generalizations. The question of robustness, formally defined in Section 2.5, informally speaking the ability of the network to withstand random attacks, is explored further in a manuscript in preparation [33]. One can consider inhomogeneous percolation (with different retention probabilities), for example, make the retention probability dependent on the degrees of the endpoints or the community graph the edge is part of. (The methods we present in Section 4 would work for the latter case, however not the former.) Another common generalization is site percolation, that is, percolating vertices rather than edges, or even combining the two approaches.
2.5 Results on percolation on the random intersection graph with communities

In this section, we introduce the percolation model and state our results on percolation on the random intersection graph with communities.

2.5.1 Introduction to percolation

In this section, we motivate and introduce the percolation model, and prove that percolation on the RIGC exhibits a phase transition (to be defined later) as we vary the percolation parameter.

Percolation [13, 26] is a probabilistic model introduced in [16] to study a group of physical phenomena related to a “fluid” spreading through a “porous medium” in a unified, abstract way. Examples and motivations given in [16] include absorption of gas or liquid into a porous rock and spreading of a disease through a social network. Percolation processes differ from diffusion processes in that a diffusion process is largely determined by properties of the fluid, while in the case of percolation, the spreading behavior is largely determined by properties of the medium. In the mathematical model of percolation, we represent the “porous medium” by a graph and define a random environment where edges (bond percolation) or vertices (site percolation) of this graph are randomly removed. The “fluid” can then spread through all retained edges (resp., vertices). Many variations of the model exist, but here we focus on bond percolation and the Bernoulli case: each edge is removed with the same probability, independently of each other.

The notion of phase transition also has its roots in physics and refers to the phenomenon when a model shows significantly different behavior depending on a specific parameter. The most common example is the different states of matter, sometimes referred to as phases, that the same material assumes at different temperatures. The parameter value (or interval, in the case of finite systems) where the behavior change occurs is referred to as the critical point (or critical window for large finite systems).

Percolation was extensively studied first on infinite (deterministic) lattices, where the phase transition is characterized by the presence or absence of an infinite connected component in the percolated graph, that is, after the removal of edges. It is straightforward to apply the percolation model for finite as well as random graphs, but less straightforward to define a phase transition. Phase transition on finite graphs is commonly reinterpreted in the large graph limit, as whether or not a linear proportion of the graph is connected after percolation.

We are motivated to study percolation on the RIGC model by possible applications in epidemiology and large-scale randomized attacks on the network. The correspondence between random removal of edges and a randomized attack on the network is quite intuitive. For a virus spread, whether a computer or biological virus, the percolation model is able to capture the final infected cluster of an information cascade [25, 29] or an SIR-epidemic [36, 37] (more specifically, a Reed–Frost epidemic) as defined below.

In the Reed–Frost SIR-epidemic, individuals have three possible states: susceptible, infected, and recovered. Initially, all individuals are susceptible, and at time 0, we infect a single individual, the source. In each (discrete) time step, all the individuals that became infected in the previous step attempt to transmit the infection through all incident edges, and afterwards become recovered. Each transmission succeeds with probability $\pi$, independently of each other. If a successful transmission is made to a susceptible neighbor, then it becomes infected. This continues until there is a time when no new individual becomes infected, and then the process stops. In a system of size $N$, the process is terminated at the latest by time $N - 1$. It is easy to see that the set of infected individuals has the same distribution as the individuals in the percolated component of the source.
Formally, we define (bond) percolation on the RIGC as follows. Let $\pi \in [0, 1]$ be a parameter called the edge retention probability. Given a realization of the RIGC, we retain each edge, independently of each other, with probability $\pi$, and otherwise delete it. We call the remaining subgraph (with two layers of randomness) the percolated RIGC and denote it by $\text{RIGC}(\pi)$. Note that $\text{RIGC}(1) = \text{RIGC}$, and RIGC(0) is the empty graph.

2.5.2 Phase transition of bond percolation

Recall $D^\ell$ and $D^r$ from Assumption 2.3(A) and (C1), respectively. Recall $\xi^\ell$ from Theorem 2.6 and $N_n = |\mathcal{V}(\ell)|$. Denote the largest connected component (the component containing the most vertices, with ties broken arbitrarily) of RIGC($\pi$) by $\mathcal{C}_1(\pi) = \mathcal{C}_1^{(\ell)}(\pi)$, and the second largest by $\mathcal{C}_2(\pi) = \mathcal{C}_2^{(\ell)}(\pi)$.

**Theorem 2.13** (Percolation phase transition on the RIGC). Consider (bond) percolation with edge retention probability $\pi \in [0, 1]$ on RIGC($d^\ell$, Com) under Assumption 2.3 and the supercriticality condition (2.20). Then there exists a function $\xi(\pi) \to \mathcal{C}_1(\pi)$ and a threshold $\pi_c \in [0, 1]$ such that $|\mathcal{C}_1(\pi)|/N_n \overset{p}{\to} \xi(\pi)$ and

(i) if $\pi < \pi_c$, then $\xi(\pi) = 0$;

(ii) if $\pi > \pi_c$, then $\xi(\pi) \in (0, \xi(\pi))$ and $\mathcal{C}_1(\pi)$ is whp unique: $|\mathcal{C}_2(\pi)|/N_n \overset{p}{\to} 0$.

We prove Theorem 2.13 as a consequence of Theorem 2.6 in Section 4. We refer to the behavior in case (i) as subcritical percolation and in case (ii) as supercritical percolation. We assume the supercriticality condition (2.20) since when this condition fails, case (ii) becomes impossible, thus there is no phase transition. In the following, we characterize the threshold $\pi_c$. Recall (1.1) and Assumption 2.3(A).

**Proposition 2.14** (Characterization of the threshold $\pi_c$). Let $H$ denote a random graph with pmf $\mu$ and let $U_H|H \sim \text{Unif}(|\mathcal{V}(H)|)$. Let $\mathcal{C}_H(U_H, \pi)$ denote the percolated component of $U_H$ within $H$ with edge retention probability $\pi$. The threshold of the edge retention probability in Theorem 2.13 is given by

$$\pi_c = \inf \left\{ \pi : \mathbb{E}[\tilde{D}^r] \cdot \mathbb{E}[|H| (|\mathcal{C}_H(U_H, \pi)| - 1)] \bigg/ \mathbb{E}[|H|] > 1 \right\},$$

where $\mathbb{E}[\cdot]$ denotes total expectation (with respect to all sources of randomness). Furthermore, $\pi_c < 1$.

We prove Proposition 2.14 in Section 4.4. As discussed in Section 2.4.2, related results for epidemics on RIGs with conditionally independent edges were proved in [5]. The paper [5] also covers percolation on such RIGs by setting the infectious period constant, see [5, Section 3.2.1] for more details on this case. We remark that $\pi_c < 1$ ensures that the set of supercritical percolation parameters is always non-empty. However, the set of subcritical parameters $\pi < \pi_c$ may be empty. The phenomenon when $\pi_c = 0$ is called robustness, and we explore it further in a manuscript in preparation [33].

3 THE GIANT COMPONENT OF THE RIGC AND THE BCM

In this section, we prove Theorem 2.6 on the phase transition of the RIGC as a corollary of Theorem 2.11 on the phase transition of the BCM, and prove Theorem 2.11 itself. Note that, while the
connected components in the RIGC are closely related to those in the BCM, ordering the connected components of the underlying BCM by size generally does not ensure that the corresponding connected components of the RIGC are also ordered by size, and this needs proper attention. The proof of Theorem 2.11 makes use of the continuous-time exploration algorithm sketched in Section 2.4, that we describe in more detail later in this section, then analyze it.

**Proof of Theorem 2.6 subject to Theorem 2.11.** For some $v \in \mathcal{V}^\ell$, let us denote its connected component in the RIGC by $\mathcal{C}_\mathcal{P}(v)$, and its connected component in the underlying BCM (see Remark 2.2) by $\mathcal{C}_\mathcal{B}(v)$. Since every community graph is connected, two $\ell$-vertices are connected within the RIGC exactly when they are connected within the underlying BCM. Consequently, $\mathcal{C}_\mathcal{P}(v) = \mathcal{V}_\ell \cap \mathcal{C}_\mathcal{B}(v)$, and each connected component of the RIGC is exactly the set of $\ell$-vertices in the corresponding connected component of the underlying BCM. In the subcritical and critical case, $|\mathcal{C}_1| = \max_{v \in \mathcal{V}^\ell} |\mathcal{C}_\mathcal{P}(v)| \leq \max_{v \in \mathcal{V}^\ell} |\mathcal{C}_\mathcal{B}(v)| = |\mathcal{C}_{1,\ell}| = o_P(N_n)$.

Under the supercriticality condition (2.20), $|\mathcal{C}_{1,\ell} \cap \mathcal{V}^\ell| / N_n \xrightarrow{p} \xi_\ell$ by Theorem 2.11, and for any other component $\mathcal{C}'$ of the BCM, $|\mathcal{C}' \cap \mathcal{V}^\ell| \leq |\mathcal{C}'| \leq |\mathcal{C}_{2,\ell}| = o_P(N_n)$. Thus necessarily,

$$\mathcal{C}_1 = \mathcal{C}_{1,\ell} \cap \mathcal{V}^\ell \text{ whp,}$$

which implies that $|\mathcal{C}_1| / N_n \xrightarrow{p} \xi_\ell$, and analogously to (3.1), $|\mathcal{C}_2| = o_P(N_n)$. This concludes the proof of Theorem 2.6 subject to Theorem 2.11.

### 3.1 Global exploration

We prove our results regarding the giant component of the BCM with the aid of the exploration algorithm sketched in Section 2.4. The algorithm is an adaptation of the exploration algorithm of the CM proposed by Janson and Luczak [30], however the analysis poses new challenges. Below, we introduce the required terminology and notation, and formalize the algorithm in the form of pseudo-code.

We call two (or more) half-edges *siblings* (a family of half-edges) if they are incident to the same vertex. To keep notation simple, we do not always explicitly indicate the dependence on $n$, however it is always meant. Instead, we add the superscripts $\ell$ or $r$ to emphasize which partition each quantity is related to. We define the algorithm focusing on the lhs partition to obtain the statements in Theorem 2.11. We could analogously define and analyze the algorithm focusing on the rhs partition and obtain the statements in Corollary 2.12 instead. Note that the number of paired half-edges in the two partitions must always be equal. All the quantities below are defined to be right-continuous, that is, if the algorithm updates a quantity at time $t$, then the value at time $t$ is the updated value.

At any given time, $\mathcal{V}^\ell$ is partitioned into the time-dependent set of *sleeping* and *awake* vertices. Initially, all $\ell$-vertices are sleeping, then they are later moved one by one to the awake set and never return to sleeping. Intuitively, an awake vertex is at least partially explored. We denote the number of sleeping $\ell$-vertices of degree $k$ at time $t$ by $\mathcal{V}_\ell^k(t)$. Similarly, $\mathcal{V}^r$ is partitioned into the sleeping set and awake set, and each $r$-vertex starts in the sleeping set and later progresses into the awake set.
The set of $\ell$-half-edges, at any given time, is partitioned as follows: the sleeping set of size $S^{\ell}(t)$, the active set of size $A^{\ell}(t)$ and the paired (dead) set. Intuitively, active half-edges are those half-edges that we already know to belong to the component we are currently exploring and are still unpaired. We can thus use them to progress the exploration. Note that

$$S^{\ell}(t) = \sum_{k=1}^{\infty} kV^{\ell}_k(t).$$

Each $\ell$-half-edge progresses from sleeping to active to paired, or directly from sleeping to paired. Sometimes we say a half-edge “dies” to mean that we pair it or that we must pair it immediately. We thus refer to the union of the sleeping and active sets of half-edges as the living (unmatched) set, which has size $L^{\ell}(t) = A^{\ell}(t) + S^{\ell}(t)$. Further, we assign iid $\text{Exp}(1)$ random variables to each $\ell$-half-edge, that we call the alarm clocks of the half-edges. Once the exploration time reaches the value of this variable, the alarm goes off, and if the half-edge is still unpaired, then it dies and must be paired immediately. When an $\ell$-half-edge dies, if the incident $\ell$-vertex is sleeping, then we set it awake, and set all sibling half-edges active. (If the incident $\ell$-vertex is already awake, then we do not change the status of the vertex or the sibling half-edges.) When we set an $\ell$-vertex awake for a different reason, we set each incident half-edge active.

The $r$-half-edges are partitioned into the sleeping set, the waiting-to-be-paired set of size $W^r(t)$, and the paired (dead) set. Half-edges may progress from sleeping to paired directly, or through the waiting-to-be-paired status, but never move backwards. While the waiting-to-be-paired set on the rhs plays a role analogous to those of active half-edges on the lhs, we use a different notion to emphasize their different roles in the algorithm: while the set of active $\ell$-half-edges is allowed to grow large, the waiting-to-be-paired set must always be exhausted immediately. When an $r$-half-edge is paired, the incident $r$-vertex is set to awake, and all sibling half-edges are set to be waiting-to-be-paired. (By the design of the algorithm, this is the only way to set an $r$-vertex awake.)

The unit of the algorithm we often focus on is one iteration of the outer while loop, that is, the conditional execution of step1, the execution of step2 and the internal while loop of step3s, which corresponds to discovering an $r$-vertex and matching all its remaining half-edges. By construction, the lists $\delta_1$ and $\delta_2$ contain the time stamps of all executions of step1 and step2, respectively. Noting that in each iteration, step2 is executed once while step1 is executed once only if the condition is satisfied and is otherwise not executed, $\delta_1$ must be a sublist of $\delta_2$. We also remark that both $\delta_1$ and $\delta_2$ may contain duplicates of the same time stamp, as the time variable is only increased in step3, which is not executed in those iterations when the condition of the internal while loop fails, that is, when the $r$-vertex found has degree one, so that the chosen $r$-half-edge does not have any sibling half-edges.

**Remark 3.2 (Original algorithm as special case).** In Section 2.4.2, we have shown that when each $r$-vertex has degree 2, the bipartite configuration model $\text{BCM}_n(d^\ell, d^r)$ is equivalent to $\text{CM}_n(d^\ell)$. In this case, step3 is executed exactly once in each iteration, and our algorithm gives back the exploration for the CM in [30].

### 3.2 Analysis of the exploration algorithm

In this section, we study Algorithm 3.1. The results obtained serve as ingredients to the proof of Theorem 2.11 in Section 3.4. Recall that we begin the exploration of a new component exactly when
Algorithm 1. Continuous-time exploration of the BCM

Initially, \( t = 0 \), all vertices and half-edges are sleeping, and all half-edges are unpaired. Let \( \mathcal{S}_1 \) and \( \mathcal{S}_2 \) be initially empty lists.

\[ \text{while there are unpaired } \ell \text{-half-edges } (L^\ell(t)>0) \text{ do} \]

\[ \text{if there are no active } \ell \text{-half-edges } (A^\ell(t) = 0) \text{ then} \]

\[ \text{step 1: Starting the exploration of a new component.} \]

\[ \text{pick a sleeping } \ell \text{-half-edge } x \text{ uar.} \]

\[ \text{set the incident } \ell \text{-vertex } v \text{ as awake. } (V_{\ell-\deg(v)}^\ell(t) := V_{\ell-\deg(v)}^\ell(t) - 1) \]

\[ \text{set } x \text{ and all sibling half-edges as active. } (A^\ell(t) := \ell-\deg(v)) \]

\[ \text{append } t \text{ to the list } \mathcal{S}_1. \text{ (} t \text{ remains unchanged.)} \]

\[ \text{end step 1} \]

\[ \text{end if} \]

\[ \text{step 2: Discovering a new } \gamma \text{-vertex.} \]

\[ \text{pick an active } \ell \text{-half-edge } x \text{ arbitrarily and a sleeping } \gamma \text{-half-edge } y \text{ uar.} \]

\[ \text{match } x \text{ and } y \text{ to form an edge and set both as paired. } (A^\ell(t) := A^\ell(t) - 1) \]

\[ \text{set the } \gamma-\text{vertex } a \text{ incident to } y \text{ as awake.} \]

\[ \text{set sibling half-edges of } y \text{ as waiting-to-be-paired. } (W^\gamma(t) := \gamma-\deg(a) - 1) \]

\[ \text{append } t \text{ to the list } \mathcal{S}_2. \text{ (} t \text{ remains unchanged.)} \]

\[ \text{end step 2} \]

\[ \text{while there are waiting-to-be-paired } \gamma \text{-half-edges } (W^\gamma(t)>0) \text{ do} \]

\[ \text{step 3: Exploring further connections of the } \gamma \text{-vertex.} \]

\[ \text{pick a waiting-to-be-paired } \gamma \text{-half-edge } y \text{ arbitrarily.} \]

\[ \text{wait } dt \text{ time until the first alarm clock of an unpaired } \ell \text{-half-edge } x \text{ rings.} \]

\[ \text{if } x \text{ is sleeping then} \]

\[ \text{set the } \ell \text{-vertex } v \text{ incident to } x \text{ as awake. } (V_{\ell-\deg(v)}^\ell(t + dt) := V_{\ell-\deg(v)}^\ell(t) - 1) \]

\[ \text{set sibling half-edges of } x \text{ as active. } (A^\ell(t + dt) := A^\ell(t) + \ell-\deg(v) - 1) \]

\[ \text{end if} \]

\[ \text{match } x \text{ and } y \text{ to form an edge and set both as paired. } (L^\ell(t + dt) := L^\ell(t) - 1, W^\gamma(t + dt) := W^\gamma(t) - 1) \]

\[ \text{increase time } t := t + dt. \]

\[ \text{end step 3} \]

\[ \text{end while} \]

\[ \text{end while} \]

\( \text{step 1} \) is executed, for which \( A^\ell(t) = 0 \) is a necessary condition. Thus our aim is to understand the behavior of \( t \mapsto A^\ell(t) \) during the course of the exploration, in particular, to determine the zeros of this function. Our analysis, as in [30], is based on the simple observation that \( A^\ell(t) = L^\ell(t) - S^\ell(t) \). We move on to studying the quantities \( S^\ell(t) \) and \( L^\ell(t) \) separately.

The dynamics of \( S^\ell(t) \), similarly to the corresponding quantity in the algorithm in [30], are the following. Note that \( \text{step 2} \) does not affect \( S^\ell(t) \). Regularly, \( \ell \)-half-edges are removed from the sleeping set when the alarm clock of the half-edge itself or one of its siblings rings, due to \( \text{step 3} \). However, sometimes a family of \( \ell \)-half-edges is removed from the sleeping set due to \( \text{step 1} \), when we start the exploration of a new component by picking a uniform \( \ell \)-half-edge and set it active together with its siblings, and set the incident \( \ell \)-vertex awake. Let \( \hat{V}_k^\ell(t) \) denote the number of \( \ell \)-vertices of degree...
such that the alarm clocks of all \( \ell \)-half-edges show a time greater than \( t \), and define

\[
\hat{S}^\ell(t) := \sum_{k=1}^{\infty} k \hat{V}_k^\ell(t).
\]

(3.4)

Comparing with (3.3), we intuitively think of \( \hat{S}^\ell(t) \) as the number of sleeping \( \ell \)-half-edges ignoring the contribution of step1, and it serves as an approximation for \( S^\ell(t) \). We recall the following result that holds unchanged for the bipartite case:

**Lemma 3.3** (Sleeping vertices and half-edges [30, Lemma 5.2]). Define

\[
h_1(z) := E[D^\ell]zG_{D^\ell}(z) = \sum_{k=1}^{\infty} k\mathbb{P}(D^\ell = k)z^k
\]

(3.5)

for \( z \in [0, 1] \). For any \( t_0 \) fixed, as \( n \to \infty \),

\[
\forall k \geq 1, \quad \sup_{t \leq t_0} \left| \frac{1}{N_n} \hat{V}_k^\ell(t) - p_k e^{-kt} \right| \overset{\text{P}}{\to} 0;
\]

(3.6)

\[
\sup_{t \leq t_0} \left| \frac{1}{N_n} \sum_{k=1}^{\infty} \hat{V}_k^\ell(t) - G_{D^\ell}(e^{-t}) \right| \overset{\text{P}}{\to} 0;
\]

(3.7)

\[
\sup_{t \leq t_0} \left| \frac{1}{N_n} \hat{S}^\ell(t) - h_1(e^{-t}) \right| \overset{\text{P}}{\to} 0.
\]

(3.8)

We introduce

\[
\hat{A}^\ell(t) := L^\ell(t) - \hat{S}^\ell(t),
\]

(3.9)

that serves as our approximation for \( A^\ell(t) \). The next lemma, recalled from [30], bounds the error that we make with this approximation:

**Lemma 3.4** (The effect of step1 [30, Lemma 5.3]). With \( d_{max}^\ell \) from Remark 2.4(iii),

\[
0 \leq \hat{S}^\ell(t) - S^\ell(t) < \sup_{s \leq t} \left( \hat{S}^\ell(s) - L^\ell(s) \right) + d_{max}^\ell.
\]

(3.10)

The above bound can be rewritten in the more convenient form

\[
0 \leq A^\ell(t) - \hat{A}^\ell(t) = \hat{S}^\ell(t) - S^\ell(t) < -\inf_{s \leq t} \hat{A}^\ell(s) + d_{max}^\ell.
\]

(3.11)

Recall the sequence \( s_1 \) from Algorithm 3.1 that contains the time stamps of all executions of step1, and that it may contain the same time stamp several times. Since this does not occur in the original algorithm in [30], we reprove the lemma to show that this does not cause an issue.

**Proof.** First, we study what happens at a time \( t \in s_1 \subseteq s_2 \). As explained after Algorithm 3.1, \( t \) may appear several times in the sequences \( s_1 \subseteq s_2 \), as finding a degree-1 \( r \)-vertex uses up its single half-edge in step2, which results in not executing step3 in that iteration and not increasing the time variable. However, the number of active \( \ell \)-half-edges changes with each execution of step1 and
step2, thus we overwrite (redefine) $A'(t)$ each time until an \( r \)-vertex with degree at least 2 is found in step2. This step2 then necessarily corresponds to the last instance of \( t \) in \( \delta_2 \) and sets the final value of $A'(t)$, as step3 must be executed next and the time variable will increase. Consider the last execution of step1 at \( t \), which is either in the same or an earlier iteration than the last step2, and denote the \( \ell' \)-vertex woken up by this step1 by \( v \). As step2 is executed at least once afterwards, we have $A'(t) \leq \ell\text{-deg}(v) - 1 < d_{\text{max}}^\ell$. Recall that $L^\ell(t) = A'(t) + S^\ell(t)$, hence

$$\hat{S}^\ell(t) - S^\ell(t) = \hat{S}^\ell(t) - L^\ell(t) + A'(t) < \hat{S}^\ell(t) - L^\ell(t) + d_{\text{max}}.$$  

(3.12)

By the definition of $\hat{S}^\ell(t)$, $\hat{S}^\ell(t) - S^\ell(t) \geq 0$ and the difference grows only due to step1, while it might decrease due to step2 or step3, for example, when a clock of an $\ell'$-half-edge rings that was woken up in step1 previously. Hence for a time $t' \not\in \delta_1$, $\hat{S}^\ell(t') - S^\ell(t') \leq \hat{S}^\ell(s) - S^\ell(s)$, where $s := \max\{t \in \delta_1 : t < t'\}$. Then, using (3.12) and that the supremum is actually a finite maximum over a subset of \( \delta_1 \),

$$\hat{S}^\ell(t') - S^\ell(t') \leq \sup_{s \leq t'} \left( \hat{S}^\ell(s) - S^\ell(s) \right) < \sup_{s \leq t'} \left( \hat{S}^\ell(s) - L^\ell(s) \right) + d_{\text{max}},$$  

(3.13)

which concludes the proof.

Next, we state our novel result on the process of living (unmatched) half-edges $L^\ell(t)$. As remarked in the sketch of the proof of Theorem 2.11 in Section 2.4, the dynamics of this process differ significantly from the corresponding process in [30]. The analysis of the new process, carried out in Section 3.3 below, is our major innovation to generalizing the algorithm to the bipartite case.

We introduce some notation necessary to state our result. For an arbitrary invertible function \( f \), let $f^{(-1)}$ denote the inverse function of \( f \), that is, $f^{(-1)}(f(z)) = z$ for any \( z \) in the domain of \( f \) and $f(f^{(-1)}(z)) = z$ for any \( z \) in the domain of $f^{(-1)}$ (i.e., the range of \( f \)). Recall (1.1), (1.2), as well as $D^\ell$ and $D^r$ from Assumption 2.3(A) and (C1). Since the generating function $G_X$ of a random variable $X$ taking values from \( \mathbb{N} \) (such that $\mathbb{P}(X = 0) < 1$) is continuous and strictly increasing, $G_X^{(-1)}$ exists on the interval $[\mathbb{P}(X = 0), 1]$.

### Proposition 3.5 (Living half-edges)

Define the function

$$h_2(z) := \mathbb{E}[D^r]zG_{D^r}^{(-1)}(z)$$  

(3.14)

on $[\tilde{q}_0, 1]$, where $\tilde{q}_0 := \mathbb{P}(\tilde{D}^r = 0) = q_1/\mathbb{E}[D^r]$. The process of living half-edges $L^\ell(t)$ satisfies, for any $0 < t_0 < - \log \tilde{q}_0$,

$$\sup_{t \leq t_0} \left| \frac{1}{N_n} L^\ell(t) - h_2(e^{-t}) \right| \overset{\text{P}}{\rightarrow} 0.$$  

(3.15)

We prove Proposition 3.5 in Section 3.3. We remark that for the RIGC and its underlying BCM, postulating $q_1 = 0$ implies $\tilde{q}_0 = 0$ and $- \log \tilde{q}_0 = \infty$. It is hard to intuitively interpret the appearance of an inverse generating function in (3.14)–(3.15). The deeper analysis of the process $L^\ell(t)$ in Section 3.3 reveals that it is due to step2 happening instantaneously. The proof of Theorem 2.11 in Section 3.4 provides additional justification that the inverse must appear here in order to obtain (2.18), the fixed point equation for the composition of the generating functions, which we give an intuitive interpretation for later in Section 5.1.
3.3 | Living half-edges

In this section, we carry out the analysis of the process of living half-edges in Algorithm 3.1 and in particular, prove Proposition 3.5. We first introduce our approach and the ingredients of the proof and complete the proof before proving our lemmas.

3.3.1 | Asymptotics for the living half-edges: Proof of Proposition 3.5

As remarked in the sketch of the proof in Section 2.4, the process of living half-edges is significantly more complex in the bipartite case, as it is a death process with occasional instantaneous jumps. In light of Algorithm 3.1, we can now explain precisely how this death process arises. Note that in each execution of step2, as well as in each execution of step3, one $\ell$-half-edge is paired, thus both steps correspond to a jump of size $-1$. As step2 does not increase the time variable, it corresponds to an instantaneous jump (a jump with infinite rate). In step3, we wait for the first $\text{Exp}(1)$ alarm clock (see Section 3.1) of an unmatched $\ell$-half-edge to ring, which corresponds to each living half-edge dying at rate 1. Thus in the death process, the regular jumps, corresponding to iterations of step3, happen with rate $i$ from position $i$.

To determine how often the instantaneous jumps happen, consider that in step2 of each iteration (of the outer while loop), we pick a sleeping $r$-vertex in a size-biased fashion, since a uniform unmatched $r$-half-edge is drawn. It is the remaining degree of the chosen $r$-vertex that determines the number of iterations of step3 in the inner while loop. In contrast, in the original algorithm (see Remark 2.1) step3 is executed exactly once in each iteration, thus the two jumps can be “merged” into a single jump of size $-2$ with rate $2i$ from position $2i$. Consequently, in the original algorithm it suffices to study a death process with only regular jumps (of size 2). However in our case, such a merging is not possible at all, due to the fact that $r$-vertices are used up in an order determined by a size-biased reordering (formally defined below), hence the degree distribution is continuously changing throughout the course of the algorithm. Thus, we take an alternative approach, instead using hitting times. Note that the initial value of the death process $L_\ell(0) = L^{\ell,(n)}(0) = \hat{h}_n$ is deterministic. For $c \in [0,1]$, we define the hitting time process

$$\tau(c) := \min \{ t : L_\ell(t) \leq c \hat{h}_n \}. \quad (3.16)$$

The following claim ensures that studying the hitting times is essentially equivalent to studying the death process:

**Claim 3.6** (Concentration of a death process and its hitting times). For each $n \in \mathbb{N}$, let $(X^{(n)}(t))_{t \geq 0}$ be a pure death process with deterministic initial condition $a_n := X^{(n)}(0) \to \infty$ as $n \to \infty$. For $c \in (0,1]$, let $T^{(n)}(c) := \min \{ t : a_n^{-1}X^{(n)}(t) \leq c \}$ and let $f : [0,\infty) \to (0,1]$ be a strictly decreasing function such that $f(0) = 1$ and both $f$ and its inverse $f^{-1}$ are continuous. Then the following two statements are equivalent:

(i) for any $t_0 < \infty$, $\sup_{t \leq t_0} |a_n^{-1}X^{(n)}(t) - f(t)| \to P 0$,

(ii) for any $c_0 \in (0,1)$, $\sup_{c \geq c_0} |T^{(n)}(c) - f^{-1}(c)| \to P 0$.

We prove Claim 3.6 in Appendix B. Claim 3.6 is straightforwardly tailored to be applicable to $L'_{\ell}(t)$. It is stated in slightly more generality to allow application for similar processes that we define shortly and are necessary for the analysis.
To understand $L^c(t)$, we compare it to a “standard” process $L_{stn}^c(t)$, defined as the pure death process where each individual dies independently with rate 1. That is, in the process $L_{stn}^c(t)$ each jump happens with rate $i$ from state $L_{stn}^c(t) = i$, and we set the same initial condition $L_{stn}^c(0) := h_n$. The processes $L^c(t)$ and $L_{stn}^c(t)$ can be coupled in an intuitive way by using the same realization of jumps, however $L_{stn}^c(t)$ “forgets” about the occasional infinite rates; in other words, all jumps happen with rate $i$ from position $i$. Due to its simpler dynamics, the behavior of $L_{stn}^c(t)$ is well understood, and hence so is the behavior of its hitting times

$$
\tau_{stn}(c) := \min \{ t : L_{stn}^c(t) \leq c h_n \}. \tag{3.17}
$$

However, in the process $L^c(t)$, the instantaneous jumps due to $c \in \mathbb{P}^2$ save us time, which gives rise to a crucial correction term. We define the saved time as

$$
\tau_{\text{skip}}(c) := \tau_{stn}(c) - \tau(c) > 0, \tag{3.18}
$$

with $\tau(c)$ and $\tau_{stn}(c)$ defined in (3.16) and (3.17). Recall (1.1), (1.2), $D^c$ and $D^r$ from Assumption 2.3(A) and (C1), and that $f^{(-1)}$ denotes the inverse of a function $f$. We can summarize the asymptotics of $\tau(c)$, $\tau_{stn}(c)$, and $\tau_{\text{skip}}(c)$ in the following lemma:

**Lemma 3.7** (Concentration of $\tau(c)$). For any $c_0 > 0$, as $n \to \infty$,

$$
\sup_{c \geq c_0} |\tau_{stn}(c) + \log(c)| \xrightarrow{p} 0, \tag{3.19}
$$

$$
\sup_{c \geq c_0} \left| \tau_{\text{skip}}(c) + \log \left( G_{D^{r,*}}^{(-1)}(c) \right) \right| \xrightarrow{p} 0. \tag{3.20}
$$

Consequently, by (3.18),

$$
\sup_{c \geq c_0} \left| \tau(c) + \log(c) - \log \left( G_{D^{r,*}}^{(-1)}(c) \right) \right| \xrightarrow{p} 0. \tag{3.21}
$$

We prove Lemma 3.7 in Section 3.3.2. We point out the appearance of the inverse generating function in the asymptotics of the time saved $\tau_{\text{skip}}(c)$, which is related to the size-biased reordering. However, also note that the inverse generating function is of the distribution $D^{r,*} = D^r + 1$. Next, we prove Proposition 3.5 subject to Claim 3.6 and Lemma 3.7.

**Proof of Proposition 3.5 subject to Claim 3.6 and Lemma 3.7.** By (3.21) in Lemma 3.7, $\tau(c)$ concentrates around

$$
f^{(-1)}(c) = -\log c + \log \left( G_{D^{r,*}}^{(-1)}(c) \right). \tag{3.22}
$$

Thus, by Claim 3.6, $L^c(t)/h_n$ concentrates around $f$. We claim that $f$ can be expressed as

$$
c = f(t) = e^{-t} G_{D^r}^{(-1)}(e^{-t}). \tag{3.23}
$$

We show that the inverse of the above function $f$ is indeed $f^{(-1)}$ by rearranging for $t$ in a clever way. Let $s := G_{D^r}^{(-1)}(e^{-t})$, then $e^{-t} = G_{D^r}(s)$, and $c = G_{D^r}(s) \cdot s = G_{D^r,*}(s)$, by (1.1) and (1.2) (see in particular the two identities below (1.2)). Hence

$$
e^{-t} = G_{D^r}(s) = \frac{G_{D^r,*}(s)}{s} = \frac{c}{G_{D^{r,*}}^{(-1)}(c)}. \tag{3.24}
$$
Applying the function $-\log(\cdot)$ on both sides of (3.24), and noting that $t = f^{(-1)}(c)$, yields (3.22) as required, and we conclude that $\sup_{t \leq h} |L^t(f) - f(t)| \to 0$. By (3.14), $h_2(\varepsilon^\gamma) = \mathbb{E}[D^\gamma]/f(t)$, and $\mathbb{E}[D^\gamma] \to \mathbb{E}[D^\gamma]$ by Remark 2.4(i) and Assumption 2.3(B), thus (3.15) follows. This concludes the proof of Proposition 3.5 subject to Claim 3.6 and Lemma 3.7.

3.3.2 Concentration of the hitting times

This section is dedicated to proving Lemma 3.7. We prove (3.21), (3.19), and (3.20) in this order.

Proof of (3.21), subject to (3.19) and (3.20). Combining (3.19) and (3.20) through the triangle inequality yields that, for any $\varepsilon > 0$ fixed,

$$
\mathbb{P} \left( \sup_{c \geq c_0} |\tau(c) + \log(c) - \log(G_{D^\gamma}(c))| > \varepsilon \right) \\
\leq \mathbb{P} \left( \sup_{c \geq c_0} |\tau_{\text{stn}}(c) + \log(c)| + \left| -\tau_{\text{skip}}(c) - \log(G_{D^\gamma}(c)) \right| > \varepsilon \right) \\
\leq \mathbb{P} \left( \sup_{c \geq c_0} |\tau_{\text{stn}}(c) + \log(c)| > \varepsilon/2 \right) + \mathbb{P} \left( \sup_{c \geq c_0} |\tau_{\text{skip}}(c) + \log(G_{D^\gamma}(c))| > \varepsilon/2 \right) \to 0
$$

(3.25)

as $n \to \infty$. That is, by the definition of convergence in probability, (3.21) holds.

Proof of (3.19). Recall the “standard” pure death process $L_{\text{stn}}(i)$ and its hitting times (3.19) from Section 3.3.1. Also recall that the process jumps from state $i$ to state $i-1$ at rate $i$. Using that $Exp(i) \overset{d}{=} Exp(1)/i$,

$$
\tau_{\text{stn}}(c) = \tau_{\text{stn}} \left( \frac{\lfloor c \mathcal{H}_n \rfloor}{\mathcal{H}_n} \right) \overset{d}{=} \sum_{i=\lfloor c \mathcal{H}_n \rfloor + 1}^{\mathcal{H}_n} \frac{E_i^{(n)}}{i},
$$

(3.26)

where for any fixed $n$, $(E_i^{(n)})_{i \in \mathbb{Z}^+}$ are independent $Exp(1)$ random variables. For convenience, we define the index set

$$
I_c = I_c^{(n)} := \{ \lfloor c \mathcal{H}_n \rfloor + 1 \leq i \leq \mathcal{H}_n \}.
$$

(3.27)

Then, for any $c$ fixed, using (3.26) and recognizing the Riemann-approximation for the arising sum,

$$
\mathbb{E}[\tau_{\text{stn}}(c)] = \sum_{i \in I_c} \frac{1}{i} = \log(\mathcal{H}_n) - \log(c\mathcal{H}_n) + O(N_n^{-1}) = -\log(c) + O(N_n^{-1}),
$$

(3.28)

and

$$
\text{Var}(\tau_{\text{stn}}(c)) = \sum_{i \in I_c} \frac{1}{i^2} < \sum_{i=\lfloor c \mathcal{H}_n \rfloor + 1}^{\infty} \frac{1}{i^2} \to 0
$$

(3.29)

as $n \to \infty$, since $\mathcal{H}_n \to \infty$ (and $c > 0$). For $s \geq 0$, define the process

$$
Y(s) = Y^{(n)}(s) := \tau_{\text{stn}}(e^{-s}) - \mathbb{E}[\tau_{\text{stn}}(e^{-s})] = \sum_{i \in I_{\text{exp}(-s)}} \frac{E_i^{(n)}}{i} - \frac{1}{i}.
$$

(3.30)
Note that $Y$ is a zero-mean martingale and thus $Y^2(s)$ is a non-negative submartingale. We apply Doob’s martingale inequality and (3.29) to obtain, for any fixed $\varepsilon > 0$ and $c_0 > 0$ with $s_0 := -\log(c_0) < \infty$,

$$
\mathbb{P}\left( \sup_{c \geq c_0} \left\{ \tau_{\text{stn}}(c) - \mathbb{E}[\tau_{\text{stn}}(c)] \right\}^2 \geq \varepsilon \right) = \mathbb{P}\left( \sup_{s \leq s_0} Y^2(s) \geq \varepsilon \right) \\
\leq \frac{\mathbb{E}[Y^2(s_0)]}{\varepsilon} = \frac{\text{Var}(Y(s_0))}{\varepsilon} = \frac{\text{Var}(\tau_{\text{stn}}(c_0))}{\varepsilon} \to 0
$$

(3.31)
as $n \to \infty$. It follows that

$$
\sup_{c \geq c_0} \left| \tau_{\text{stn}}(c) - \mathbb{E}[\tau_{\text{stn}}(c)] \right| \xrightarrow{\mathbb{P}} 0.
$$

(3.32)

Consequently, by (3.28), we can bound

$$
\sup_{c \geq c_0} \left| \tau_{\text{stn}}(c) + \log(c) \right| \leq \sup_{c \geq c_0} \left| \tau_{\text{stn}}(c) - \mathbb{E}[\tau_{\text{stn}}(c)] \right| + o_P(1) + O\left( N_i^{-1} \right) \xrightarrow{P} 0.
$$

(3.33)

This concludes the proof of (3.19).

We remark that [30, Lemma 6.1] is applicable to $L_{\text{stn}}^\ell(t)$, which provides a shorter alternative proof for (3.19). However, we adopted the proof above to shed light on the decomposition (3.26), preparing for the proof of (3.20), which is much more interesting and insightful.

**Proof of (3.20).** Recall the definition of the process $L_{\text{stn}}^\ell(t)$ and its hitting times $\tau_{\text{stn}}(c)$ from Section 3.3.1. The decomposition in (3.26) is equivalent to

$$
\tau_{\text{stn}}(c) \overset{d}{=} \sum_{i \in I_c} \frac{E_{i}^{(n)}}{i}.
$$

(3.34)

Next, we derive a similar decomposition for $\tau(c)$. Let $J_c \subseteq I_c$ denote the set of such indices $i \in I_c$ that the jump from position $i$ to position $i - 1$ in the process $L_{\text{stn}}^\ell(t)$ happened instantaneously, that is, due to step2. (We provide a formal definition of the set $J_c$ later.) Clearly, since both processes are defined using the same realization of jumps, the difference in $\tau(c)$ and $\tau_{\text{stn}}(c)$ only arises due to the different jump rates from positions $i \in J_c$. While rate $i$ in $L_{\text{stn}}^\ell(t)$ results in the term $E_{i}^{(n)}/i$, the instantaneous jump in $L_{\text{stn}}^\ell(t)$ results in a 0 term. That is, we can write

$$
\tau(c) = \sum_{i \in I_c \setminus J_c} \frac{E_{i}^{(n)}}{i} + \sum_{i \in J_c} 0 = \sum_{i \in I_c \setminus J_c} \frac{E_{i}^{(n)}}{i},
$$

(3.35)

and necessarily the saved time is

$$
\tau_{\text{skip}}(c) = \tau_{\text{stn}}(c) - \tau(c) = \sum_{i \in J_c} \frac{E_{i}^{(n)}}{i}.
$$

(3.36)

We analyze $\tau_{\text{skip}}(c)$ through the index set $J_c$. Recall that we discover a new $r$-vertex exactly when step2 is executed. This happens exactly when all half-edges of the previous $r$-vertex have been paired. (Here, we ignore the potential step1 in between, as step1 does not pair any half-edges.
and consequently does not correspond to any jump in the process \( L^r(t) \). Cumulatively, we execute step 2 for the \((j + 1)\)st time when all half-edges of the first \( r \)-vertices are paired. Let us denote the \( r \)-degree of the \( j \)th explored \( r \)-vertex by \( d^r_{\pi(j)} \). Clearly, \((d^r_{\pi(j)})_{j \in [M_n]}\) is a random reordering of \( d^r \), or equivalently, \((\pi(j))\) is a random permutation. We pick the next \( r \)-vertex to explore by choosing a uniform unpaired \( r \)-half-edge, thus \( r \)-vertices are always chosen in a size-biased fashion wrt their degrees. That is, \( r \)-vertices are explored in the order defined by a size-biased reordering. Define \( \mathcal{H}_j := \{\pi(1), \ldots, \pi(j)\} \subset [M_n] \), the random set of indices chosen (used) in the first \( j \) steps, then the distribution of \( \pi \) is given by

\[
\mathbb{P}(\pi(j) = k | \mathcal{H}_{j-1}) = \begin{cases} 
0 & \text{for } k \in \mathcal{H}_{j-1}, \\
\frac{d^r_k}{\sum_{i \in [M_n] \setminus \mathcal{H}_{j-1}} d^r_i} & \text{for } k \in [M_n] \setminus \mathcal{H}_{j-1}.
\end{cases}
\]  

(3.37)

Denote the partial sums of the first \( j \) \( r \)-degrees in this reordering by

\[
\Sigma_j := \sum_{i=1}^j d^r_{\pi(i)},
\]

where the empty sum \( \Sigma_0 = 0 \) by convention. Then \( \check{h}_n - \Sigma_j \) gives the state of \( L^r(t) \) after we finish exploring the \( j \)th \( r \)-vertex, thus step 2 must be executed again and from this position, an instantaneous jump happens. We can now give an alternative, formal definition of the index set

\[
\mathcal{J}_c = \mathcal{J}_c^{(n)} = \{ \check{h}_n - \Sigma_j, j \in [M_n] \} \cap I_c.
\]  

(3.39)

Define

\[
j_{\max}(c) := \max \left\{ j : \check{h}_n - \Sigma_j > c \check{h}_n \right\},
\]

(3.40)

then we can rewrite (3.36) as

\[
\tau_{\text{skip}}(c) = \sum_{j=0}^{j_{\max}(c)} E_j^{(n)} / \check{h}_n - \Sigma_j,
\]  

(3.41)

where the set \((E_j^{(n)})_{j \in \mathbb{N}}\) is a (possibly reordered) subset of \((E_i^{(n)})_{i \in \mathbb{Z}^+}\), hence it is composed of iid \( \text{Exp}(1) \) random variables. We give a convenient alternative probabilistic interpretation to the decomposition in (3.41), allowing us to relate it to a process that we already understand.

We define a process \( Z^r(s) = Z^{r,(n)}(s) \) in continuous time \( s \geq 0 \) on the \( r \)-half-edges, completely independent of the exploration algorithm. The process \( Z^r(s) \) follows dynamics analogous to \( \widehat{S}^r(t) \), however we avoid the intuitive notion \( \widehat{S}^r(s) \) and use a separate time variable \( s \) rather than \( t \) to emphasize that \( Z^r(s) \) is not related to the exploration algorithm. We formally define \( Z^r(s) \) as follows. Initially, all \( r \)-vertices and \( r \)-half-edges are sleeping, and we assign independent \( \text{Exp}(1) \) alarm clocks to each \( r \)-half-edge. An \( r \)-vertex and all its half-edges are woken up (and never return to sleeping) when the alarm clock on any of the half-edges goes off. The process \( Z^r(s) \) keeps track of the number of sleeping \( r \)-half-edges. The hitting times of this process correspond to \( \tau_{\text{skip}}(c) \), formally,

\[
(min \left\{ s : Z^r(s) \leq c \check{h}_n \right\})_{1 \geq c > 0} \overset{d}{=} \left( \tau_{\text{skip}}(c) \right)_{1 \geq c > 0},
\]  

(3.42)
where the distributional equality is meant as stochastic processes. We prove (3.42) by induction on the number of awake $r$-vertices. Clearly, $Z'(0) = \mathcal{h}_n = \mathcal{h}_n - \Sigma_0$. Assume the number of sleeping $r$-half-edges to be $Z'(s) = \mathcal{h}_n - \Sigma_j$. Since the alarm clocks of awake $r$-half-edges can be ignored, the time we have to wait for the next $r$-half-edge $y$ to wake up has distribution $E_j^\text{skip} / (\mathcal{h}_n - \Sigma_j)$. The $r$-half-edge $y$ is chosen uar among the sleeping ones, hence the incident $r$-vertex $a$ is chosen in a size-biased fashion. That is, $r$-deg$(a) = d'_a(\pi_{j+1})$, where $\pi$ is a random permutation with distribution (3.37). Also note that all $r$-half-edges incident to $a$ are woken up at once, thus the change in $Z'(s)$ is $-r$-deg$(a)$. Hence

$$\min \{ s : Z'(s) = \mathcal{h}_n - \Sigma_{j+1} \} - \min \{ s : Z'(s) = \mathcal{h}_n - \Sigma_j \} = \frac{E_j'}{\mathcal{h}_n - \Sigma_j},$$

where $E_j'$ is an $\text{Exp}(1)$ random variable, independent of everything else. Then by induction,

$$\min \{ s : Z'(s) = \mathcal{h}_n - \Sigma_{k+1} \} = \sum_{j=0}^{k} E_j' / (\mathcal{h}_n - \Sigma_j).$$

To determine the hitting time $\min \{ s : Z'(s) \leq c\mathcal{h}_n \}$, we want the smallest $k$ such that $\mathcal{h}_n - \Sigma_{k+1} \leq c\mathcal{h}_n$. Since $Z'(s)$ is non-increasing, this is equivalent to finding the largest $k$ such that $\mathcal{h}_n - \Sigma_k > c\mathcal{h}_n$, which is straightforwardly $j_{\text{max}}(c)$ by (3.40). Thus

$$\min \{ s : Z'(s) \leq c\mathcal{h}_n \} = \min \{ s : Z'(s) = \mathcal{h}_n - \Sigma_{j_{\text{max}}(c)+1} \} = \sum_{j=0}^{j_{\text{max}}(c)} \frac{E_j'}{\mathcal{h}_n - \Sigma_j},$$

where we recognize a decomposition analogous to that of $\tau_{\text{skip}}(c)$ from (3.41), with $(E_j')_{j \in \mathbb{N}}$ rather than $(E_j^{\text{skip}})_{j \in \mathbb{N}}$. However, as both random vectors consist of iid $\text{Exp}(1)$ random variables, the two processes evolve in the exact same way and the distributional identity (3.42) follows.

Now all that is left is to determine the asymptotics of $Z'(s)$ and apply Claim 3.6 to translate it into the asymptotics of $\tau_{\text{skip}}(c)$. As $Z'(s)$ is defined analogously to $\hat{S}'(t)$, following the same dynamics on the opposite partition, we can use the results in Lemma 3.3 for $Z'(s)$, with the exchange of lhs and rhs quantities. Replacing the $\ell'$-degree distribution by the $r$-degree distribution in (3.5) and (3.8) yields that for any $s_0$ fixed, as $M_n \to \infty$,

$$\sup_{s \leq s_0} \left| \mathbb{E}[M_n^{-1} Z'(s)] - \mathbb{E}[D_r] e^{-s} G_{D_\ell}(e^{-s}) \right| \to 0.$$

Since $z \cdot G_{D_\ell}(z) = G_{D_r}(z)$ by (1.1) and (1.2), $\mathbb{E}[D_n] \to \mathbb{E}[D_r]$ by Assumption 2.3 (D) and $\mathcal{h}_n = M_n\mathbb{E}[D_n]$ by (2.1), we can rewrite (3.46) as

$$\sup_{s \leq s_0} \left| \mathbb{E}[\mathcal{h}_n^{-1} Z'(s)] - G_{D_r}(e^{-s}) \right| \to 0,$$

for any $s_0$ fixed. If $c = f(s) = G_{D_r}(e^{-s})$, then $s = f^{-1}(c) = -\log \left( G_{D_r}^{(c)}(c) \right)$. Then by Claim 3.6 and (3.42), for any $c_0$ fixed,

$$\sup_{c \geq c_0} \left| \tau_{\text{skip}}(c) + \log \left( G_{D_r}^{(c)}(c) \right) \right| \to 0.$$

This concludes the proof of (3.20).
3.4 The giant of the BCM: Proof of Theorem 2.11

In this section, we combine the insight gained above and prove Theorem 2.11. For technical reasons, our proof requires that \( \eta_\varepsilon > 0 \), with \( \eta_\varepsilon \) defined in Theorem 2.6. Note that the composition \( G_{\tilde{D}^\varepsilon} \circ G_{\tilde{D}^\varepsilon} \) from (2.18) is the generating function of the random sum

\[
N^\varepsilon := \sum_{i=1}^{\tilde{D}^\varepsilon(0)},
\]

where \( \tilde{D}^\varepsilon(0) \) are iid copies of \( \tilde{D}^\varepsilon \) and independent of \( \tilde{D}^\varepsilon \). (This random variable will reappear in Section 5.1 where it receives an intuitive explanation.) Note that, by properties of generating functions, \( \eta_\varepsilon = 0 \) exactly when \( G_{N^\varepsilon}(0) = P(N^\varepsilon = 0) = 0 \), which is equivalent to \( P(\tilde{D}^\varepsilon = 0) = P(\tilde{D}^\varepsilon = 0) = 0 \) by (3.49), which in turn is equivalent to \( p_1 = q_1 = 0 \) by (1.1). In the proof, we shall impose the condition \( q_1 > 0 \), with \( q_1 \) defined in Assumption 2.3(C1), to ensure that \( \eta_\varepsilon > 0 \). Hence we first show that proving Theorem 2.11 for \( q_1 > 0 \) is sufficient:

Claim 3.8 (Reduction to the case \( q_1 > 0 \)). Theorem 2.11 with \( q_1 > 0 \) implies Theorem 2.11 for \( q_1 = 0 \).

Proof. Assume that Theorem 2.11 holds for \( q_1 > 0 \), and we are given a graph sequence with \( q_1 = 0 \). In the following, we introduce a modification of the graph sequence, parametrized by \( \varepsilon \), such that \( q_1(\varepsilon) > 0 \) for all \( \varepsilon > 0 \), while we get better approximations of the original graph sequence as \( \varepsilon \to 0 \). Let \( d_{\min}^\varepsilon := \min\{ k \in \mathbb{Z}^+ : q_k > 0 \} \geq 2 \), that is, the minimal degree of the asymptotic \( r \)-degree distribution, and fix \( \varepsilon \) such that \( 0 < \varepsilon < q_{d_{\min}^\varepsilon} \). Then (for \( n \) large enough) we cut \( \varepsilon M_n \) \( r \)-vertices of degree \( d_{\min}^\varepsilon \) into vertices of degree 1, that is, we replace each of them by \( d_{\min}^\varepsilon \) \( r \)-vertices of degree 1. The empirical \( \varepsilon \)-degrees \( D_{\varepsilon}^{\varepsilon,n} \) then converge as \( n \to \infty \) to a modified limit \( D_{\varepsilon}^{\varepsilon} \) with pmf given by

\[
q_k(\varepsilon) := \begin{cases} \frac{\varepsilon d_{\min}^\varepsilon}{1+\varepsilon(d_{\min}^\varepsilon-1)} & \text{for } k = 1, \\ \frac{q_{d_{\min}^\varepsilon} - \varepsilon}{1+\varepsilon(d_{\min}^\varepsilon-1)} & \text{for } k = d_{\min}^\varepsilon, \\ \frac{q_k}{1+\varepsilon(d_{\min}^\varepsilon-1)} & \text{otherwise}. \end{cases}
\]

Denote the smallest fixed point of \( G_{\tilde{D}^\varepsilon} \circ G_{\tilde{D}^\varepsilon} \) by \( \eta_\varepsilon(\varepsilon) > 0 \) and define \( \xi_\varepsilon(\varepsilon) := 1 - G_{\tilde{D}^\varepsilon}(\eta_\varepsilon(\varepsilon)) < 1 \). (Recall \( \xi_\varepsilon \) from Theorem 2.6.) By our assumptions, Theorem 2.11 holds for the modified graph sequence, and consequently formulas (2.32)–(2.34) hold with \( \eta_\varepsilon(\varepsilon) > 0 \) and \( \xi_\varepsilon(\varepsilon) < 1 \). We now let \( \varepsilon \to 0 \), then \( D_{\varepsilon}^{\varepsilon,d} \to D^r \), thus \( G_{\tilde{D}^\varepsilon} \to G_{\tilde{D}^\varepsilon} \) pointwise on \([0,1]\), which implies \( \eta_\varepsilon(\varepsilon) \to \eta_\varepsilon = 0 \) and \( \xi_\varepsilon(\varepsilon) \to \xi_\varepsilon = 1 \). The above cutting operation can only decrease the number of \( \varepsilon \)-vertices in each connected component: we are duplicating \( r \)-vertices only and components may become disconnected. Then considering that \( \xi_\varepsilon(\varepsilon) \to 1 \), (2.32) must extend to \( \xi_\varepsilon = 1 \) as well, and (2.33)–(2.34) follow for \( \eta_\varepsilon = 0 \).

3.4.1 Identifying components in the exploration

In the following, wlog we assume that \( q_1 > 0 \) or equivalently, \( \tilde{q}_0 > 0 \), with \( \tilde{q}_0 = q_1/E[D^r] \) defined in Proposition 3.5. Recall (3.5) and (3.14) and define, for \( z \in [\tilde{q}_0, 1] \),

\[
H(z) := h_2(z) - h_1(z) = E[D^r]z \left( G_{\tilde{D}^\varepsilon}^{(-1)}(z) - G_{\tilde{D}^\varepsilon}(z) \right).
\]
For convenience, denote
\[ h(z) := G_{D^c}^{(t)}(z) - G_{D^c}(z). \] (3.52)

Recall the process \( \hat{A}^c(t) \) from (3.9) that approximates \( A^c(t) \). By Lemma 3.3 and Proposition 3.5, for any \( t_0 < -\log \tilde{q}_0 \), \( \hat{A}^c(t) \) satisfies
\[ \sup_{t \leq t_0} \left| \frac{1}{N_n} \hat{A}^c(t) - H(e^{-t}) \right| \rightarrow 0. \] (3.53)

Recall that we start exploring a new component when \( \varepsilon \exp 1 \) is executed, for which \( A^c(t) = 0 \) is a necessary condition. By the intuition that \( A^c(t)/N_n \approx \hat{A}^c(t)/N_n \) from Lemma 3.4, and (3.53), we want to find the zero(s) of \( t \mapsto H(e^{-t}) \) on \( \mathbb{R}^+ \). By (3.51)–(3.52), the zeros of this function are described by \( h(e^{-t}) = 0 \). Rearranging leads to the fixed point equation \( G_{D^c}(G_{D^c}(e^{-t})) = e^{-t} \) for some \( t \in \mathbb{R}^+ \), or equivalently, \( G_{D^c} \circ G_{D^c}(z) = z \) for some \( z \in (0, 1) \), which is the generating function of \( N^r \) defined in (3.49). We always have the trivial fixed point 1, however whether a second fixed point exists or not depends on whether the derivative \( G_{N^r}'(1) = \mathbb{E}[N^r] = \mathbb{E}[D^r] \mathbb{E}[D^c] > 1 \), which is exactly the supercriticality condition (2.20). In the following, we study the two cases separately, and show that a giant component exists if and only if (2.20) holds.

### 3.4.2 The supercritical case

First, we study the case when (2.20) holds. Recall \( N^r \) from (3.49) and (1.2). Since \( G_{N^r}'(1) > 1 \), there exists a second fixed point \( \eta_r < 1 \) in the interval \([0, 1]\). In fact, \( \eta_r > \tilde{q}_0 \) with \( \tilde{q}_0 \) from Proposition 3.5, by the following reasoning. By the definition of \( N^r \), \( \mathbb{P}(N^r = 0) > \mathbb{P}(\tilde{D}^r = 0) = \tilde{q}_0 = q_1/\mathbb{E}[D^r] \), which is positive by assumption. Thus the fixed point \( \eta_r \) cannot be 0, and consequently by the strict monotonicity of \( G_{N^r} \), \( \eta_r = G_{N^r}(\eta_r) > G_{N^r}(0) > \mathbb{P}(N^r = 0) = \tilde{q}_0 \). Define
\[ t^* := -\log \eta_r, \] (3.54)
which lies in \((0, -\log \tilde{q}_0)\), and consequently \( t^* \) is the unique value of \( t \in \mathbb{R}^+ \) such that \( H(e^{-t^*}) = 0 \).

In the following, we work toward showing that the exploration of the giant component lasts from time \( 0 + o_E(1) \) to time \( t^* \pm o_E(1) \). Define
\[ t_0 := -\log \left((\eta_r + \tilde{q}_0)/2\right), \] (3.55)
so that \( t^* < t_0 < -\log \tilde{q}_0 \), and denote the “good event”
\[ \mathcal{E}_1(\delta) = \mathcal{E}_1^{(n)}(\delta) := \left\{ \sup_{t \leq t_0} \left| N_n^{-1} \hat{A}^c(t) - H(e^{-t}) \right| < \delta \right\}. \] (3.56)

Note that since \( t_0 < -\log \tilde{q}_0 \), both Lemma 3.3 and Proposition 3.5 are applicable for this choice of \( t_0 \). Consequently, for any fixed \( \delta \), by (3.53) the good event happens whp, that is,
\[ \mathbb{P} \left( \mathcal{E}_1^{(n)}(\delta) \right) \rightarrow 1 \] (3.57)
as \( n \to \infty \). By properties of the generating function \( G_{N^r} \) and (3.51), rearranging yields that \( z \mapsto H(z) \) is positive for \( z \in (\eta_r, 1) \), thus \( t \mapsto H(e^{-t}) \) is positive for \( t \in (0, t^*) \). In fact, we have the following analytical properties of \( t \mapsto H(e^{-t}) \):
Claim 3.9. For any $\epsilon > 0$ small enough, there exists $\delta = \delta(\epsilon) > 0$ such that $t \mapsto H(e^{-t}) > \delta$ on $t \in (\epsilon, t^* - \epsilon)$ and $H'(e^{-(t^* + \epsilon)}) < -2\delta$.

Proof. Recall (3.51) and (3.52) and note that $0 < e^{-\epsilon} < e^{-t} < 1$ is bounded for $t \in (0, t_0)$. It is sufficient to show that, for some $\delta' > 0$,

$$
\begin{cases}
  h(e^{-t}) > \delta' & \text{on } (\epsilon, t^* - \epsilon), \\
  h(e^{-t}) < -2\delta' & \text{at } t = t^* + \epsilon,
\end{cases}
$$

(3.58)

then the required statement follows for $\delta := \delta' \mathbb{E}[D']e^{-\epsilon}$. By the strict monotony of the mapping $t \mapsto e^{-t}$, (3.58) is equivalent to

$$
\begin{cases}
  h(z) > \delta' & \text{for } z \in (e^{-(t^* - \epsilon)}, e^{-\epsilon}) = (\eta_\epsilon + \epsilon_1, 1 - \epsilon_2), \\
  h(z) < -2\delta' & \text{for } z = e^{-(t^* + \epsilon)} < \eta_\epsilon.
\end{cases}
$$

(3.59)

Recall (3.52). Note that by $q_1 > 0$, $z \mapsto h(z)$ is strictly concave on its domain $[\overline{q}, 1]$ and positive exactly on $(\eta_\epsilon, 1)$, hence for any $\epsilon$ fixed, we can choose $\delta' > 0$ appropriately such that (3.59) holds. This concludes the proof of Claim 3.9. \hfill \blacksquare

Finding the largest component

In the following, we aim to characterize those executions of $\text{step1}$ where we start exploring the giant component and the component thereafter, that is, when we finish exploring the giant. Recall the definition of $\delta_1$ from Algorithm 3.1. Denote the last element of $\delta_1$ that is less than $t^*/2$ by $T_1$, and denote the next element after $T_1$ by $T_2$, that is, $T_2$ is the first element of $\delta_1$ that is at least $t^*/2$. Formally,

$$
T_1 = \max \{t \in \delta_1 : t \leq t^*/2\}, \quad T_2 = \min \{t \in \delta_1 : t > t^*/2\},
$$

(3.60)

with the convention that the minimum over an empty set is $+\infty$. Later, we show that the exploration of the largest component lasts from $T_1$ to $T_2$. We first show the following:

Lemma 3.10 (Exploration time of the “giant”). As $n \to \infty$,

$$
T_1 \overset{\mathbb{P}}{\to} 0, \quad T_2 \overset{\mathbb{P}}{\to} t^*.
$$

(3.61)

Proof. Note that $A'(t) - \hat{A}'(t) = \hat{S}'(t) - S'(t) > 0$ by definition. By (3.56) and Claim 3.9, on the event $\mathcal{E}_1(\delta)$ for $t \in (\epsilon, t^* - \epsilon)$,

$$
A'(t) \geq \hat{A}'(t) > \delta N_n > 0.
$$

(3.62)

Recall that executing $\text{step1}$ requires $A'(t) = 0$. Consequently, on the event $\mathcal{E}_1(\delta)$, $\text{step1}$ could not have been executed within the time interval $(\epsilon, t^* - \epsilon)$, hence on this event,

$$
T_1 \leq \epsilon, \quad T_2 \geq t^* - \epsilon.
$$

(3.63)

Noting that $0 \in \delta_1$, thus $0 \leq T_1$, it follows that $T_1 \overset{\mathbb{P}}{\to} 0$ by (3.57) and (3.63). We have yet to give an upper bound on $T_2$ to prove that $T_2 \overset{\mathbb{P}}{\to} t^*$. We do so by proving that $\text{step1}$ must have been executed
between $t^* - \epsilon$ and $t^* + \epsilon$. In fact, we show that the error $A' - \hat{A}'$ has increased on the smaller interval between $t^*$ and $t^* + \epsilon$, which can only happen due to step1, as discussed in the proof of Lemma 3.4. Recall that $H(e^{-t})$ is positive on $(0, t^*)$, hence on the event $E_1(\delta), N_n^{-1} \hat{A}'(t) > -\delta$ on $(0, t^*)$. Lemma 3.4 is applicable for our choice of $t_0$ (see (3.55)) and $t^* < t_0$, thus for any fixed $\delta$,

$$A'(t^*) - \hat{A}'(t^*) \leq -\inf_{t \leq t^*} \hat{A}'(t) + d_{\text{max}}^\epsilon < \delta N_n + \delta N_n/2 = (3/2)\delta N_n,$$  \hfill (3.64)

as $d_{\text{max}}^\epsilon < \delta N_n/2$ for $n$ large enough by Remark 2.4(iii). However, on the event $E_1(\delta)$,

$$N_n^{-1} \hat{A}'(t^* + \epsilon) \leq -2\delta$$  \hfill (3.65)

by Claim 3.9, while $A'(t) \geq 0$ for any $t$. Thus

$$A'(t^* + \epsilon) - \hat{A}'(t^* + \epsilon) \geq 2\delta N_n.$$  \hfill (3.66)

Comparing (3.64) and (3.66), we see that $A'(t) - \hat{A}'(t)$ increased between times $t^*$ and $t^* + \epsilon$, which is only possible when step1 is executed. Consequently $T_2 \leq t^* + \epsilon$ on the event $E_1(\delta)$ that happens whp. Combining this with (3.63), we obtain that $T_2 \xrightarrow{P} t^*$, concluding the proof of Lemma 3.10. \hfill \blacksquare

Properties of the giant candidate

Recall that the exploration of each component starts with an execution of step1, thus by (3.60), only one component is explored in the time interval $(T_1, T_2)$. Let us denote this component by $\mathcal{C}_* = \mathcal{C}_*(^n)$. We study some properties of $\mathcal{C}_*$ that will help us in showing that $\mathcal{C}_*$ is whp the largest component. Recall from Section 3.1 that $\ell$-vertices can be sleeping or awake and $\ell$-half-edges can be sleeping, active or paired. Also recall that $V_k^\ell(t)$ denotes the number of $\ell$-vertices of degree $k$ still sleeping at time $t$. Since $T_1, T_2 \in \mathcal{S}_1$, we have $A'(T_1) = A'(T_2) = 0$, thus all $\ell$-half-edges that are removed from the sleeping set between $T_1$ and $T_2$ must be paired by time $T_2$. In turn, therefore, all $\ell$-vertices and $\ell$-half-edges that are removed from the sleeping set between $T_1$ and $T_2$ are part of the component $\mathcal{C}_*$. Hence, with $\mathcal{V}_k^\ell$ defined in (2.7),

$$\left|\mathcal{V}_k^\ell \cap \mathcal{C}_*\right| = V_k^\ell(T_1) - V_k^\ell(T_2),$$  \hfill (3.67)

$$|\mathcal{E}(\mathcal{C}_*)| = S^\ell(T_1) - S^\ell(T_2).$$  \hfill (3.68)

Recall that $t^*$ is defined in (3.54) so that $H(e^{-t^*}) = 0$, and further, $H(e^{-t}) > 0$ for $t \in (0, t^*)$. By Lemma 3.10 and the continuity of $H$, $\inf_{t \leq T_2} H(e^{-t}) \xrightarrow{P} \inf_{t \leq t^*} H(e^{-t}) = 0$. Thus whp (3.53) applies to $T_2$ and yields $N_n^{-1} \inf_{t \leq T_2} \hat{A}'(t) \xrightarrow{P} 0$ as well. Note that $\hat{V}_k^\ell(t) \geq V_k^\ell(t)$ for all $t$ and $k$, with $\hat{V}_k^\ell(t)$ defined in Section 3.2. Recall (3.3) and (3.4). By Lemma 3.4,

$$\frac{1}{N_n} \sup_{t \leq T_2} \left( \hat{V}_k^\ell(t) - V_k^\ell(t) \right) \leq \frac{1}{N_n} \sup_{t \leq T_2} \left( \hat{S}^\ell(t) - S^\ell(t) \right) \leq \frac{1}{N_n} \inf_{t \leq T_2} \hat{A}'(t) + d_{\text{max}}^\ell \xrightarrow{P} 0.$$  \hfill (3.69)

Combining (3.67) and (3.69) with (3.6) from Lemma 3.3,

$$N_n^{-1} \left| \mathcal{V}_k^\ell \cap \mathcal{C}_* \right| = (p_k e^{-kT_1} - p_k e^{-kT_2})$$
\[
\begin{align*}
= N_n^{-1} \left( \mathcal{V}'_k(T_1) - \mathcal{V}'_k(T_2) \right) - N_n^{-1} \left( \mathcal{H}'_k(T_1) - \mathcal{H}'_k(T_2) \right) \\
+ \left( N_n^{-1} \mathcal{H}'_k(T_1) - p_k e^{-kT_1} \right) - \left( N_n^{-1} \mathcal{H}'_k(T_2) - p_k e^{-kT_2} \right) \overset{p}{\to} 0. 
\end{align*}
\] (3.70)

Since the function \( t \mapsto p_k e^{-kt} \) is continuous, by Lemma 3.10 and (3.54),
\[
p_k \left( e^{-kT_1} - e^{-kT_2} \right) \overset{p}{\to} p_k \left( e^{-k0} - e^{-k\alpha} \right) = p_k \left( 1 - \eta^k_{\ell} \right). 
\] (3.71)

Then combining (3.70) and (3.71) yields
\[
N_n^{-1} \left| \mathcal{V}'_k \cap \mathcal{C}_* \right| \overset{p}{\to} p_k \left( 1 - \eta^k_{\ell} \right). 
\] (3.72)

Similarly, by summation and (3.7), as well as (3.68) and (3.8), respectively,
\[
N_n^{-1} \left| \mathcal{V}' \cap \mathcal{C}_* \right| \overset{p}{\to} G_{D'} \left( e^{-0} \right) - G_{D'} \left( e^{-\epsilon} \right) = 1 - G_{D'} \left( \eta_{\ell} \right) = \xi_{\ell}. 
\] (3.73)
\[
N_n^{-1} \left| \mathcal{E}(\mathcal{C}_*) \right| \overset{p}{\to} \mathbb{E}[D'] \left( 1 - \eta_{\ell} \eta_{\ell} \right) = \mathbb{E}[D'] \left( 1 - \eta_{\ell} \eta_{\ell} \right). 
\] (3.74)

In particular, \( \mathcal{C}_* \) contains a linear proportion of edges and \( \ell \)-vertices.

Uniqueness

Next, we prove that whp there is no other component containing a linear proportion of edges and vertices, hence \( \mathcal{C}_* \) must be \( \mathcal{C}_{1,\ell} \) and further, the giant component is unique. Since \( T_1 \overset{p}{\to} 0 \), by (3.8), the total number of \( \ell \)-half-edges explored before \( \mathcal{C}_* \) is \( o_\mathbb{P}(N_n) \). Consequently, whp no linear-sized component is explored before \( \mathcal{C}_* \). Let us define \( T_3 \) as the element in \( \mathcal{S}_1 \) right after \( T_2 \) (and \( \infty \) if there is no such element). It may occur that \( T_3 = T_2 \), due to the multiplicities in the sequence \( \mathcal{S}_1 \). The time of \( T_3 \) is given by
\[
T_3 = \min \left\{ t \in \mathcal{S}_1 \setminus \{ T_2 \} : t > t^* / 2 \right\}. 
\] (3.75)

Recall (3.64) and (3.66) that we have used to prove that \( \text{step1} \) must have been executed between \( t^* \) and \( t^* + \epsilon \), since the difference \( A^\epsilon - \hat{A}^\epsilon \) can only increase due to \( \text{step1} \). In fact, we have shown that on the event \( \mathcal{E}_1(\delta) \), the difference increased by at least \( \delta N_n / 2 \), that is, \( \text{linearly} \) with \( N_n \); however, each execution of \( \text{step1} \) can only increase the difference by \( d_{\text{max}} \), which is \( o(N_n) \) by Remark 2.4(iii).

Thus, \( \text{step1} \) must have been executed not once, but many times between \( t^* \) and \( t^* + \epsilon \); in particular, \( T_3 \leq t^* + \epsilon \) on the event \( \mathcal{E}_1(\delta) \), which happens whp. Combining this with \( T_3 \geq T_2 \) and \( T_2 \overset{p}{\to} t^* \) yields that \( T_3 \overset{p}{\to} t^* \). Hence the component \( \mathcal{C}' \) explored between \( T_2 \) and \( T_3 \) has \( o_\mathbb{P}(N_n) \) edges by (3.8).

Now assume that for some \( a > 0 \), there exists a component \( \hat{\mathcal{C}} \) with \( aN_n \) many edges, that was not explored before \( \mathcal{C}_* \). Then, since we pick a new vertex by choosing a \( \text{uniform} \) sleeping \( \ell \)-half-edge in \( \text{step1} \), we find \( \hat{\mathcal{C}} \) at \( T_2 \) with \( \text{positive} \) probability, that is, \( \mathbb{P}(\mathcal{C}' = \hat{\mathcal{C}}) > 0 \) (where \( \mathcal{C}' \) is the component explored between \( T_2 \) and \( T_3 \)), which implies that \( \liminf_{n \to \infty} \mathbb{P} \left( |\mathcal{E}(\mathcal{C}')| / N_n \geq a \right) > 0 \). This contradicts that \( |\mathcal{E}(\mathcal{C}')| / N_n \overset{p}{\to} 0 \), and thus \( \hat{\mathcal{C}} \) cannot exist. We conclude that whp no component containing a linear proportion of edges was explored before or after \( \mathcal{C}_* \). Note that if a connected component has linearly many vertices, it must also have linearly many edges. Hence whp \( \mathcal{C}_{1,\ell} = \mathcal{C}_* \) is the largest component, and is unique in the sense that there is no other linear-sized component. Then
the properties proven for $\mathcal{E}_*$ in (3.72)-(3.74) verify the claimed properties of the giant in (2.32)-(2.34). This concludes the proof of the supercritical case of Theorem 2.11.

3.4.3 The non-supercritical case

We now study the case when (2.20) does not hold. With $N^r$ from (3.49), we now have $\mathbb{E}[N^r] = \mathbb{E}[\tilde{D}^r]\mathbb{E}[\tilde{D}^\theta] \leq 1$, thus $G_{N'} = G_{D^r} \circ G_{D^\theta}$ only has the trivial fixed point 1. It is straightforward to check (rearranging (3.51)) that $t \to H(e^{-t})$ is then negative on $\mathbb{R}^+$, its last and only zero is $t^*_\text{subcrit} = 0$.

Let us denote the first two elements of $\delta_1$ by $T'_1 = t^*_\text{subcrit} = 0$ and $T'_2 = \min \{ t \in \delta_1 \setminus \{ T'_1 \} \}$. By Lemma 3.4 and its proof, we have that $A'(0) - \tilde{A}'(0) = o_\mathbb{P}(N_n)$ and since the error can only increase due to step1, $A'(T'_2) - \tilde{A}'(T'_2) \leq A'(0) - \tilde{A}'(0) + d^\ell_{\text{max}} = o_\mathbb{P}(N_n)$. On the other hand, for any $\varepsilon > 0$, $N_n^{-1}\tilde{A}'(\varepsilon) \overset{\mathbb{P}}{\to} H(e^{-\varepsilon}) < 0$ by (3.53). Noting that $A'(\varepsilon) \geq 0$, $N_n^{-1}(A'(\varepsilon) - \tilde{A}'(\varepsilon)) > 0$ whp, hence $T'_2 < \varepsilon$ whp, that is, $T'_2 \overset{\mathbb{P}}{\to} 0$. Denote the component explored between $T'_1$ and $T'_2$ by $\mathcal{C}_0$, so that $|\mathcal{E}(\mathcal{C}_0)| = o_\mathbb{P}(N_n)$ by (3.8). With an analogous argument to the proof of uniqueness in the supercritical case, no linear-sized component can exist, since we would find it at time $T'_1$ with positive probability. Hence $|\mathcal{E}_{1,\varepsilon}^{(n)}| = o_\mathbb{P}(N_n)$. This concludes the proof of Theorem 2.11.

We remark that the non-supercritical case could alternatively be proved by showing that whp $|\mathcal{C}_1|/N_n \leq \xi_\varepsilon + \varepsilon$ by combining the local weak convergence result [48, Theorem 2.7] with arguments similar to those in Section 5.

4 PERCOLATION PHASE TRANSITION AND THE GIANT OF THE RIGC

In this section, we prove Theorem 2.13 as a consequence of Theorem 2.6.

4.1 Percolation on the RIGC represented as an RIGC with random parameters

First, we focus on a qualitative understanding of the bond percolation model.

Recall the construction of the RIGC from Section 2.1. Recall that $\mathcal{E}(\text{Com})$ denotes the disjoint union of edges in all community graphs. Further, denote the probability measure of the bipartite matching $\omega_n$ by $\mathbb{P}_{\omega_n}$. For a given $\omega_n$, denote the edge set of the corresponding realization of the RIGC by $\mathcal{E}(\omega_n)$. Note that by construction and by our choice of treating the RIGC as a multigraph, for any given $\omega_n$, there is a one-to-one correspondence between $\mathcal{E}(\text{Com})$ and $\mathcal{E}(\omega_n)$. For $e \in \mathcal{E}(\text{Com})$, we denote the corresponding edge $e' = e(\omega_n) \in \mathcal{E}(\omega_n)$.

Recall that percolation is defined conditionally on the realization of the random graph RIGC, as follows. Given $\omega_n$, each edge $e' \in \mathcal{E}(\omega_n)$ is assigned an independent Bernoulli random variable $X_e$ with success probability $\pi$, and we denote this conditional measure by $\mathbb{P}_e(\cdot|\omega_n)$. Together with the measure $\mathbb{P}_{\omega_n}$ of $\omega_n$, this determines the joint measure $\mathbb{P}_\pi$ of the percolated graph RIGC($\pi$). In the following, we establish an alternative representation as a product measure. Intuitively, we make use of the correspondence between $\mathcal{E}(\text{Com})$ and $\mathcal{E}(\omega_n)$ to define percolation on the communities, rather than on the RIGC, which can be done independently of the bipartite matching (Figure 2).

We define percolation on the communities and the percolated community list $\text{Com}(\pi)$, as follows. With each $e \in \mathcal{E}(\text{Com})$, we associate an independent Bernoulli($\pi$) random variable $X_e$; $e$ is retained exactly when $X_e = 1$. Denote by $\text{Com}_n(\pi)$ the random graph produced by percolation on $\text{Com}_n$. Note that $\text{Com}_n(\pi)$ is not necessarily connected, which conflicts with our initial assumptions. Thus, we need to replace $\text{Com}_n(\pi)$ by the random list of its connected components.
(Com_{a,i}(\pi))_{i \in [c(Com_{a}(\pi))]}^\ast \text{ where } c(Com_{a}(\pi)) \text{ denotes the number of connected components of } Com_{a}(\pi).

Then \((Com_{a,i}(\pi))_{a \in [M_{n}(\pi)]}^\ast\) is the new list of communities. We introduce the new number of communities \(M_{n}(\pi) := \sum_{a \in [\pi]} c(Com_{a}(\pi))\), so that the new rhs partition is \([M_{n}(\pi)]\). By reindexing, we can now write and define \(Com(\pi) := (Com_{a'}^\ast)_{a' \in [M_{n}(\pi)]}^\ast\). With these new parameters, the above intuition can be formalized as follows:

**Proposition 4.1** (Percolation on the RIGC is still an RIGC). Bond percolation with edge retention probability \(\pi\) on an RIGC with parameters \(d^\ell\) and \(Com\) is equivalent to an RIGC with parameters \(d^\ell\) and \(Com(\pi)\). Formally,

\[
\text{RIGC}(d^\ell, Com(\pi)) \overset{d}{=} \text{RIGC}(d^\ell, Com(\pi)). \tag{4.1}
\]

We refer to \(\text{RIGC}(d^\ell, Com(\pi))\) as the RIGC representation of \(\text{RIGC}(\pi)\).
**Proof.** Recall that given $\omega_n$, percolation on the RIGC is described by the iid Bernoulli($\pi$) random variables $(X_{e'})_{e' \in \mathcal{E}(\omega_n)}$. Also recall that each $e' \in \mathcal{E}(\omega_n)$ can be written as $e' = e(\omega_n)$ for a unique $e \in \mathcal{E}(\mathcal{Com})$ and define $X_e(\omega_n) := X_{e'}$ for each $e \in \mathcal{E}(\mathcal{Com})$.

A given realization of RIGC($\pi$) can be characterized by its (unpercolated) edge set $\mathcal{E}(\omega_n) = \mathcal{E}$ and the outcomes of the Bernoulli variables, $x_{e'} \in \{0, 1\}$ for $e' \in \mathcal{E}$. Define $x_e := x_{e'}$, with $e' = e(\omega_n)$. We have that, for any given edge set $\mathcal{E}$ and $(x_e)_{e' \in \mathcal{E}}$,

$$
\mathbb{P}_\pi \left( \mathcal{E}(\omega_n) = \mathcal{E}, X_{e'} = x_{e'} \forall e' \in \mathcal{E} \right) \\
= \mathbb{P}_{\omega_n}(\mathcal{E}(\omega_n) = \mathcal{E}) \mathbb{P}_\pi \left( X_{e'} = x_{e'} \forall e' \in \mathcal{E}(\omega_n) \mid \omega_n \right) \\
= \mathbb{P}_{\omega_n}(\mathcal{E}(\omega_n) = \mathcal{E}) \mathbb{P}_\pi \left( X_e(\omega_n) = x_e \forall e \in \mathcal{E}(\mathcal{Com}) \mid \omega_n \right) \\
= \mathbb{P}_{\omega_n}(\mathcal{E}(\omega_n) = \mathcal{E}) \mathbb{P}(X_e = x_e \forall e \in \mathcal{E}(\mathcal{Com})) ,
$$

where in the last step we have used that for any $\omega_n$, $(X_e(\omega_n))_{e \in \mathcal{E}(\mathcal{Com})}$ are independent Bernoulli($\pi$) random variables, thus the collection has the same law as $(X_{e'})_{e' \in \mathcal{E}(\mathcal{Com})}$. We conclude that the law of the percolated graph can indeed be written as a product measure. Noting that $\omega_n$ did not change throughout (4.2), we conclude that the new measure is still an RIGC. Similarly, as $d'$ did not even appear in the formulas, it necessarily remains unchanged. As intuition has predicted, percolation can be executed on the communities before constructing the random graph, the formulas indeed contain the random variables $X_e$ corresponding to $e \in \mathcal{E}(\mathcal{Com})$, meaning that the new RIGC must use $\mathcal{Com}(\pi)$. This concludes the proof of Proposition 4.1.

Next, we show that RIGC($d', \mathcal{Com}(\pi)$) still satisfies our assumptions, in the sense of Remark 2.5. Denote the (random) empirical distribution of $\mathcal{Com}(\pi)$ by $\mu^{(\pi)}(\pi)$. Then, we have the following convergence result, in which we recall that $\mathcal{H}$ denotes the set of all simple, finite and connected graphs:

**Lemma 4.2** (Convergence of percolated community list). Assume that the original $\mathcal{Com}$ sequence satisfies Assumption 2.3(C). Then for the sequence of $\mathcal{Com}(\pi)$, there exists a mass function $\mu(\pi)$ on $\mathcal{H}$, such that, for each $H \in \mathcal{H}$, as $n \to \infty$,

$$
\mu_H^{(\pi)}(\pi) \xrightarrow{\mathbb{P}} \mu_H(\pi). \quad (4.3)
$$

Denote the empirical and limiting community-size distributions corresponding to $\mu^{(\pi)}(\pi)$ and $\mu(\pi)$, respectively, by $D_{\pi}(\pi)$ and $D^\pi(\pi)$. If the original $\mathcal{Com}$ sequence also satisfies Assumption 2.3 (D), then

$$
\mathbb{E} \left[ D_{\pi}(\pi) \mid \mathcal{Com}(\pi) \right] \xrightarrow{\mathbb{P}} \mathbb{E}[D^\pi(\pi)] < \infty. \quad (4.4)
$$

We prove Lemma 4.2 in Section 4.3.1. Recall that $\mathcal{V}'(\mathcal{Com})$ denotes the disjoint union of vertices in all community graphs, and recall $J_n \sim \text{Unif}[\mathcal{V}'(\mathcal{Com})]$ and (1.1). For $j \in \mathcal{V}'(\mathcal{Com})$, let $\mathcal{E}^c(j, \pi)$ denote the percolated component of $j$ within its community. The following statement provides insight into the percolated community sizes and it is also instrumental to the proof of Proposition 2.14:

**Claim 4.3** (Representation of size-biased percolated community size). We have the following identity of distributions:

$$
\widetilde{D_{\pi}^c(n)} \overset{d}{=} \mathbb{E} \mathcal{C}(J_n, \pi) - 1. \quad (4.5)
$$

We give the proof of Claim 4.3 in Section 4.3.2.
4.2 Proof of Theorem 2.13

We now prove Theorem 2.13 subject to Lemma 4.2.

Proof. By Proposition 4.1, studying percolated component sizes is equivalent to studying component sizes in $\text{RIGC}(d^c, \text{Com}(\pi))$, that is, the RIGC representation of $\text{RIGC}(\pi)$. By a slight abuse of notation, we use $\mathcal{C}_1(\pi)$ and $\mathcal{C}_2(\pi)$ to denote the largest and second largest component of $\text{RIGC}(d^c, \text{Com}(\pi))$, respectively. Recall $\mu(\pi)$ from Lemma 4.2, and the corresponding limiting community-size distribution $D^*(\pi)$.

By Lemma 4.2 and Remark 2.5, our results apply to $\text{RIGC}(d^c, \text{Com}(\pi))$, the RIGC representation of $\text{RIGC}(\pi)$. In particular, applying Theorem 2.6 yields that there exists $\eta(\pi) \in [0, 1]$, the smallest solution of the fixed point equation

$$\eta(\pi) = G_{\overline{D}^*}(G_{\overline{D}^*}(\eta(\pi))),$$  \hfill (4.6)

and $\xi(\pi) := 1 - G_{\overline{D}^*}(\eta(\pi)) \in [0, 1]$ such that

$$|\mathcal{E}_1(\pi)|/N_n \xrightarrow{P} \xi(\pi).$$ \hfill (4.7)

Furthermore, $\xi(\pi) > 0$ exactly when

$$\mathbb{E}[\overline{D}^*]\mathbb{E}[\overline{D}^*(\pi)] > 1,$$ \hfill (4.8)

which we call supercritical percolation. In this case, $\mathcal{C}_1(\pi)$ is unique in the sense that $|\mathcal{C}_2(\pi)| = o_{\mathbb{P}}(N_n)$, and we call $\mathcal{C}_1(\pi)$ the percolated giant component.

In the following, we show that there exists $\pi_c \in [0, 1]$ such that the set of supercritical parameters $\pi$ can be (almost exactly, as explained shortly) characterized by $\pi > \pi_c$. We do so by proving that $\xi(\pi)$ is a non-decreasing function of $\pi$. Subject to this statement, clearly there exists a threshold $\pi_c$ given by

$$\pi_c := \inf\{\pi : \xi(\pi) > 0\} = \inf\left\{\pi : \mathbb{E}[\overline{D}^*]\mathbb{E}[\overline{D}^*(\pi)] > 1\right\}.$$ \hfill (4.9)

This shows that the characterization is almost exact: $\pi > \pi_c$ implies that $\pi$ is supercritical, and $\pi < \pi_c$ implies that $\pi$ is not supercritical. Whether $\pi_c$ itself is supercritical, that is, whether $\eta(\pi) \leq 1$, depends on continuity properties of $\pi \mapsto \xi(\pi)$, which are nontrivial in some cases. We conjecture that $\pi = \pi_c$ is not supercritical; in [33], we show that this is true in special cases.

We now prove the required monotonicity of $\xi(\pi)$, by showing that for any $n$ fixed, $|\mathcal{E}_1(\pi)|/N_n$ is non-decreasing in $\pi$, in the sense of stochastic domination: we say that $Y$ stochastically dominates $X$ and denote $X \preceq Y$ if $\mathbb{P}(Y \geq x) \geq \mathbb{P}(X \geq x)$ for all $x \in \mathbb{R}$. Subject to $|\mathcal{E}_1(\pi)|/N_n$ being non-decreasing in $\pi$, clearly the required monotonicity follows for the limit $\xi(\pi)$ as well, by (4.7). We prove monotonicity for fixed $n$ through the so-called Harris-coupling, defined as follows. To each edge $e \in \mathcal{E}(\text{RIGC})$, we assign independent standard uniform random variables $U_e$, and for any $\pi$, define $X^e_\pi := 1_{\{U_e \leq \pi\}}$. The edges retained in $\text{RIGC}(\pi)$, that is, in $\pi$-percolation on RIGC, are exactly the edges $e$ such that $X^e_\pi = 1$. Clearly, for $\pi_1 < \pi_2$, we have $X^e_{\pi_1} \leq X^e_{\pi_2}$ for any edge $e$, thus $\text{RIGC}(\pi_1)$ is a subgraph (edge-subgraph) of $\text{RIGC}(\pi_2)$. Denote by $\mathcal{C}(v, \pi)$ the component of $v$ in $\text{RIGC}(\pi)$. Suppose $v \in \mathcal{C}_1(\pi_1)$, then

$$|\mathcal{E}_1(\pi_1)| = |\mathcal{E}(v, \pi_1)| \leq |\mathcal{E}(v, \pi_2)| \leq |\mathcal{E}_1(\pi_2)|.$$ \hfill (4.10)

That is, $|\mathcal{E}_1(\pi_1)| \leq |\mathcal{E}_1(\pi_2)|$ holds almost surely under this coupling, which implies the stochastic domination $|\mathcal{E}_1(\pi_1)|/N_n \leq |\mathcal{E}_1(\pi_2)|/N_n$, as required. This concludes the proof of Theorem 2.13 subject to Lemma 4.2.
4.3 Percolated community list: Convergence and percolated community sizes

In this section, we provide the proof for Lemma 4.2 and Claim 4.3.

4.3.1 Convergence of the percolated community list

Proof of Lemma 4.2. We first prove (4.3). Recall that \( \text{Com}(\pi) = (\text{Com}_a(\pi))_{a \in [M_n(\pi)]} \) (see Section 4.1).

Recall (2.9) and for any possible community graph \( H \in \mathcal{H} \), we introduce

\[
\mathcal{V}_H(\pi) := \{ a \in [M_n(\pi)] : \text{Com}_a(\pi) \simeq H \}.
\]

Our aim is to prove that the following quantity converges in probability to some constant:

\[
\mu_H(n) = \frac{|\mathcal{V}_H(\pi)|}{M_n(\pi)} = \frac{|\mathcal{V}_H(\pi)|}{M_n(\pi)} \cdot \frac{M_n}{M_n}.
\]

In the following, we prove convergence in probability to respective constants for both factors separately. This implies convergence in probability for the product, despite the dependence.

Recall that each new community in \( \text{Com}(\pi) \) is a connected component under percolation on some original community in \( \text{Com} \). Thus, to count the frequencies and total number of new communities, we break it down with respect to the original communities, and first study percolation on an arbitrary community and the frequency of each outcome.

We introduce some notation. Recall that \( \mathcal{H} \) denotes the set of possible community graphs: simple, finite, connected graphs, with a fixed arbitrary labeling. For an arbitrary \( F \in \mathcal{H} \), denote bond percolation on \( F \) by \( F(\pi) \). We introduce an object to compare realizations of this random graph to: let \( \mathcal{G} \) denote the set of simple, finite, not necessarily connected, unlabeled graphs. Denote by \( \text{supp}(F(\pi)) \) the set of all \( G \in \mathcal{G} \) that are isomorphic to some possible realization of \( F(\pi) \), which is exactly the set of edge-subgraphs of \( F \). Note that for a fixed \( F \), \( \text{supp}(F(\pi)) \) is a finite set. Recall (2.9). For \( F \in \mathcal{H} \) and \( G \in \text{supp}(F(\pi)) \), define the random subset of original \( r \)-vertices with original community graph \( F \) that become isomorphic to \( G \) under percolation by

\[
\mathcal{V}_{F(\pi)}^r := \{ a \in \mathcal{V}_F^r : \text{Com}_a(\pi) \simeq G \}.
\]

Note that

\[
\sum_{G \in \text{supp}(F(\pi))} |\mathcal{V}_{F(\pi)}^r| = |\mathcal{V}_F^r|,
\]

with \( \mathcal{V}_F^r \) defined as in (2.9). Since percolation on different communities is independent, \( (|\mathcal{V}_{F(\pi)}^r|)_{G \in \text{supp}(F(\pi))} \) has a multinomial distribution with number of trials \( |\mathcal{V}_F^r| \) and probability vector \( (\mathbb{P}(F(\pi) \simeq G))_{G \in \text{supp}(F(\pi))} \). Thus by multinomial concentration and \( |\mathcal{V}_F^r|/M_n \to \mu_F \) (Assumption 2.3(C)),

\[
M_n^{-1} \cdot (|\mathcal{V}_F^r|)_{G \in \text{supp}(F(\pi))} \overset{\mathbb{P}}{\to} \mu_F \cdot (\mathbb{P}(F(\pi) \simeq G))_{G \in \text{supp}(F(\pi))}.
\]

In the following, we study how one or more copies of \( H \in \mathcal{H} \) can be produced by percolating some \( F \in \mathcal{H} \). We define the multiplicity of \( H \) in any \( G \in \mathcal{G} \), denoted by \( \kappa(H \mid G) \geq 0 \), as the number of distinct connected components in \( G \) that are isomorphic to \( H \). Note that there exists some (possibly more than
one) \(G \in \text{supp}(F(\pi))\) such that \(\kappa(H \mid G) \geq 1\) exactly when \(H\) is isomorphic to an edge-subgraph of \(F\). We compute, for arbitrary \(H \in \mathcal{H}\),

\[
M_n^{-1} |\mathcal{V}^r_H(\pi)| = \sum_{F \in \mathcal{H}} \sum_{G \in \text{supp}(F(\pi))} M_n^{-1} |\mathcal{V}^r_{F(\pi) = G}| \cdot \kappa(H \mid G).
\] (4.16)

We claim that

\[
M_n^{-1} |\mathcal{V}^r_H(\pi)| \to \mathbb{P} \sum_{F \in \mathcal{H}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \cong G) \cdot \kappa(H \mid G) < \infty.
\] (4.17)

For convenience, we denote the inner sums by

\[
T_n^x(F, H) := \sum_{G \in \text{supp}(F(\pi))} M_n^{-1} |\mathcal{V}^r_{F(\pi) = G}| \cdot \kappa(H \mid G),
\]

\[
T^x(F, H) := \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \cong G) \cdot \kappa(H \mid G).
\] (4.18)

Since \(\text{supp}(F(\pi))\) is a finite set, and \(\kappa(H \mid G)\) are constants, by (4.15) the linear combinations \(T_n^x(F, H) \to T^x(F, H)\) as \(n \to \infty\), for each \(H, F \in \mathcal{H}\) and \(\pi\). Next, we use a truncation argument to prove the convergence of the infinite sum over \(F \in \mathcal{H}\). The same argument also reveals the rhs of (4.17) to be finite.

Note that, as \(\kappa(H \mid G)\) counts components of \(G\) that are isomorphic to \(H\), \(\kappa(H \mid G) \leq |G|/|H| = |F|/|H|\). Thus, for a fixed \(F\), by (4.14) almost surely

\[
T_n^x(F, H) \leq \sum_{G \in \text{supp}(F(\pi))} M_n^{-1} |\mathcal{V}^r_{F(\pi) = G}| \cdot \frac{|F|}{|H|} = M_n^{-1} |\mathcal{V}^r_F| \cdot \frac{|F|}{|H|} = \frac{\mu_F^{(n)}}{|H|} \cdot |F|.
\] (4.19)

By Assumption 2.3 (D),

\[
\sum_{F \in \mathcal{H}} \mu_F^{(n)} |F| = \mathbb{E}[D_n^r] = \mathbb{E}[D^r] = \sum_{F \in \mathcal{H}} \mu_F |F| < \infty.
\] (4.20)

Thus for arbitrary \(\epsilon > 0\), there exist \(K = K(\epsilon)\) and \(n_0 = n_0(\epsilon)\) such that for all \(n \geq n_0\),

\[
\sum_{F \in \mathcal{H}, |F| > K} \mu_F |F| < \epsilon/6, \quad \sum_{F \in \mathcal{H}, |F| > K} \mu_F^{(n)} |F| < \epsilon/3.
\] (4.21)

Combining (4.19)–(4.21), we obtain that for \(n \geq n_0\), almost surely

\[
0 \leq \sum_{F \in \mathcal{H}, |F| > K} T_n^x(F, H) \leq \sum_{F \in \mathcal{H}, |F| > K} \frac{\mu_F |F|}{|H|} < \epsilon/3.
\] (4.22)

Analogously, using (4.20) and the identity \(\sum_{G \in \text{supp}(F(\pi))} \mathbb{P}(F(\pi) \cong G) = 1\),

\[
0 \leq \sum_{F \in \mathcal{H}, |F| > K} T^x(F, H) \leq \sum_{F \in \mathcal{H}, G \in \text{supp}(F(\pi))} \sum_{|F| > K} \mu_F \mathbb{P}(F(\pi) \cong G) \cdot \frac{|F|}{|H|} = \sum_{F \in \mathcal{H}, |F| > K} \mu_F |F| |H| \frac{|F|}{|H|} < \epsilon/6.
\] (4.23)
Note that the number of $F \in \mathcal{C}$ such that $|F| \leq K$ is finite, thus by (4.15), it follows that the truncated sum converges in probability, that is, as $n \to \infty$, 
\[
\mathbb{P} \left( \left| \sum_{F \in \mathcal{C}, |F| \leq K} T^*_n(F, H) - \sum_{F \in \mathcal{C}, |F| \leq K} T^*(F, H) \right| < \varepsilon / 2 \right) \to 1. \tag{4.24}
\]

Combining (4.22)–(4.24) yields the convergence in probability claimed in (4.17). We see that the rhs of (4.17) can be written as the sum of a finite sum $\sum_{F \in \mathcal{C}, |F| \leq K} T^*(F, H)$ in (4.24) and a bounded quantity $\sum_{F \in \mathcal{C}, |F| > K} T^*(F, H)$ in (4.23) and is thus finite.

Next, we study $M_n(\pi) / M_n$, that is the reciprocal of the second factor in (4.12). Recall that for $G \in \mathcal{C}$, the number of connected components in $G$ is denoted by $c(G)$. Recall (4.13) and compute
\[
M_n(\pi) / M_n = \sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} M_n^{-1} |\mathcal{Y}^r_{(\pi) G}| \cdot c(G). \tag{4.25}
\]

We note the similarity between this formula and (4.16), as well as $c(G) \leq |G| = |F|$. Thus, with analogous arguments and the same truncation as above, we conclude that
\[
M_n(\pi) / M_n \to \sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \simeq G) \cdot c(G) < \infty. \tag{4.26}
\]

Combining (4.12), (4.16), and (4.26) yields
\[
\mu_H^{(n)}(\pi) = \frac{|\mathcal{Y}^r_H(\pi)|}{M_n(\pi)} / M_n \sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \simeq G) \cdot c(H \mid G) \;
\]

\[
\frac{\mathbb{P} \sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \simeq G) \cdot c(H \mid G)}{\mathbb{P} \sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \simeq G) \cdot c(\pi)} =: \mu_H(\pi). \tag{4.27}
\]

This concludes the proof of (4.3). Note that community sizes cannot increase under percolation, thus $D^{*}_n(\pi) \leq D^{*}_n$, and $(D^{*}_n)_{n \in \mathbb{N}}$ is tight (since it is also UI). Consequently, by $\mathbb{P}(D^{*}_n(\pi) \geq K) \leq \mathbb{P}(D^{*}_n(\pi) \geq K) = 0$, $(D^{*}_n)_{n \in \mathbb{N}}$ is also tight, thus $\sum_{H \in \mathcal{H}} \mu_H^{(n)}(\pi) = 1$ for each $n \in \mathbb{N}$ implies that $\sum_{H \in \mathcal{H}} \mu_H(\pi) = 1$.

Next, we prove (4.4). By definition, we compute
\[
\mathbb{E} \left[ D^{*}_n(\pi) \mid \text{Com}(\pi) \right] = \frac{1}{M_n(\pi)} \sum_{n \in \text{supp}(\pi)} |\text{Com}^*_{n}| = \frac{|\mathcal{Y}^r(\text{Com}(\pi))|}{M_n(\pi)}. \tag{4.28}
\]

Recall that, by the definition of $\text{Com}(\pi)$, $|\mathcal{Y}^r(\text{Com}(\pi))| = |\mathcal{Y}^r(\text{Com})| = \tilde{n}_{\pi}$. Thus,
\[
\mathbb{E} \left[ D^{*}_n(\pi) \mid \text{Com}(\pi) \right] = \frac{\tilde{n}_{\pi}}{M_n(\pi)} = \frac{\tilde{n}_{\pi}}{M_n} \cdot \frac{M_n}{M_n(\pi)} = \mathbb{E}[D^{*} \mid \text{Com}(\pi)] \cdot \frac{M_n}{M_n(\pi)}
\]
\[
\mathbb{P} \frac{\mathbb{E}[D^{*}]}{\sum_{F \in \mathcal{C}} \sum_{G \in \text{supp}(F(\pi))} \mu_F \cdot \mathbb{P}(F(\pi) \simeq G) \cdot c(\pi)} =: C < \infty, \tag{4.29}
\]

by Assumption 2.3 (D) and (4.26). From (4.3), it follows that $D^{*}_n(\pi) \xrightarrow{d} D^{*}(\pi)$ as $n \to \infty$.

Further, the stochastic domination $0 \leq D^{*}_n(\pi) \leq D^{*}_n$ also holds conditionally on $\text{Com}(\pi)$. By Assumption 2.3 (D), $(D^{*}_n)_{n \in \mathbb{N}}$ is UI. For any fixed $K$, by stochastic domination, $\mathbb{E} \left[ D^{*}_n(\pi) \mathbb{1}_{\{D^{*}_n \leq K\}} \right] \leq \mathbb{E} \left[ D^{*}(\pi) \mathbb{1}_{\{D^{*}_n \leq K\}} \right]$.
First, we prove (2.39). Recall that in (4.9), we have identified |

\[ | \mathcal{C}^c(j, \pi) | = | \mathcal{C}^\pi |. \]

Once again by \( \cup_{a \in [M_\pi]} \mathcal{N}(\mathcal{C}^\pi) = \mathcal{N}(\mathcal{C}) \),

\[ \mathbb{P} \left( \mathcal{D}_n^\pi(k) = k \bigg| \mathcal{C}(\pi) \right) = \frac{1}{\hat{R}} \sum_{j \in \mathcal{N}(\mathcal{C})} \mathbb{P} \left( | \mathcal{C}^c(j, \pi) | = k + 1 \bigg| \mathcal{C}(\pi) \right). \]

It follows that \( \mathbb{P} \left( \mathcal{D}_n^\pi(k) = k \right) = \mathbb{P} \left( | \mathcal{C}^c(J_n, \pi) | - 1 = k \right) \) for all \( k \), which implies (4.5). This concludes the proof of Claim 4.3.

\section*{4.4 \ Proof of Proposition 2.14}

First, we prove (2.39). Recall that in (4.9), we have identified \( \pi_c = \inf \{ \pi : \mathbb{E}[D^\pi] \mathbb{E}[D^\pi(\pi)] > 1 \} \). Thus, it is sufficient to show that

\[ \mathbb{E} \left[ D^\pi(\pi) \right] = \mathbb{E} \left[ \left| \mathcal{H} \right| \left( | \mathcal{C}^H(U_H, \pi) | - 1 \right) \right] / \mathbb{E}[D^\pi]. \]
where \( H \) is a random graph with pmf \( \mu, U_H|H \sim \text{Unif}[H] \), and \( \mathbb{E}[\cdot] \) on the right hand side denotes total expectation (wrt the joint measure of \( H, U_H \) and the percolation).

To express its expectation, we analyze the distribution of \( D^*(\pi) \), using that \( D^*_n(\pi) \xrightarrow{d} D^*(\pi) \) by Lemma 4.2 and \( |\mathcal{C}^c(J_n, \pi)| - 1 \xrightarrow{d} D^*_n(\pi) \) by Claim 4.3. As before, \( \mathcal{C}^c(j, \pi) \) denotes the component of \( j \in \text{Com}_n \) under \( \pi \)-percolation on \( \text{Com}_n \), and \( J_n \sim \text{Unif}[\mathcal{V}(\text{Com})] \), where \( \mathcal{V}(\text{Com}) \) denotes the disjoint union of all vertices in community graphs.

Note that \( J_n \) is chosen uniformly at random among all community roles, which is equivalent to choosing a community in a size-biased fashion, then choosing a uniform member of the chosen community. In the following, we use this observation to analyze the distribution of \( |\mathcal{C}^c(J_n, \pi)| \). Recall from Section 2.1 that all isomorphic community graphs are labeled in the same way and community roles in \( H \) are described by a label \( l \in [|H|] \). Intuitively, for the distribution of \( \mathcal{C}^c(J_n, \pi) \), only the community graph and label of \( J_n \) matters, thus we introduce the concept of type to represent this pair. Recall that a community role \( j \in V(\text{Com}) \) that is in \( \text{Com}_n \) and has label \( l \) can be represented by the pair \((a, l)\), and define its type as \( \text{Type}(j) := (\text{Com}_n, l) \). Using that \( J_n \sim \text{Unif}[\mathcal{V}(\text{Com})] \), we compute the distribution of its random type \( \text{Type}(J_n) =: (H^*_n, I_n) \). Using (2.10) and that \( |\mathcal{V}(\text{Com})| = \#_n = M_n \mathbb{E}[D^*_n] \) by Remark 2.4(i),

\[
\mathbb{P}(H^*_n = H) = \mathbb{P}(J_n \in \bigcup_{a \in \mathcal{V}(\text{Com})} \mathcal{C}(\text{Com}_n)) = \frac{|\mathcal{V}(\text{Com})| \cdot |H|}{|\mathcal{V}(\text{Com})|} = \frac{|\mathcal{V}(\text{Com})| \cdot |H|}{M_n \mathbb{E}[D^*_n]} = \frac{\mu^{(n)}_H \cdot |H|}{\mathbb{E}[D^*_n]} := \mu^{(n)}_{H^*_n}.
\]

Indeed, as intuition suggests, \( H^*_n \) is chosen in a size-biased fashion. It is also intuitive that conditionally on \( H^*_n, I_n \) is uniform on \( [\#_n] \). Noting that in each community graph \( \text{Com}_n \approx H \) there is one vertex with label \( l \) and \( |H| \) vertices in total, we indeed obtain

\[
\mathbb{P}(I_n = l \mid H^*_n = H) = \frac{|\mathcal{V}(\text{Com})| \cdot 1}{|\mathcal{V}(\text{Com})| \cdot |H|} = \frac{1}{|H|}.
\]

By Assumption 2.3(C) and (D), the joint mass function converges:

\[
\mathbb{P}((H^*_n, I_n) = (H, l)) = \frac{\mu^{(n)}_H \cdot |H|}{\mathbb{E}[D^*_n]} \frac{1}{|H|} \xrightarrow{d} \frac{\mu_H \cdot |H|}{\mathbb{E}[D^*_n]} \frac{1}{|H|} =: \mathbb{P}((H^*, I) = (H, l)),
\]

so that \( (H^*_n, I_n) \xrightarrow{d} (H^*, I) \). We now return to studying \( |\mathcal{C}^c(J_n, \pi)| \). Let us write \( \mathcal{C}^c(j, \pi) \) in terms of \( \text{Type}(j) = (H, l) \) as \( \mathcal{C}(H, l, \pi) \xrightarrow{d} \mathcal{C}(j, \pi) \) (see Proposition 2.14), and consider \( \mathcal{C}^c(J_n, \pi) \xrightarrow{d} \mathcal{C}^c(H^*_n, I_n) \) as a mixture. We have shown that the mixing variable \( (H^*_n, I_n) \xrightarrow{d} (H^*, I) \), and since it has countably many values, this implies convergence in total variation distance. This implies, since the pointwise difference of mass functions of the mixtures can be bounded in terms of the total variation distance of the mixing variables, that the mixture also converges in distribution: \(|\mathcal{C}^c(J_n, \pi)| \xrightarrow{d} |\mathcal{C}^c(H^*_n, I_n)| \xrightarrow{d} |\mathcal{C}^c(H^*, I)|\). Recall that \( D^*_n(\pi) + 1 = |\mathcal{C}^c(J_n, \pi)| \) by Claim 4.3 and \( D^*_n(\pi) \xrightarrow{d} D^*(\pi) \) by Lemma 4.2. Necessarily, by the uniqueness of limit, \( D^*(\pi) + 1 = |\mathcal{C}^c(H^*, I)| \). We compute

\[
\mathbb{E}[D^*(\pi)] = \mathbb{E}[|\mathcal{C}^c(H^*, I)| - 1] = \mathbb{E}
\[
\mathbb{E}[|\mathcal{C}^c(H^*, I)| - 1 \mid (H^*, I)]
\]
\[ \begin{align*}
&= \sum_{H \in \mathcal{H}} \sum_{i \in [|H|]} \mathbb{E} \left[ \left| C^H(i, \pi) \right| - 1 \right] \frac{1}{|H|} \mu_H[H] \mathbb{E}[D^r] \\
&= \sum_{H \in \mathcal{H}} \mu_H[H] \left( \frac{1}{|H|} \sum_{i \in [|H|]} \mathbb{E} \left[ \left| C^H(i, \pi) \right| - 1 \right] \right) \mathbb{E}[D^r].
\end{align*} \]

Recall that \( \mathcal{H} \) denotes a random graph with pmf \( \mu \) and \( U_H|H \sim \text{Unif}[H] \); in particular, \( U_H \sim \text{Unif}[H] \) for fixed \( H \in \mathcal{H} \). Then

\[ \mathbb{E}[D^r(\pi)] = \sum_{H \in \mathcal{H}} \mu_H[H] \cdot \mathbb{E} \left[ \left| C^H(U_H, \pi) \right| - 1 \right] \mathbb{E}[D^r] = \mathbb{E} \left[ |H| \cdot \mathbb{E} \left[ \left| C^H(U_H, \pi) \right| - 1 \right] \right] \mathbb{E}[D^r], \]

which is equivalent to (4.33) by the tower property of conditional expectation. This concludes the proof of (2.39).

Next, we prove that \( \pi_c < 1 \) by showing that there exists some \( \pi < 1 \) such that \( \mathbb{E}[D^r(\pi)] > 1/\mathbb{E}[\tilde{D}^r] \), which is equivalent to (4.8). Using (4.37), for some \( K \in \mathbb{Z}^+ \) to be specified later, we bound

\[ \mathbb{E}[D^r(\pi)] \geq \sum_{H \in \mathcal{H}} \frac{\mu_H[H]}{\mathbb{E}[D^r]} \sum_{i \in [|H|]} \mathbb{E} \left[ \left| C^H(i, \pi) \right| - 1 \right] =: S_{\leq K}(\pi). \]

We show that, for appropriately chosen \( K \) and \( \pi \), \( S_{\leq K}(\pi) > 1/\mathbb{E}[\tilde{D}^r] \) by comparing both to \( S_{\leq K}(1) \) as an intermediate step. In fact, noting that \( C^H(i, 1) \) is the unpercolated component of \( i \), that is, the entire graph \( H \), we have

\[ S_{\leq K}(1) = \sum_{H \in \mathcal{H}} \frac{\mu_H[H]}{\mathbb{E}[D^r]} \sum_{i \in [|H|]} \mathbb{E} \left[ \left| C^H(i, 1) \right| - 1 \right] = \sum_{H \in \mathcal{H}} \frac{\mu_H[H]}{\mathbb{E}[D^r]} \sum_{i \in [|H|]} (|H| - 1) = \sum_{H \in \mathcal{H}} \frac{\mu_H[H]}{\mathbb{E}[D^r]} |H|(|H| - 1) = \frac{\mathbb{E}[|H|(|H| - 1)]}{\mathbb{E}[D^r]}, \]

where \( \mathcal{H} \) denotes a random graph with pmf \( \mu \). Then, by Assumption 2.3(C1) and (1.1),

\[ S_{\leq K}(1) = \frac{\mathbb{E}[D'(D^r - 1) \mathbb{1}_{D' \leq K}]}{\mathbb{E}[D^r]} = \mathbb{E}[\tilde{D'} \cdot \mathbb{1}_{\tilde{D'} \leq K}]. \]

Clearly, the partial sums \( S_{\leq K}(1) \to \mathbb{E}[\tilde{D'}] \) as \( K \to \infty \). By the supercriticality condition (2.20), we know that \( \mathbb{E}[\tilde{D'}] > 1/\mathbb{E}[\tilde{D'}] \), thus there exists \( K \) large enough so that \( S_{\leq K}(1) > 1/\mathbb{E}[\tilde{D'}] \). We fix such a \( K \). Next, we compare \( S_{\leq K}(\pi) \) and \( S_{\leq K}(1) \). Note that \( S_{\leq K}(\pi) \) is a finite sum, as \( \{ H \in \mathcal{H} : |H| \leq K \} \) is a finite set. Further, for any fixed \((H, i), \mathbb{E} \left[ \left| C^H(i, \pi) \right| \right] \) is a polynomial in \( \pi \), thus it is continuous. Consequently, \( \pi \mapsto S_{\leq K}(\pi) \) is continuous, and by \( S_{\leq K}(1) > 1/\mathbb{E}[\tilde{D'}] \), we can choose \( \pi < 1 \) sufficiently close to 1 so that \( S_{\leq K}(\pi) > 1/\mathbb{E}[\tilde{D'}] \). We have thus shown that for some \( K \in \mathbb{Z}^+ \) and \( \pi < 1 \), as chosen above,

\[ \mathbb{E}[D^r(\pi)] \geq S_{\leq K}(\pi) > 1/\mathbb{E}[\tilde{D'}], \]

and we conclude that indeed \( \pi_c < 1 \). This concludes the proof of Proposition 2.14.
5 | FURTHER PROPERTIES OF THE GIANT OF THE RIGC

In this section, we explore the relation between “local” and “global” properties of the RIGC and the (underlying) BCM. In [48], we have shown that neighborhoods in the BCM and RIGC are, respectively, well-approximated by a branching process (that we recall shortly) and an appropriate transform of it (see [48, Sections 3.2 and 3.3, respectively]). In Section 3, we have analyzed the largest component of each model using the continuous-time exploration introduced in Section 3.1. As for the configuration model [38, 39] or the Erdős-Rényi random graph [22], we show below that also in the BCM and RIGC, the proportion of the giant component is given by the survival probability of the branching process approximating the neighborhoods. However, it is not entirely trivial to prove results on the largest component using solely the branching process approximation, which is why we turn to the continuous-time exploration for an independent proof, and make the connection afterwards. This connection then allows us to derive “local” properties of the giant component. As a demonstration of this more generally applicable technique, we present the degree distribution within the giant and as a (not entirely trivial) consequence, the first order asymptotics of the number of edges in the giant. (The difficulty lies in identifying when the obtained degree distribution has finite or infinite mean.)

5.1 | The approximating BPs

In this section, we describe the branching processes (see, e.g., [2] for an introduction on branching processes) related to the local weak limit of the BCM and the RIGC (intuitively speaking, the local weak limit describes the neighborhood of a typical vertex; for a precise definition, see [48, Definition 2.6 and Section 3.1]). Further, we show how these branching processes (BPs) are related to the constants $\eta_\ell, \eta_r, \xi_\ell,$ and $\xi_r$ (defined in Theorems 2.6 and 2.7 and Corollary 2.12) describing the size and properties of the giant component of the BCM and RIGC.

5.1.1 | Description of the approximating BPs

We first describe the discrete-time branching process $BP_\ell$ defined in [48, Section 3.2] that approximates the neighborhood of $\ell$-vertices in the underlying BCM. Recall $D^\ell$ and $D^r$ from Assumption 2.3(A) and (C1), respectively, and further recall (1.1). We start with a single root in generation 0 that produces offspring distributed as $D^\ell$. Every other individual in an even generation has offspring distributed as $\tilde{D}^\ell$, while every individual in an odd generation has offspring distributed as $\tilde{D}^r$. The offspring of any two individuals are independent. In [48, Section 3.2], the branching process $BP_r$ that approximates the neighborhood of $r$-vertices in the underlying BCM is defined analogously by reversing the roles of $\ell$ and $r$.

In the following, we show the relation between the supercriticality of the BCM and the supercriticality of the approximating BPs. Just like in Theorems 2.6 and 2.11, we exclude the special case $P(D^\ell = 2) = P(D^r = 2) = 1$, or equivalently, $P(\tilde{D}^\ell = 1) = P(\tilde{D}^r = 1) = 1$, for the following reason. We say that an individual in the process survives if it produces an infinite (sub)tree, and we say that the BP survives if the root as an individual survives. The above special case guarantees exactly one offspring for both $BP_\ell$ and $BP_r$ in each generation (except the root that has offspring 2), and thus both BPs are guaranteed infinite survival in an atypical way. Thus we exclude this special case from now on.

Next, we show that $BP_\ell$ and $BP_r$ are supercritical exactly when the supercriticality condition (2.20) of the graph holds; and the survival probabilities are $\xi_\ell$ (from Theorem 2.6) and $\xi_r$ (from Corollary 2.12), respectively. We prove the statement for $BP_r$ first. Consider the subprocess $\tilde{BP}_r$ formed by the descendants in odd generations of the first child of the root, so that offspring in
\( \widehat{B}_\ell \) is defined as grandchildren in \( B_{\ell} \). Consequently, \( \widehat{B}_\ell \) is a Galton–Watson process, with offspring distribution \( N^r = \sum_{i=1}^d D^r_{i|0} \), where \( D^r_{i|0} \) are iid copies of \( D^r \) and are independent from \( D^r \). Note that \( N^r \) has been introduced in (3.49) to make sense of the composite generating function \( G_{N^r}(z) = G_{D^r}(G_{\widehat{D}^r}(z)) \). We know from branching process literature (see, e.g., [2]) that the extinction probability of \( B_{\ell} \) is the smallest fixed point of \( G_{N^r} \), defined as \( \eta_\ell \) in (2.18). Further, \( \eta_\ell < 1 \) exactly when \( \mathbb{E}[N^r] = \mathbb{E}[D^r] \mathbb{E}[\widehat{D}^r] > 1 \) (by Wald’s identity), that is, when (2.20) holds. Each child of the root in \( B_{\ell} \) survives exactly when their corresponding \( \widehat{B}_\ell \) survives. Using that the root of \( B_{\ell} \) produces offspring distributed as \( D^r \), the survival probability of \( B_{\ell} \) is \( 1 - G_{D^r}(\eta_\ell) \), defined as \( \xi_\ell \) in Theorem 2.6. By properties of \( G_{D^r} \), \( \xi_\ell > 0 \) exactly when \( \eta_\ell < 1 \), that is, under the supercriticality condition (2.20).

5.1.2 | Left–right correspondence

We define the analogous Galton–Watson process \( \widehat{B}_r \) (consisting of odd generations in \( B_r \)) with offspring distribution \( N^r = \sum_{i=1}^d \widehat{D}^r_{i|0} \), where \( \widehat{D}^r_{i|0} \) are iid random variables with distribution \( \widehat{D}^r \) and independent from \( D^r \). This process is supercritical when \( \mathbb{E}[N^r] = \mathbb{E}[\widehat{D}^r] \mathbb{E}[\widehat{D}^r] > 1 \), where we again recognize the supercriticality condition (2.20). Thus the extinction probability of \( \widehat{B}_r \) is the smallest solution to the fixed point equation

\[
G_{\widehat{D}^r}(G_{\widehat{D}^r}(z)) = z. \tag{5.1}
\]

We now verify that the smallest solution is \( \eta_r := G_{\widehat{D}^r}(\eta_\ell) \) (defined in Theorem 2.7). Applying \( G_{\widehat{D}^r} \) to both sides of (2.18) implies that \( \eta_r \) indeed satisfies (5.1). Further, when (2.20) holds, we have that \( \eta_\ell < 1 \), which implies \( \eta_r < 1 \).

Analogously with \( \xi_\ell, \xi_r = 1 - G_{D^r}(\eta_r) \) is indeed the survival probability of \( B_r \), and \( \xi_r > 0 \) exactly when \( \eta_r < 1 \), that is, under the supercriticality condition (2.20). We also note that applying \( G_{\widehat{D}^r} \) to both sides of (5.1) yields \( \eta_r = G_{\widehat{D}^r}(\eta_r) \), showing that the roles of lhs and rhs are indeed symmetric, however the corresponding quantities are generally not equal.

5.2 | The relation of local and global properties and degrees in the giant component

Thinking of \( \xi_\ell \) in (2.32) and \( \xi_r \) in (2.35) as the probability for an \( \ell \)-vertex and \( r \)-vertex, respectively, to be in the giant, we find that the same quantities equal the probabilities of survival of the respective branching processes \( B_{\ell} \) and \( B_r \). Thus, we have established the “asymptotic equivalence,” as formalized below, of the following events: a vertex being in the giant and the survival of the corresponding branching process.

For two sets \( A \) and \( B \), let \( A \triangle B := (A \setminus B) \cup (B \setminus A) \) denote their symmetric difference. For \( v \in \mathcal{V} \), denote by \( \mathcal{C}(v) \) the connected component of \( v \) in the RIGC. For \( K \in \mathbb{Z}^+ \), introduce the set

\[
\mathcal{X}_{\geq K} := \{ v \in \mathcal{V} : |\mathcal{C}(v)| \geq K \}. \tag{5.2}
\]

**Lemma 5.1** (Relation of the BP-approximation and the giant component). Consider the RIGC\( (d^r, \text{Com}) \) under Assumption 2.3. Then, for any \( \varepsilon > 0 \),

\[
\lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} | \mathcal{X}_{\geq K} \triangle \mathcal{C}_{1} | > \varepsilon \right) = 0. \tag{5.3}
\]

This notion is closely related to convergence in probability.
Proof. Note that, for any $K$ fixed, if $|\mathcal{A}_{\geq K} \triangle \mathcal{C}_1| > \varepsilon N_n$, then $|\mathcal{A}_{\geq K}| \geq 1$, so that $\mathcal{C}_1 \subseteq \mathcal{A}_{\geq K}$. Thus $|\mathcal{A}_{\geq K} \triangle \mathcal{C}_1| = |\mathcal{A}_{\geq K} \setminus \mathcal{C}_1| = |\mathcal{A}_{\geq K}| - |\mathcal{C}_1|$ whp, and (5.3) is equivalent to
\begin{equation}
\lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} |\mathcal{A}_{\geq K}| - N_n^{-1} |\mathcal{C}_1| > \varepsilon \right) = 0. \tag{5.4}
\end{equation}

By Theorem 2.6, as $n \to \infty$, independently of $K$
\begin{equation}
\mathbb{P} \left( N_n^{-1} |\mathcal{C}_1| - \xi_r \right) > \varepsilon/2 \rightarrow 0. \tag{5.5}
\end{equation}
We denote by $\left( \mathcal{A}_{\geq K}, o \right)$, introduced in detail in [48, Section 3.3], the local weak limit of the RIGC, that is, the random graph CP with root $o$ that approximates neighborhoods in the RIGC. By the triangle inequality,
\begin{align}
\lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} |\mathcal{A}_{\geq K}| - \xi_r > \varepsilon/2 \right) & \leq \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} |\mathcal{A}_{\geq K} \setminus \mathcal{C}_1| > \varepsilon/4 \right) \tag{5.6a} \\
& + \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( |\mathcal{C}_1| - \xi_r > \varepsilon/4 \right). \tag{5.6b}
\end{align}

By the local weak convergence stated in [48, Theorem 2.7], the inner limit in (5.6a) equals 0 for any fixed $K$, thus (5.6a) equals 0. Note that the limit in $n$ in (5.6b) can be omitted, and also note that the survival probability is $\xi_r = \mathbb{P}(|\mathcal{A}_{\geq K}| = \infty)$. From the construction of CP in [48, Section 3.3] using BP, we know that $\mathbb{P}(|\mathcal{C}_1| = \infty) = \mathbb{P}(|\mathcal{A}_{\geq K}| = \infty)$. As $\mathbb{P}(|\mathcal{C}_1| \geq K) \to \mathbb{P}(|\mathcal{C}_1| = \infty) = \xi_r$, (5.6b) equals 0 as well. Combining this with (5.4)–(5.5) through the triangle inequality yields (5.3), concluding the proof of Lemma 5.1.

The above equivalence can be extended to give a heuristic interpretation for further results, namely, the formulas in Theorem 2.11 and Corollary 2.12. Knowing the extinction probability of a child of the root and the degree of the root results in (2.33) and (2.36). For (2.34), note that choosing an (instance of an) edge $u a r$ the formulas in Theorem 2.11 and Corollary 2.12. Knowing the extinction probability of a child of the root and the degree of the root results in (2.33) and (2.36). For (2.34), note that choosing an (instance of an) edge $u a r$ the random graph CP with root $o$ that approximates neighborhoods in the RIGC. By the triangle inequality,
\begin{align}
\lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} |\mathcal{A}_{\geq K} \setminus \mathcal{C}_1| > \varepsilon/2 \right) & \leq \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( N_n^{-1} |\mathcal{A}_{\geq K} \setminus \mathcal{C}_1| > \varepsilon/4 \right) \tag{5.6a} \\
& + \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P} \left( |\mathcal{C}_1| - \xi_r > \varepsilon/4 \right). \tag{5.6b}
\end{align}

By the local weak convergence stated in [48, Theorem 2.7], the inner limit in (5.6a) equals 0 for any fixed $K$, thus (5.6a) equals 0. Note that the limit in $n$ in (5.6b) can be omitted, and also note that the survival probability is $\xi_r = \mathbb{P}(|\mathcal{A}_{\geq K}| = \infty)$. From the construction of CP in [48, Section 3.3] using BP, we know that $\mathbb{P}(|\mathcal{C}_1| = \infty) = \mathbb{P}(|\mathcal{A}_{\geq K}| = \infty)$. As $\mathbb{P}(|\mathcal{C}_1| \geq K) \to \mathbb{P}(|\mathcal{C}_1| = \infty) = \xi_r$, (5.6b) equals 0 as well. Combining this with (5.4)–(5.5) through the triangle inequality yields (5.3), concluding the proof of Lemma 5.1.

The above equivalence can be extended to give a heuristic interpretation for further results, namely, the formulas in Theorem 2.11 and Corollary 2.12. Knowing the extinction probability of a child of the root and the degree of the root results in (2.33) and (2.36). For (2.34), note that choosing an (instance of an) edge $u a r$ the random graph CP with root $o$ that approximates neighborhoods in the RIGC. Denote by $\text{deg}(o)$ the degree of $o$ in CP, and by $\text{\delta-deg}(o)$ the number of communities that $o$ is part of in CP. Let $V_n^\ell \sim \text{Unif}([V])$ and note that
\begin{equation}
N_n^{-1} |\mathcal{C}_1| \sim \text{Unif}([V]) \tag{5.7}
\end{equation}

Intuitively, as $\left( \mathcal{A}_{\geq K}, o \right)$ approximates (RIGC, $V_n^\ell$), the limit of the above quantity must be $\mathbb{P}(\text{\delta-deg}(o) = k, \text{deg}(o) = d, |\mathcal{C}_1| = \infty)$. In the following, we prove this formally. Recall (2.22) and that $\nu(c|H)$ denotes the number of vertices in $H$ with $c$-degree $c$. From the construction of (CP, 0) in [48, Section 3.3], it is straightforward to see (by conditioning on the community graphs $H_1, \ldots, H_k$ assigned to the $k$ communities that the root $\alpha o$ is part of) that
\begin{equation}
\mathbb{P}(\text{\delta-deg}(o) = k, \text{deg}(o) = d, |\mathcal{C}_1| = \infty)
\end{equation}

\begin{align}
& = p_k \sum_{H_1, \ldots, H_k \in \mathcal{A}_{c_1, \ldots, c_k} \in \mathbb{Z}_+} \sum_{c_1 + \cdots + c_k = d} \left( 1 - \sum_{i=1}^{n_k} (|\mathcal{C}_1| - 1) \right) \prod_{i=1}^{k} \nu(c_i|H_i)(H_i) = A(k, d). \tag{5.8}
\end{align}
For convenience, denote, with $K \in \mathbb{Z}^+$,

$$A_K(k, d) := \mathbb{P}(\beta\text{-deg}(o) = k, \text{deg}(o) = d, |V'(\text{CP})| \geq K).$$  \hspace{1cm} (5.9)

Keep in mind that our goal is to prove (2.23), that is, that $N_n^{-1} |V'_k \cap V'_d \cap E_1| \to A(k, d)$. We compute

$$\lim_{n \to \infty} \mathbb{P}\left(\left|N_n^{-1} |V'_k \cap V'_d \cap E_1| - A(k, d)\right| > \varepsilon\right)$$

$$\leq \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P}\left(\left|N_n^{-1} |V'_k \cap V'_d \cap E_1| - N_n^{-1} |V'_k \cap V'_d \cap E_{\geq K}|\right| > \varepsilon/3\right)$$

$$+ \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P}\left(\left|N_n^{-1} |V'_k \cap V'_d \cap E_{\geq K}| - A_K(k, d)\right| > \varepsilon/3\right)$$

$$+ \lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P}\left(\left|A_K(k, d) - A(k, d)\right| > \varepsilon/3\right).$$  \hspace{1cm} (5.10a - 5.10c)

Clearly, $A_K(k, d) \to A(k, d)$ as $K \to \infty$ (cf. (5.8) and (5.9)), thus the double limit in (5.10c) equals 0. Next, we look at (5.10b) and note that $N_n^{-1} |V'_k \cap V'_d \cap E_{\geq K}| = \mathbb{P}\left(\beta\text{-deg}(V'_n) = d, \varepsilon\text{-deg}(V'_n) = k, V'_n \in E_{\geq K}\right)$. Thus for $K$ fixed, by (5.9) and the local weak convergence stated in [48, Theorem 2.7], the inner limit in (5.10b) is 0, thus (5.10b) equals 0. Removing some of the conditions, we can bound (5.10a) as

$$\mathbb{P}\left(\left|N_n^{-1} |V'_k \cap V'_d \cap E_1| - N_n^{-1} |V'_k \cap V'_d \cap E_{\geq K}|\right| > \varepsilon/3\right)$$

$$\leq \mathbb{P}\left(\left|N_n^{-1} |V'_k \cap V'_d \cap (E_1 \Delta E_{\geq K})|\right| > \varepsilon/3\right)$$

$$\leq \mathbb{P}\left(\left|E_1 \Delta E_{\geq K}\right| > \varepsilon/3\right).$$  \hspace{1cm} (5.11)

which tends to 0 as first $n \to \infty$ followed by $K \to \infty$, by Lemma 5.1. Thus (5.10a) is also 0, and combining everything above, indeed $N_n^{-1} |V'_k \cap V'_d \cap E_1| \to A(k, d)$, that is, (2.23) holds. This concludes the proof of Theorem 2.7.
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APPENDIX A: EDGES IN THE GIANT COMPONENT OF THE RIGC

In this section, we provide the details for the sketch proof of Theorem 2.9 from Section 2.3, by proving both Lemma 2.10 and the remaining statements (2.30) and (2.31).

Recall $D^c$ with pmf $\rho^{(0)}$ from (2.12) and its limit $D^c$ with pmf $\rho$ from Remark 2.4(ii). Denote a uniform $\ell^r$-vertex $V^r_n \sim \text{Unif}[\mathcal{Y}^r \ell^r]$ and its (projected) degree (see (2.4)) $D^r_n = \rho \text{-deg}(V^r_n)$. In [48, Corollary 2.8], the distributional limit of $D^r_n$ is established as $D^c = \sum_{i=1}^{D^r_n} D^c(i)$, where $D^c(i)$ are iid copies of $D^c$ independently of $D^c$. Let $H_n$ and $H$ denote random graphs with pmfs $\mu^{(0)}$ from (2.10) and $\mu$ from Assumption 2.3(C), respectively.

A.1 Proof of Lemma 2.10

We prove Lemma 2.10 by showing that statement (i) is equivalent to both statement (ii) and statement (iii).
Proof of Lemma 2.10(i) implies (ii). We prove that \((D_n^\epsilon)_{n\in\mathbb{N}}\) is uniformly integrable by showing that for any \(\epsilon > 0\), \(\mathbb{E}[D_n^\epsilon 1_{\{d_n^\epsilon \geq K\}}] < \epsilon\) for \(K\) large enough, uniformly in \(n\). Recall that \(\mathcal{V}\) (Com) denotes the disjoint union of all vertices in community graphs and that for \(j \in \mathcal{V}\) (H), \(d_j^\epsilon\) denotes the degree of \(j\) within \(H\). Recall that \(v \leftrightarrow j\) denotes the event that \(j \in \mathcal{V}\) (Com) is one of the community roles assigned to \(v \in \mathcal{V}\) \(\epsilon\), so that we can write the random degree of \(v\) (see (2.4)), depending on the bipartite matching, as \(d_n^\epsilon = \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon 1_{\{v \leftrightarrow j\}}\). We compute, for \(K \in \mathbb{N}\), by taking the empirical average first,

\[
\mathbb{E} \left[ D_n^\epsilon 1_{\{d_n^\epsilon \geq K\}} \right] = \mathbb{E} \left[ N_n^{-1} \sum_{v \in \mathcal{N}_n} \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon 1_{\{v \leftrightarrow j\}} 1_{\{d_n^\epsilon \geq K\}} \right]
\]

\[
= N_n^{-1} \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon \cdot \mathbb{E} \left[ \sum_{v \in \mathcal{N}_n} 1_{\{v \leftrightarrow j\}} 1_{\{d_n^\epsilon \geq K\}} \right]
\]

\[
= N_n^{-1} \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon \sum_{v \in \mathcal{N}_n} \mathbb{P}(v \leftrightarrow j, d_n^\epsilon \geq K).
\] (A1)

We further rewrite the probability as

\[
\mathbb{P}(v \leftrightarrow j, d_n^\epsilon \geq K) = \mathbb{P}\left(d_n^\epsilon \geq K \mid v \leftrightarrow j\right) \cdot \mathbb{P}(v \leftrightarrow j).
\] (A2)

Note that \(\mathbb{P}(v \leftrightarrow j) = d_j^\epsilon / \mathbb{E} n\). We now split the sum over \(j\) according to whether \(d_j^\epsilon\) is smaller or larger than \(\sqrt{K}\). For \(d_j^\epsilon \geq \sqrt{K}\), we use the trivial bound \(\mathbb{P}\left(d_n^\epsilon \geq K \mid v \leftrightarrow j\right) \leq 1\).

\[
\mathbb{E} \left[ D_n^\epsilon 1_{\{d_n^\epsilon \geq K\}} \right] \leq N_n^{-1} \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon \cdot 1_{\{d_j^\epsilon \geq \sqrt{K}\}} \sum_{v \in \mathcal{N}_n} \frac{d_j^\epsilon}{\mathbb{E} n}
\]

\[
+ N_n^{-1} \sum_{j \in \mathcal{V}\text{(Com)}} d_j^\epsilon 1_{\{d_j^\epsilon < \sqrt{K}\}} \sum_{v \in \mathcal{N}_n} \mathbb{P}\left(d_n^\epsilon \geq K \mid v \leftrightarrow j\right) \cdot \frac{d_j^\epsilon}{\mathbb{E} n}.
\] (A3a)

The term corresponding to large values of \(d_j^\epsilon\), that is, the rhs of (A3a) equals

\[
N_n^{-1} \sum_{v \in \mathcal{N}_n} d_j^\epsilon 1_{\mathcal{V}(\text{Com})} d_j^\epsilon 1_{\{d_j^\epsilon \geq \sqrt{K}\}} = \mathbb{E}[D_n^\epsilon] \cdot \mathbb{E}[D_n^\epsilon 1_{\{d_n^\epsilon \geq \sqrt{K}\}}],
\] (A4)

where \(\mathbb{E}[D_n^\epsilon]\) is bounded due to Assumption 2.3(B) and since \((D_n^\epsilon)_{n\in\mathbb{N}}\) is UI by assumption, \(\mathbb{E}[D_n^\epsilon 1_{\{d_n^\epsilon \geq \sqrt{K}\}}]\) can be made arbitrarily small uniformly in \(n\) by choosing \(K\) large enough. In the term corresponding to small values of \(d_j^\epsilon\), that is, (A3b), we further analyze \(\mathbb{P}\left(d_n^\epsilon \geq K \mid v \leftrightarrow j\right)\).

Note that conditionally on \(v \leftrightarrow j\), \(d_n^\epsilon = d_j^\epsilon + d_{j_2}^\epsilon + \cdots + d_{J_{\text{deg}(v)}}^\epsilon\), where \(J_i\) is chosen uar from \(\mathcal{V}(\text{Com})\backslash\{j, j_2, \ldots, j_{i-1}\}\). Using that \(d_j^\epsilon < \sqrt{K}\),

\[
\mathbb{P} \left( d_n^\epsilon \geq K \mid v \leftrightarrow j \right) = \mathbb{P} \left( d_n^\epsilon - d_j^\epsilon = d_{j_2}^\epsilon + \cdots + d_{J_{\text{deg}(v)}}^\epsilon \geq K - d_j^\epsilon \right)
\]

\[
\leq \mathbb{P} \left( d_{j_2}^\epsilon + \cdots + d_{J_{\text{deg}(v)}}^\epsilon \geq K - \sqrt{K} \right)
\]

\[
\leq \frac{\mathbb{E} \left[ d_{j_2}^\epsilon \right] + \cdots + \mathbb{E} \left[ d_{J_{\text{deg}(v)}}^\epsilon \right]}{K - \sqrt{K}},
\] (A5)
by Markov’s inequality. For any fixed \( v, \ell \)-deg(\( v \)) is a constant and is \( o(n) \) uniformly in \( v \), thus the depletion of community vertices becomes negligible as \( n \to \infty \), and \( \mathbb{E} \left[ d_j^c \right] = \mathbb{E} \left[ D_n^c \right] (1 + o(1)) \) for all \( i \). Substituting, and using that \( d_j^c \mathbb{1}_{(d_j^c < \sqrt{K})} \leq \sqrt{K} \mathbb{1}_{(d_j^c < \sqrt{K})} \leq \sqrt{K} \), we can bound (A3b) by

\[
N_n^{-1} \sum_{j \in \mathcal{P}(\text{Com})} d_j^c \mathbb{1}_{(d_j^c < \sqrt{K})} \sum_{v \in [N_n]} \frac{\mathbb{E}[D_n^c - 1]}{K - \sqrt{K}} \cdot \frac{d_j^c}{\mathbb{h}_n} = \mathbb{E}[D_n^c - 1] \mathbb{E}[D_n^c] (1 + o(1)) \sum_{v \in [N_n]} \frac{d_j^c}{\mathbb{h}_n} \sum_{j \in \mathcal{P}(\text{Com})} \frac{d_j^c}{\sqrt{K}} \frac{1}{K - \sqrt{K}} \leq \mathbb{E}[D_n^c - 1] \mathbb{E}[D_n^c] (1 + o(1)) \mathbb{E}[D_n^c] \frac{\mathbb{h}_n \sqrt{K}}{\mathbb{h}_n (K - \sqrt{K})},
\]

(A6)

where \( \mathbb{E}[D_n^c - 1] \mathbb{E}[D_n^c] (1 + o(1)) \mathbb{E}[D_n^c] \) is bounded due to Assumption 2.3(B) and our assumption that \( (D_n^c)_{n \in \mathbb{N}} \) is UI, and \( \sqrt{K}/(K - \sqrt{K}) \) can be made arbitrarily small for \( K \) large enough. We conclude that by choosing \( K \) sufficiently large, \( \mathbb{E} \left[ D_n^c \mathbb{1}_{(d_j^c > K)} \right] \) can be made arbitrarily small, uniformly in \( n \), that is, \( (D_n^c)_{n \in \mathbb{N}} \) is uniformly integrable.

**Proof of Lemma 2.10(ii) implies (i).** Recall that for \( v \in \mathcal{V} \setminus \mathcal{P} \) and \( j \in \mathcal{V} (\text{Com}) \), \( v \leftarrow j \) denotes the event that \( j \) is one of the community roles assigned to \( v \). Note that each \( j \) is assigned to a *unique* \( v \), thus \( \sum_{v \in [N_n]} \mathbb{1}_{(v \leftarrow j)} = 1 \) (almost surely). We calculate, for some \( K \in \mathbb{N} \),

\[
\mathbb{E} \left[ D_n^c \mathbb{1}_{(d_j^c > K)} \right] = \frac{1}{\mathbb{h}_n} \sum_{j \in \mathcal{P}(\text{Com})} d_j^c \mathbb{1}_{(d_j^c \geq K)} = \frac{1}{\mathbb{h}_n} \sum_{j \in \mathcal{P}(\text{Com})} d_j^c \mathbb{1}_{(d_j^c \geq K)} \mathbb{E} \left[ \sum_{v \in [N_n]} \mathbb{1}_{(v \leftarrow j)} \right] = \mathbb{E} \left[ \frac{1}{\mathbb{h}_n} \sum_{v \in [N_n]} \sum_{j \in \mathcal{P}(\text{Com})} \mathbb{1}_{(v \leftarrow j)} d_j^c \mathbb{1}_{(d_j^c \geq K)} \right].
\]

(A7)

We recognize the \( \rho \)-degree (see (2.4)) of \( v \) written as \( d^c = \sum_{j \in \mathcal{P}(\text{Com})} d_j^c \mathbb{1}_{(v \leftarrow j)} \), and note that on the event \( v \leftarrow j \), \( d^c \geq K \) implies that \( d^c \geq K \). Thus,

\[
\mathbb{E} \left[ D_n^c \mathbb{1}_{(d^c \geq K)} \right] \leq \mathbb{E} \left[ \frac{1}{\mathbb{h}_n} \sum_{v \in [N_n]} \sum_{j \in \mathcal{P}(\text{Com})} d_j^c \mathbb{1}_{(v \leftarrow j)} \mathbb{1}_{(d_j^c \geq K)} \right] = \mathbb{E} \left[ \frac{1}{\mathbb{E}[D_n^c]} \mathbb{E}[D_n^c] \mathbb{1}_{(d^c \geq K)} \right],
\]

(A8)

This can be made arbitrarily small, uniformly in \( n \), by choosing \( K \) large enough, since \( \mathbb{E}[D_n^c] \) is bounded due to Assumption 2.3(B) (and bounded away from 0), and \( (D_n^c)_{n \in \mathbb{N}} \) is UI by assumption. This implies that \( (D_n^c)_{n \in \mathbb{N}} \) is also UI.

**Proof of Lemma 2.10(i) implies (iii).** Note that with an \( \mathcal{R} \)-vertex \( V_n^c \sim \text{Unif}[M_n] \) chosen uar, \( \text{Com}_V^d = \mathcal{H}_n \). Thus, for \( K \in \mathbb{N} \), we compute

\[
\mathbb{E} \left[ \mathbb{E} (\mathcal{H}_n) \mathbb{1}_{(\mathbb{E} (\mathcal{H}_n) \geq K)} \right] = \frac{1}{M_n} \sum_{a \in [M_n]} \mathbb{E} \left[ \mathbb{E} (\text{Com}_a) \right] \cdot \mathbb{1}_{(\mathbb{E} (\text{Com}_a) \geq K)}.
\]

(A9)
For any graph $H$, $|\mathcal{E}(H)| = \frac{1}{2} \sum_{v \in \mathcal{V}(H)} \deg(v)$. Noting that for any graph $H$, $|\mathcal{E}(H)| \leq |H|(|H| - 1)/2$, we have that $|\mathcal{E}(H)| \geq K$ implies $|H| \geq \sqrt{2K}$, thus

$$
\mathbb{E} \left[ |\mathcal{E}(H_n)| 1_{|\mathcal{E}(H_n)| \geq K} \right] = \frac{1}{M_n} \sum_{a \in [M_n]} \frac{1}{2} \sum_{j \in \mathcal{V}(\text{Com}_a)} d_j^c \cdot 1_{|\mathcal{E}(\text{Com}_a)| \geq K} \\
\leq \frac{1}{2M_n} \sum_{a \in [M_n]} \sum_{j \in \mathcal{V}(\text{Com}_a)} d_j^c \cdot 1_{|\mathcal{E}(\text{Com}_a)| \geq \sqrt{2K}} = \frac{1}{2M_n} \sum_{j \in \mathcal{V}(\text{Com})} d_j^c \cdot 1_{|\mathcal{E}(\text{Com})| \geq \sqrt{2K}},
$$  

(A10)

where $a(j)$ is the community that $j$ is a vertex in. To estimate (A10), we first compute the number of terms, that is, the number of vertices in large enough communities, using that $\mathcal{V}(\text{Com}) = \bigcup_{a \in [M_n]} \mathcal{V}(\text{Com}_a)$:

$$
\kappa_n := \sum_{j \in \mathcal{V}(\text{Com})} 1_{|\mathcal{E}(\text{Com}_a)| \geq \sqrt{2K}} = \sum_{a \in [M_n]} |\mathcal{E}(\text{Com}_a)| \cdot 1_{|\mathcal{E}(\text{Com}_a)| \geq \sqrt{2K}} = M_n \mathbb{E} \left[ D_n^c 1_{(D_n^c \geq \sqrt{2K})} \right].
$$  

(A11)

By Assumption 2.3 (D), $(D_n^c)_{n \in \mathbb{N}}$ is UI, thus $\mathbb{E} \left[ D_n^c 1_{(D_n^c \geq \sqrt{2K})} \right]$ can be made arbitrarily small uniformly in $n$ by choosing $K$ large enough. That is, we can make $\kappa_n \leq \delta^* M_n \leq \delta \mathcal{h}_n$, since $\mathcal{h}_n/M_n = \mathbb{E}[D_n^c]$ is bounded. Let $d_j^c(i)$ denote the $i$th largest element in the sequence $(d_j^c)_{j \in \mathcal{V}(\text{Com})}$. Since there are at most $\delta \mathcal{h}_n$ community roles in communities larger than $\sqrt{2K}$, we can bound the sum of their $c$-degrees on the rhs of (A10) by taking $\delta \mathcal{h}_n$ (or more, if there are several terms equal to the one with rank $\delta \mathcal{h}_n$) of the largest $c$-degrees:

$$
\mathbb{E} \left[ |\mathcal{E}(H_n)| 1_{|\mathcal{E}(H_n)| \geq K} \right] \leq \frac{1}{2M_n} \sum_{j \in \mathcal{V}(\text{Com})} d_j^c \cdot 1_{(d_j^c \geq d_{\delta \mathcal{h}_n})}.
$$  

(A12)

Note that $d_j^c(\delta \mathcal{h}_n)$ equals the upper-$\delta$-quantile $Q^\delta_{\mathcal{h}_n}$ of the empirical distribution $D_n^c$, thus it must converge to the upper-$\delta$-quantile $Q^\delta$ of the distribution $D^c$. Consequently, there exists $n_0$ such that for $n \geq n_0$, $Q_n^\delta \geq Q^\delta - \varepsilon =: K'$, and

$$
\mathbb{E} \left[ |\mathcal{E}(H_n)| 1_{|\mathcal{E}(H_n)| \geq K} \right] \leq \frac{\mathbb{E}[D_n^c]}{2 \mathcal{h}_n} \sum_{j \in \mathcal{V}(\text{Com})} d_j^c 1_{(d_j^c \geq Q^\delta - \varepsilon)} = \frac{1}{2} \mathbb{E}[D_n^c] \mathbb{E} \left[ D_n^c 1_{(D_n^c \geq K')} \right].
$$  

(A13)

Since $\mathbb{E}[D_n^c]$ is bounded due to Assumption 2.3 (D) and $(D_n^c)_{n \in \mathbb{N}}$ is UI, the upper bound can be made arbitrarily small for $n \geq n_0$ by choosing $K'$ sufficiently large. This is possible by choosing the earlier $K$ sufficiently large so that $\delta$ is sufficiently small. Further, since $n < n_0$ is a finite set, we can increase $K$ so that $\max_{n < n_0} \mathbb{E} \left[ |\mathcal{E}(H_n)| 1_{|\mathcal{E}(H_n)| \geq K} \right]$ is sufficiently small as well. We conclude that indeed, $(|\mathcal{E}(H_n)|)_{n \in \mathbb{N}}$ is UI.

**Proof of Lemma 2.10(iii) implies (i).** Recall that $\mathcal{V}(\text{Com})$ denotes the union of vertices in all $\text{Com}_a \in \text{Com}$. We calculate, for some $K \in \mathbb{N}$,

$$
\mathbb{E} \left[ D_n^c 1_{(D_n^c \geq K)} \right] = \frac{1}{\mathcal{h}_n} \sum_{j \in \mathcal{V}(\text{Com})} d_j^c 1_{(d_j^c \geq K)} = \frac{1}{\mathcal{h}_n} \sum_{a \in [M_n]} \sum_{j \in \mathcal{V}(\text{Com}_a)} d_j^c 1_{(d_j^c \geq K)}.
$$  

(A14)
Note that \( |\mathcal{E}(\text{Com}_n)| = 2 \sum_{j \in \mathcal{V}} (\text{Com}_n) d_j^\ell \), and further, that for \( j \in \mathcal{V} \) (\( \text{Com}_n \)), \( d_j^\ell \geq K \) implies \( |\mathcal{E}(\text{Com}_n)| \geq K \). Thus,

\[
\mathbb{E} \left[ D_n^\ell \mathbb{1}_{(D_n^\ell \geq K)} \right] \leq \frac{1}{\mathbb{E}[D_n^\ell]} \sum_{a \in \mathcal{M}_n} \sum_{j \in \mathcal{V}} \mathbb{1}_{(\mathcal{V}(\text{Com}_n))} d_j^\ell \cdot \mathbb{1}_{(\mathcal{E}(\text{Com}_n))} \mathbb{1}_{(\mathcal{E}(\text{Com}_n))} \geq K}
\]

\[
= \frac{1}{\mathbb{E}[D_n^\ell]} \sum_{a \in \mathcal{M}_n} \sum_{j \in \mathcal{V}} 2|\mathcal{E}(\text{Com}_n)| \cdot \mathbb{1}_{(\mathcal{E}(\text{Com}_n))} \geq K}
\]

\[
= \frac{2}{\mathbb{E}[D_n^\ell]} \mathbb{E} \left[ |\mathcal{E}(H_n)| \mathbb{1}_{(\mathcal{E}(H_n))} \geq K} \right]. \quad (A15)
\]

This can be made arbitrarily small, uniformly in \( n \), by choosing \( K \) large enough, since \( \mathbb{E}[D_n^\ell] \) is bounded due to Assumption 2.3 (D) (and bounded away from 0), and \( |\mathcal{E}(H_n)| \) is UI. This implies that \( (D_n^\ell)_{n \in \mathbb{N}} \) is also UI.

### A.2 Proof of Theorem 2.9

Recall from the sketch proof that in order to complete the proof of Theorem 2.9, we need to prove (2.30) and (2.31), that we complete below one by one.

**Proof of (2.30).** Recall (2.4) and \( D_n^\rho = \mu\text{-deg}(V_n^\ell) \), with \( V_n^\ell \sim \text{Unif}(\mathcal{N}_n) \). Note that \( D_n^\rho \) has double randomness: the choice of \( V_n^\ell \) and the bipartite matching \( \omega_n \) that determines \( \mu\text{-deg}(v) \) (see (2.4)) for each \( \ell\text{-vertex} v \). We rewrite

\[
\frac{|\mathcal{E}(\mathcal{C}_1)|}{\mathcal{N}_n} = \frac{1}{2} \mathbb{E} \left[ \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \right] \mathbb{1}_{(\omega_n)} = \frac{1}{2} \mathbb{N}_n \sum_{\omega_n \in \mathcal{N}_n} \mu\text{-deg}(v) \mathbb{1}_{(v \in \mathcal{C}_1)}. \quad (A16)
\]

Under the condition (2.28), by Lemma 2.10, we have that \( (D_n^\rho)_{n \in \mathbb{N}} \) is UI. Noting that \( \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \mathbb{1}_{(\omega_n)} \leq \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(\omega_n)} \),

\[
\mathbb{E} \left[ \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \mathbb{1}_{(\mu\text{-deg}(V_n^\ell) > K)} \right] \mathbb{1}_{(\omega_n)} \leq \mathbb{E} \left[ \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(\mu\text{-deg}(V_n^\ell) > K)} \right] \mathbb{1}_{(\omega_n)}, \quad (A17)
\]

which implies that also \( (\mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \mathbb{1}_{(\mu\text{-deg}(V_n^\ell) > K)})_{n \in \mathbb{N}} \) is UI. Recall that by (2.23), the empirical mass function of \( \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \) converges in probability, which combined with the uniform integrability implies the convergence of the empirical average to the mean of the limit:

\[
\frac{|\mathcal{E}(\mathcal{C}_1)|}{\mathcal{N}_n} = \frac{1}{2} \mathbb{E} \left[ \mu\text{-deg}(V_n^\ell) \mathbb{1}_{(V_n^\ell \in \mathcal{C}_1)} \right] \mathbb{1}_{(\omega_n)}
\]

\[
= \frac{1}{2} \sum_{d \in \mathbb{N}} \mathbb{E} \left[ \mu\text{-deg}(V_n^\ell) = d, V_n^\ell \in \mathcal{C}_1 \right] \mathbb{1}_{(\omega_n)} = \frac{1}{2} \sum_{d \in \mathbb{N}} d \cdot \frac{|\mathcal{V}_d^\rho \cap \mathcal{C}_1|}{\mathcal{N}_n}
\]

\[
= \frac{1}{2} \sum_{d \in \mathbb{N}} \sum_{k \in \mathbb{Z}^+} \frac{|\mathcal{V}_k^\rho \cap \mathcal{V}_d^\rho \cap \mathcal{C}_1|}{\mathcal{N}_n} \mathbb{P} \limsup_{n \to \infty} \mathbb{E} \left[ |\mathcal{E}(H_n)| \right] < \infty. \quad (A18)
\]

by (2.23). This concludes the proof of (2.30).

**Proof of (2.31).** Recall that \( H \) denotes a random graph with pmf \( \mu \). Note that under condition (2.28), by Lemma 2.10, \( \mathbb{E} \left[ |\mathcal{E}(H)| (1 - \eta_r^{|H|^-1}) \right] \leq \mathbb{E} \left[ |\mathcal{E}(H)| \right] \leq \limsup_{n \to \infty} \mathbb{E} \left[ |\mathcal{E}(H)| \right] < \infty. \) Substituting (2.22), and noting that under the condition \( d = c_1 + \cdots + c_k \), we can replace \( d \) by this sum, we compute

\[
\sum_{d \in \mathbb{N}} \sum_{k \in \mathbb{Z}^+} d \cdot A(k, d) \quad (A19a)
\]
Again, denote by $d$ a random graph with pmf $\mu$. Combining (A20)–(A21) and substituting, (A19a) equals

$$ \sum_{k \in \mathbb{Z}^+} p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} k \sum_{j=1}^{k} \left( \sum_{i=1}^{k-1} |H_i| \right) \prod_{i=1}^{k} v(c_i \mid H_i) \mu_{H_i} \left( E[D^r] \right) $$

$$ = \sum_{k \in \mathbb{Z}^+} p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} k \sum_{j=1}^{k} \frac{v(c_j \mid H_j) \mu_{H_j}}{E[D^r]} \prod_{i=1}^{k} v(c_i \mid H_i) \mu_{H_i} \left( E[D^r] \right) $$

$$ - \sum_{k \in \mathbb{Z}^+} p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} k \sum_{j=1}^{k} \sum_{\eta_{H_j}} \prod_{i=1}^{k} v(c_i \mid H_i) \mu_{H_i} \left( E[D^r] \right) $$

where we have used that summing over $d$ removes the restriction $c_1 + \cdots + c_k = d$. In the following, we simplify (A19a) and (A19b) separately, starting with (A19a).

For fixed $k$ and $H_1, \ldots, H_k \in \mathcal{H}$, we compute

$$ \sum_{c_1, \ldots, c_k \in \mathcal{H}} k \sum_{j=1}^{k} \frac{v(c_j \mid H_j) \mu_{H_j}}{E[D^r]} \prod_{i=1}^{k} v(c_i \mid H_i) \mu_{H_i} \left( E[D^r] \right) $$

$$ = k \sum_{c_j \in \mathcal{H}} c_j \cdot v(c_j \mid H_j) \mu_{H_j} \prod_{i=1}^{k} v(c_i \mid H_i) \mu_{H_i} \left( E[D^r] \right) $$

Recall that $v(c_i \mid H_i)$ counts the number of $v \in \mathcal{V} (H_i)$ with degree $c_i$. Thus

$$ \sum_{c_i \in \mathcal{H}} v(c_i \mid H_i) = |H_i|, \quad \sum_{c_j \in \mathcal{H}} c_j \cdot v(c_j \mid H_j) = \sum_{v \in \mathcal{V} (H_j)} \deg(v) = 2|\mathcal{V} (H_j)|. $$

Again, denote by $H$ a random graph with pmf $\mu$. Combining (A20)–(A21) and substituting, (A19a) equals

$$ \sum_{k \in \mathbb{Z}^+} p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} k \sum_{j=1}^{k} \frac{2|\mathcal{V} (H_j)| \cdot (H_j) |H_j| \mu_{H_j} \left( E[D^r] \right)}{E[D^r]} $$

$$ = \sum_{k \in \mathbb{Z}^+} p_k \sum_{H_1, \ldots, H_k \in \mathcal{H}} \frac{2|\mathcal{V} (H_j)| \cdot (H_j) |H_j| \mu_{H_j} \left( E[D^r] \right)}{E[D^r]} $$

$$ = \sum_{k \in \mathbb{Z}^+} p_k \sum_{j=1}^{k} \frac{2|\mathcal{V} (H_j)| \cdot (H_j) |H_j| \mu_{H_j} \left( E[D^r] \right)}{E[D^r]} \prod_{i=1}^{k} \frac{|H_i| \mu_{H_i}}{E[D^r]} $$

$$ = \sum_{k \in \mathbb{Z}^+} p_k \cdot k \cdot \frac{2|\mathcal{V} (H_j)| \cdot (H_j) |H_j| \mu_{H_j} \left( E[D^r] \right)}{E[D^r]} \prod_{i=1}^{k} \frac{|H_i| \mu_{H_i}}{E[D^r]} $$

since $\mathbb{E} [|H|] / \mathbb{E}[D^r] = 1$, so the product over $i$ disappears, which yields $k$ identical terms in the sum over $j$. Note that $\sum_{k \in \mathbb{Z}^+} p_k \cdot k = \mathbb{E}[D^r]$ and recall from Remark 2.4(i) that $\mathbb{E}[D^r] / \mathbb{E}[D^r] = \gamma$. We conclude that (A19a) equals

$$ \frac{2|\mathcal{V} (H_j)| \cdot (H_j) |H_j| \mu_{H_j} \left( E[D^r] \right)}{\mathbb{E}[D^r]} \mathbb{E}[D^r] = 2\gamma \mathbb{E} [|\mathcal{V} (H_j)|]. $$

(A23)
Next, we study (A19b). Using (A20)–(A21) and substituting,
\[
\sum_{k \in \mathbb{Z}^+} p_k \sum_{H \in \mathcal{H}} \sum_{i \in [|H| - 1]} \eta_{r_i}^{\kappa_i} \frac{2|\mathcal{G}(H)|\mu_{H_i}}{E[D^r]} \prod_{\substack{i \in [k] \setminus \{i\}} \frac{|H_i|\mu_{H_i}}{E[D^r]} \\
= \sum_{k \in \mathbb{Z}^+} p_k \sum_{H \in \mathcal{H}} \sum_{j=1}^k \frac{2|\mathcal{G}(H)|\mu_{H_j} \cdot \eta_{r_j}^{\kappa_j - 1}}{E[D^r]} \prod_{i \in [k] \setminus \{j\}} \frac{|H_i|\mu_{H_i} \cdot \eta_{r_i}^{\kappa_i - 1}}{E[D^r]} \sum_{H \in \mathcal{H}} \frac{|H_i|\mu_{H_i} \cdot \eta_{r_i}^{\kappa_i - 1}}{E[D^r]}.
\]
(A24)

Recall (1.1), (1.2), and q from Assumption 2.3(C1), and note that
\[
\sum_{H \in \mathcal{H}} \frac{|H_i|\mu_{H_i} \cdot \eta_{r_i}^{\kappa_i - 1}}{E[D^r]} = \sum_{m \in \mathbb{Z}^+} m : \sum_{E \in D^r} \eta_r^{m-1} = \sum_{m \in \mathbb{Z}^+} \mathbb{P}(\tilde{D}^r = m - 1) \eta_r^{m-1} = G_{\tilde{D}^r}(\eta_r) = \eta_r,
\]
(A25)
as we have shown in Section 5.1. Consequently in (A24), the last product over i equals \(\eta_r^{k-1}\), and in the factor before, we recognize an expectation wrt the random graph \(H\) with pmf \(\mu\). Recall \(p\) from Assumption 2.3(A). Combining (A24)–(A25), we have that (A19b) without the minus sign equals
\[
\sum_{k \in \mathbb{Z}^+} p_k \sum_{j=1}^k \frac{2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1}}{E[D^r]} \eta_r^{k-1} = \frac{2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1}}{E[D^r]} \sum_{k \in \mathbb{Z}^+} p_k \cdot k \cdot \eta_r^{k-1}
= 2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1} \eta_r = 2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1} G_{\tilde{D}^r}(\eta_r)
= 2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1} \eta_r = 2|\mathcal{G}(H)|\eta_{r_i}^{\kappa_i - 1} G_{\tilde{D}^r}(\eta_r),
\]
(A26)
where we have used that we have defined \(\eta_r = G_{\tilde{D}^r}(\eta_r)\) in Theorem 2.7. Combining (A23) and (A26), we obtain that
\[
\sum_{k \in \mathbb{Z}^+} \sum_{d \in \mathbb{N}} d \cdot A(k, d) = 2|\mathcal{G}(H)| - 2|\mathcal{G}(H)| \eta_{r_i}^{\kappa_i - 1},
\]
(A27)
which is equivalent to (2.31).

APPENDIX B: DEATH PROCESSES AND THEIR HITTING TIMES

In this section, we prove Claim 3.6. We only show that statement (i) implies statement (ii), the proof of the reverse implication is analogous.

Proof: Statement (i) implies statement (ii). For \(\delta > 0, T < \infty\) and \(\varepsilon > 0, c_0 > 0\), we define the events
\[
\mathcal{E}_1(t, T) := \left\{ \sup_{t \leq T} \left| a_n^{-1} X^{(o)}(t) - f(t) \right| < \delta \right\},
\]
(B1)
\begin{equation}
\mathcal{E}_2^{(n)}(\varepsilon, c_0) := \left\{ \sup_{c \geq c_0} \left| \mathcal{T}^{(n)}(c) - f^{(-1)}(c) \right| < \varepsilon \right\}.
\end{equation}

Statement (i) implies that for any \( \delta > 0 \) and \( T < \infty \) fixed,

\begin{equation}
P \left( \mathcal{E}_1^{(n)}(\delta, T) \right) \to 1.
\end{equation}

Note that statement (ii) is equivalent to \( \mathcal{E}_2^{(n)}(\varepsilon, c_0) \) happening whp for any \( \varepsilon > 0, c_0 > 0 \). We prove this by finding a convenient correspondence of the parameters such that the (known to be whp) event \( \mathcal{E}_1^{(n)}(\delta, T) \) implies \( \mathcal{E}_2^{(n)}(\varepsilon, c_0) \). We fix \( \varepsilon > 0 \) and \( c_0 > 0 \) and denote the random function \( x^{(n)}(t) := a_n^{-1}X^{(n)}(t) \). For some \( \delta \) and \( T \) yet to be chosen, on the event \( \mathcal{E}_1(\delta, T) \), for each \( t \leq T \),

\begin{equation}
f(t) - \delta < x^{(n)}(t) < f(t) + \delta.
\end{equation}

Let \( t_1 := f^{(-1)}(c + \delta) \) and \( t_2 := f^{(-1)}(c - \delta) \). We choose \( T := f^{(-1)}(c_0 - \delta) \), so that \( t_1, t_2 \leq T \) for any choice of \( c \geq c_0 \). Then, on the event \( \mathcal{E}_1(\delta, T) \),

\begin{align}
x^{(n)}(t_1) &> f(t_1) - \delta = c, \\
x^{(n)}(t_2) &< f(t_2) + \delta = c.
\end{align}

Recall that \( \mathcal{T}^{(n)}(c) = \inf \{ t : x^{(n)}(t) \leq c \} \). Since \( x^{(n)}(t) \) is non-increasing, necessarily

\begin{equation}
f^{(-1)}(c + \delta) = t_1 \leq \mathcal{T}^{(n)}(c) \leq t_2 = f^{(-1)}(c - \delta).
\end{equation}

Since \( f^{(-1)} \) is continuous on \( (0, 1) \), it is uniformly continuous on \( [c_0/2, 1] \). Hence for our fixed \( \varepsilon \), we can choose \( 0 < \delta = \delta(\varepsilon) < c_0/2 \) such that for any \( s_1, s_2 \in [c_0/2, 1] \), if \( |s_1 - s_2| < \delta \), then \( |f^{(-1)}(s_1) - f^{(-1)}(s_2)| < \varepsilon \). Hence for this choice of \( \delta \),

\begin{align}
f^{(-1)}(c - \delta) &< f^{(-1)}(c) + \varepsilon, \\
f^{(-1)}(c + \delta) &> f^{(-1)}(c) - \varepsilon.
\end{align}

Combining (B6) and (B7), we obtain that on the event \( \mathcal{E}_1(\delta, T) \), \( |\mathcal{T}^{(n)}(c) - f^{(-1)}(c)| < \varepsilon \) holds uniformly in \( c \in [c_0, 1] \). That is, with the chosen \( T \) and \( \delta \), \( \mathcal{E}_1^{(n)}(\delta, T) \) implies \( \mathcal{E}_2^{(n)}(\varepsilon, c_0) \) for the given \( \varepsilon, c_0 \). Then

\begin{equation}
1 \geq P \left( \mathcal{E}_2^{(n)}(\varepsilon, c_0) \right) \geq P \left( \mathcal{E}_1^{(n)}(\delta, T) \right) \to 1
\end{equation}

as \( n \to \infty \). We conclude that statement (i) implies statement (ii).