Numerical modelling of the blowing phase in the production of glass containers
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Abstract
The industrial manufacturing of glass containers consists of several phases, one of which is the blowing phase. This paper describes the development of a numerical simulation tool for this phase. The hot liquid glass is modelled as a viscous fluid and its flow is governed by the Stokes equations. We use the boundary element method to solve the Stokes equations and obtain the velocity profile at the glass surface. The movement of the surface obeys an ordinary differential equation. We describe three methods to perform a time integration step and update the shape of the glass surface. All calculations are performed in three dimensions. This allows us to simulate the blowing of glass containers that are not rotationally symmetric. The contact between glass and mould is modelled using a partial-slip condition. A number of simulations on model glass containers illustrate the results.
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1 Introduction
The industrial production of glass products like bottles and jars consists of several phases. First glass is melted in a furnace where the glass reaches temperatures between 1200 and 1600 °C. The molten glass is then cut into gobs, which are transported to a forming machine.

The gob is positioned into a mould that is open from below. A plunger is pushed into the mould, shaping the glass to an intermediate form called the parison. This phase of the production process is called the pressing phase (Figure 1(a)). The parison is put into a second mould in which it is allowed to sag vertically due to gravity for a short period. When the glass almost touches the bottom of the mould, pressurized air flows into the mould from above, blowing the glass to its final shape. This phase of the production process is called the blowing phase (Figure 1(b)). After the blowing phase the glass is removed from the mould.

For the glass industry it is important to optimize each phase of the production process. One can think of optimizing the shape of the parison, the speed of the plunger, the sagging time, the pressure of the air during the blowing phase, etc [12]. Experiments to tune these parameters are cumbersome, costly and time consuming. Therefore computer simulation of the various production phases can offer useful information to optimize the production.

The goal of this paper is to develop such a simulation tool for the blowing phase using the Boundary Element Method (BEM) [1, 2, 3]. As we are interested in the shape evolution of the surface of the glass we do not need to know what is happening internally. The BEM only computes the velocity profile at the surface of the glass, whereas many other numerical methods also need to compute the glass velocity at internal points. Hence the BEM seems to be a very appropriate numerical method for this blowing problem.

We assume that the initial shape of the parison, the shape of the mould, the pressure of the pressurized air and material parameters are given. The hot liquid glass is a highly viscous fluid, and its flow is described
by the Stokes equations. The BEM computes the flow at the surface of the glass solving these Stokes equations. Then we perform a time integration step to obtain the shape of the glass at the next time level. For this new shape we again compute the flow at the surface and perform another time integration step. This iterative procedure enables us to study the shape evolution of the glass during the blowing phase. The computations are performed in three dimensions. This allows us to study bottles and jars that are not rotationally symmetric, for instance due to small imperfections in the initial parison.

Numerical modelling of the production process of glass bottles and jars has been the topic of several papers. Mostly finite elements are used to solve the Stokes equations [5, 6], sometimes using a level set method to track the position of the glass surface [8]. In many cases rotationally symmetric parisons are modelled and computations are thus limited to two dimensions. To the authors knowledge our work is the first to address the blowing problem in three dimensions using the BEM.

During the blowing phase the temperature of the glass changes due to heat exchange with the mould. The viscosity of the glass depends on the temperature in an essentially non-linear way. Hence the heat problem and the flow problem are coupled. In the papers mentioned above this phenomenon is studied intensively. In this paper we assume a uniform temperature field that may vary in time.

Special attention has to be given to the contact problem of the glass and the mould. Most papers assume a no-slip condition at the mould. In practice this is not the case. Sometimes the mould is even covered with a lubricating substance to improve the slip of the glass. Therefore we choose to work with a partial-slip boundary condition instead of a no-slip boundary condition.

The procedure described above results in a simulation tool to study the blowing phase for glass products. We have tested the simulation tool on several bottles and jars. The results of the tests are promising and may contribute to a better understanding of the production of bottles and jars.

This paper is set up as follows. Section 2 introduces the mathematical model of the glass flow during the blowing phase. The boundary value problem that we derive in this section is solved with the boundary element method in Section 3. In Section 5 we present a number of tests to show the performance of the simulation tool. We conclude with a short discussion in Section 6.

2 Mathematical model

In this section we derive the mathematical model that describes the flow of a three-dimensional volume of Newtonian fluid with high viscosity.

We consider a volume of fluid in three dimensions denoted by $\Omega$. The fluid is bounded by a closed surface $S$. The velocity and pressure of the fluid are denoted by $v$ and $p$ respectively. Furthermore the fluid
is characterized by the dynamic viscosity $\eta$, the surface tension $\gamma$ and a typical length scale $L$.

The motion of the fluid is governed by two equations. The continuity equation expresses conservation of mass, and reads

$$\nabla \cdot \mathbf{v} = 0,$$

(1)

where we assumed that the density of the fluid is constant and uniform, i.e. the fluid is incompressible. As the fluid is highly viscous, the conservation of momentum is described by the Stokes equations,

$$\nabla \cdot \sigma + \rho \mathbf{g} = 0,$$

(2)

where $\mathbf{g}$ is a body force (here we consider only gravitational force $\mathbf{g} = -g e_z$) and $\sigma$ is the stress tensor. For the Newtonian fluid the following constitutive equation for the stress tensor holds,

$$\sigma_{ij} := -p \delta_{ij} + \eta \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right),$$

(3)

with $\delta_{ij}$ the Kronecker delta. Substitution of the constitutive equation for $\sigma$ into the Stokes equations yields

$$\eta \nabla^2 \mathbf{v} - \nabla p + \rho \mathbf{g} = 0.$$

(4)

We distinguish four types of boundary conditions, see Figure 2. At the surfaces $S_0$ and $S_1$ the normal stress is related to the prescribed pressures $p_0$ and $p_1$ onto the surface and the surface tension $\gamma$,

$$\begin{align*}
\sigma \mathbf{n} &= -p_0 \mathbf{n} - \gamma \kappa \mathbf{n}, \text{ at } S_0, \\
\sigma \mathbf{n} &= -p_1 \mathbf{n} - \gamma \kappa \mathbf{n}, \text{ at } S_1.
\end{align*}$$

(5)

The vector $\mathbf{n}$ is the outward unit normal at the surface and $\kappa$ is the mean curvature at a certain point of the surface. The first term in the boundary condition accounts for the external pressure acting onto the surface. The second term accounts for the surface tension due to the curvature of the surface. In the fluid all molecules attract one another. A molecule that is in the interior of the fluid domain is attracted by all its neighbours, so the average force it experiences is equal to zero. A molecule at the surface of the fluid experiences a force inwards the fluid. For highly curved surfaces this force will be larger than for flat surfaces. The curvature of the surface is measured by the mean curvature $\kappa$ with dimension $L^{-1}$. For more details about the incorporation of curvature in the boundary conditions we refer to [16].

At the surface $S_2$ the glass is not allowed to move and hence we set the velocity equal to zero,

$$\mathbf{v} = 0, \text{ at } S_2.$$  

(6)
At the surface $S_3$, the fluid is in contact with a solid wall, but is allowed to slip along the wall. This means that the velocity component in the normal direction is equal to zero, i.e. the fluid cannot penetrate through the wall,

$$ \mathbf{v} \cdot \mathbf{n} = 0, \text{ at } S_3. $$

(7)

The velocity component in the tangential directions does not need to be zero. The most common condition is that the tangential component of the velocity is related to the normal stress by

$$ (\sigma \mathbf{n} + \beta_m \mathbf{v}) \cdot \mathbf{t} = 0, \text{ at } S_3. $$

(8)

Here $\mathbf{t}$ is a vector in the tangential direction at the wall and $\beta_m$ is a friction parameter. If $\beta_m \to 0$ there is no friction between fluid and wall. If $\beta_m \to \infty$ the friction between fluid and wall is too large to allow slip along the wall. It can be seen that in that case (7) together with (8) yield the no-slip condition (6).

Let $v_c$ be a characteristic velocity for the flow of the fluid. We define a characteristic pressure $p_c$ by

$$ p_c = \frac{\eta v_c}{L}. $$

Using these characteristic parameters and using $L$ as a characteristic length, we rewrite the Navier-Stokes equations in dimensionless form,

$$ \nabla' \cdot \mathbf{v}' = 0, \nabla' \cdot \mathbf{p}' + \alpha g' = 0. $$

(9)

Here $\mathbf{v}'$, $\mathbf{p}'$ and $\mathbf{g}'$ are the dimensionless velocity, pressure and body force, and the differential operator $\nabla'$ denotes differentiation with respect to the dimensionless spatial coordinates. The dimensionless parameter $\alpha$ is the ratio of the Reynolds number and the Froude number, defined as

$$ \text{Re} := \frac{\rho L v_c}{\eta}, \quad \text{Fr} := \frac{v_c^2}{gL}, $$

(10)

where $g$ is the acceleration of gravity. The dimensionless form of the momentum balance (9) together with the dimensionless form of the mass balance (1),

$$ \nabla' \cdot \mathbf{v}' = 0, $$

(11)

give a system of four equations that describe the flow of the fluid.

It can be verified that the dimensionless stress tensor $\sigma'$ is defined as

$$ \sigma' := -\frac{p_0}{p_1 - p_0} T + \frac{1}{p_1 - p_0} \rho \sigma. $$

(12)

We also introduce a dimensionless curvature $\kappa'$ by $\kappa' = L \kappa$. Substitution of $\sigma'$ and $\kappa'$ into the boundary conditions at $S_0$ and $S_1$ yields

$$ \sigma' \mathbf{n} = -\beta \kappa' \mathbf{n}, \text{ at } S_0, $$

$$ \sigma' \mathbf{n} = -(1 + \beta \kappa') \mathbf{n}, \text{ at } S_1, $$

(13)

where the dimensionless parameter $\beta$ is defined as

$$ \beta := \frac{\gamma}{(p_1 - p_0)L}. $$

(14)

The boundary condition at $S_2$ becomes

$$ \mathbf{v}' = 0, \text{ at } S_2. $$

(15)

It can be verified that substitution of $\sigma'$ and $\mathbf{v}'$ into the second part of the boundary condition at $S_3$ yields

$$ -p_0 \mathbf{n} \cdot \mathbf{t} + (p_1 - p_0)(\sigma' \mathbf{n} + \frac{L \beta_m \mathbf{v}'}{\eta}) \cdot \mathbf{t} = 0. $$

(16)

The first term cancels out since $\mathbf{n} \cdot \mathbf{t} = 0$. We divide by $p_1 - p_0$ and and get the following boundary conditions at $S_3$,

$$ (\sigma' \mathbf{n} + \beta_m \mathbf{v}'). \mathbf{t} = 0, $$

$$ \mathbf{v}' \cdot \mathbf{n} = 0, \text{ at } S_3, $$

(17)
where the dimensionless friction parameter \( \beta'_m \) is defined as
\[
\beta'_m := \frac{L \beta_m}{\eta}.
\] (18)

In the sequel we drop the \('\) to simplify the notation.

We introduce a modified pressure \( \tilde{p} \) by [13, p. 164]
\[
\tilde{p} := p + \alpha z,
\] (19)
where \( z \) is the vertical coordinate. Since \( \nabla \tilde{p} = \nabla p + \alpha e_z = \nabla p + \alpha g \), the momentum balance simplifies to
\[
\nabla^2 v - \nabla \tilde{p} = 0, \text{ in } \Omega. \tag{20}
\]

We may define a modified stress tensor \( \tilde{\sigma} \) by
\[
\tilde{\sigma} := \tilde{\sigma}(\tilde{p}, v) = -\alpha z I + \sigma(p, v). \tag{21}
\]

Substitution of this new stress tensor into the boundary conditions at \( S_0 \) and \( S_1 \) yields
\[
\tilde{\sigma} n = -(\alpha z + \beta \kappa) n, \text{ at } S_0,
\]
\[
\tilde{\sigma} n = -(1 + \alpha z + \beta \kappa) n, \text{ at } S_1. \tag{22}
\]

It can be verified that substitution of \( \tilde{\sigma} \) into the second part of the boundary condition at \( S_3 \) yields
\[
\alpha z n. t + (\tilde{\sigma} n + \beta_m v). t = 0. \tag{23}
\]

The first term cancels out since \( n. t = 0 \) and we obtain the following conditions at \( S_3, \)
\[
(\tilde{\sigma} n + \beta_m v). t = 0,
\]
\[
v. n = 0, \text{ at } S_3. \tag{24}
\]

To summarize, the equations and boundary conditions in dimensionless form are given by
\[
\nabla^2 v - \nabla p = 0, \text{ in } \Omega,
\]
\[
\nabla v = 0, \text{ in } \Omega,
\]
\[
\tilde{\sigma} n = -(\alpha z + \beta \kappa) n, \text{ at } S_0,
\]
\[
\tilde{\sigma} n = -(1 + \alpha z + \beta \kappa) n, \text{ at } S_1,
\]
\[
v = 0, \text{ at } S_2,
\]
\[
(\tilde{\sigma} n + \beta_m v). t = 0, \text{ at } S_3,
\]
\[
v. n = 0, \text{ at } S_3. \tag{25}
\]

In the sequel we will omit the \( \tilde{\} \) to simplify the notation.

### 3 Boundary element method

We use the boundary element method to solve the Stokes problem outlined in the previous section. First we show how the boundary value problem transforms into a set of boundary integral equations. After discretisation of the surface we obtain a linear system of algebraic equations. Solving this system yields the velocity of the glass surface.

The key ingredient to transform the mathematical model from the previous section into a set of boundary integral equations is Green’s identity for the Stokes problem. For an extensive derivation we refer the reader to [11].

We introduce a new variable \( b, \)
\[
b := \sigma(p, v)n, \tag{26}
\]
where represents the normal stress at the boundary. Under the assumption that the surface of is smooth, it can be deduced that

\[
\frac{1}{2} \delta_{ij} v_j(x) + \int_S q_{ij}(x, y) v_j(y) dS_y = \int_S u_{ij}(x, y) b_j(y) dS_y, \quad i = 1, 2, 3, \quad x \in S.
\]  

(27)

Here the functions and are defined as

\[
q_{ij}(x, y) := \frac{3}{4\pi} \frac{(x_i - y_i)(x_j - y_j)(x_k - y_k)n_k}{\|x - y\|^5},
\]

\[
u_{ij}(x, y) := \frac{1}{8\pi} \left[ \delta_{ij} \frac{1}{\|x - y\|} + \frac{(x_i - y_i)(x_j - y_j)}{\|x - y\|^3} \right].
\]  

(28)

We introduce the integral operators and ,

\[
(G\phi)_i := \int_S u_{ij}(x, y) \phi_j(y) dS_y,
\]

\[
(H\psi)_i := \int_S q_{ij}(x, y) \psi_j(y) dS_y.
\]  

(29)

These operators are the single and double layer operator for the Stokes flow respectively. With these operators the boundary integral equation (27) is simply as,

\[
\left(\frac{1}{2}I + H\right)v = Gb.
\]  

(30)

This boundary integral equation expresses the relation between the flow at the surface of the fluid and the normal stresses at the surface.

The surface is approximated by linear triangular elements. Each element typically consists of three nodes that are located at the corners of the triangle. The total number of nodes is denoted by . We introduce three linear shape functions,

\[
\phi_1(\xi_1, \xi_2) = 1 - \xi_1 - \xi_2,
\]

\[
\phi_2(\xi_1, \xi_2) = \xi_1,
\]

\[
\phi_3(\xi_1, \xi_2) = \xi_2,
\]  

(31)

where and . Consider the -th element with nodes and . The element is parameterized by

\[
y = y(\xi_1, \xi_2) = \phi_1 x^1 + \phi_2 x^2 + \phi_3 x^3.
\]  

(32)

The vectors and are linearly approximated with the same shape functions,

\[
v(y) = \phi_1 v^1 + \phi_2 v^2 + \phi_3 v^3,
\]

\[
b(y) = \phi_1 b^1 + \phi_2 b^2 + \phi_3 b^3.
\]  

(33)

Here is the velocity at the node and is the normal stress at the node . We approximate the surface integral over by a sum of integrals over the elements , and substitute the approximations for and ,

\[
\frac{1}{2} v_i(x) + \sum_{k=1}^K \int_{S_k} q_{ij}(x, y) \left( \phi_1 v^1_j + \phi_2 v^2_j + \phi_3 v^3_j \right) dS_y = \sum_{k=1}^K \int_{S_k} u_{ij}(x, y) \left( \phi_1 b^1_j + \phi_2 b^2_j + \phi_3 b^3_j \right) dS_y, \quad x \in S, \quad i = 1, 2, 3.
\]  

(34)
We substitute $x = x^p, p = 1, \ldots, N$, in (34), obtaining $3N$ equations. Next we construct two coefficient vectors,

$$
\mathbf{v} = \begin{bmatrix} v_1^1, v_1^2, v_1^3, \ldots, v_1^N, v_2^1, v_2^2, v_2^3, \ldots, v_2^N, v_3^1, v_3^2, v_3^3 \end{bmatrix}^T,
$$

$$
\mathbf{b} = \begin{bmatrix} b_1^1, b_1^2, b_1^3, \ldots, b_1^N, b_2^1, b_2^2, b_2^3 \end{bmatrix}^T.
$$

(35)

This allows us to write (34) in a matrix-vector form,

$$
H\mathbf{v} = G\mathbf{b}.
$$

(36)

To compute the matrices $H$ and $G$, we have to evaluate integrals of the form

$$
\int_{S_k} q_{ij}(x^p, y)\phi_r dS_y,
$$

$$
\int_{S_k} u_{ij}(x^p, y)\phi_r dS_y.
$$

(37)

The integrals can be evaluated by using a Gauss quadrature scheme, but special care has to be taken when the node $x^p$ is in the surface element $S_k$. In that case one need to use a slightly more elaborate method to evaluate the integrals, e.g. a logarithmic Gauss quadrature scheme.

In the case where $S_3 = \emptyset$ we either know the velocity coefficients at a node or the normal stress coefficients. Hence in (36) some of the unknowns are in the vector $\mathbf{b}$ at the right-hand side and some of the knowns are in the vector $\mathbf{v}$ at the left-hand side. By interchanging columns properly we arrive at the standard form linear system with unknown $x$,

$$
A\mathbf{x} = \mathbf{f}.
$$

(38)

When $S_3 \neq \emptyset$ there are nodes at which both the velocity and normal stress coefficients are unknown, though related via the slip conditions (24). Let $t^r, r = 1, 2$, be the two tangential vectors at the wall at such a node $x \in S_3$. Since $\mathbf{v} \cdot n = 0$ at $x$, we may write

$$
\mathbf{v}(x) = a_1 t^1(x) + a_2 t^2(x), \quad a_1, a_2 \in \mathbb{R}.
$$

(39)

Substitution into $(\mathbf{b} + \beta_m \mathbf{v}) t^r = 0$ yields $a_r = -(\mathbf{b} \cdot t^r)/\beta_m$. In the boundary integral equation we replace $\mathbf{v}(x)$ by the above expression. Thus we have eliminated $\mathbf{v}(x)$ and the only unknown at $x$ is $\mathbf{b}(x)$. The solution of the BEM yields the normal stress $\mathbf{b}(x)$ and as a post-processing step we compute the velocity $\mathbf{v}(x)$ from (39). In this way we arrive at the same standard form linear system $A\mathbf{x} = \mathbf{f}$.

The matrix $A$ is a dense matrix and the linear system can be solved by using an LU-decomposition technique. Due to the dense nature of the matrix, this may become costly, especially when the size of the matrix is large.

**4 Algorithm**

In this section we describe an algorithm to simulate the blowing phase. Several steps can be distinguished in this algorithm.

**Initial surface $S$**

**for** step = 1, 2, ...

Use BEM to obtain $\mathbf{v}$

Perform velocity smoothing

Perform time integration to update $S$

Perform Laplacian smoothing

Regridding

**end**
Time integration

The movement of the surface of the fluid domain is described by the velocity field \( v(x, t) \) that is the outcome of the Stokes problem. In fact we calculate the velocity at a set of \( N \) nodes at the surface. To study the evolution of the surface we need to solve an ordinary differential equation,

\[
\frac{\partial x}{\partial t} = v(x, t), \quad x \in S. \tag{40}
\]

Assume that at time \( t = t^n \) we know the locations of the nodes \( x^n \) and the velocity at these nodes \( v(x^n, t^n) =: v^n \). We do not have any information of the nodes or velocity in the future. Therefore we cannot make use of implicit time integration schemes to solve (40).

An option is to use an Euler forward scheme, in which we approximate the locations of the nodes at the next time level \( t^{n+1} \) by

\[
x^{n+1} = x^n + \Delta t v(x^n, t^n). \tag{41}
\]

However this scheme is only first order accurate. Another option is to use a modified version of Heun's method, which is also called the improved Euler method. This method is known to be second order accurate [4]. However for this method we need the velocity \( v \) at the next time level \( t^{n+1} \) in the new location \( x^{n+1} \) of the node. As we remarked before we do not have information of future time levels. To get around this problem we first predict the location of the node at the next time level using an Euler forward step (41). For this predicted node \( x^{n+1} \) we again solve the Stokes problem and we obtain the velocity in this node at time \( t^{n+1} \). Then we update our prediction of \( x^{n+1} \) with Heun's method. In this way we corrected the prediction of \( x^{n+1} \) as performed with the Euler forward step. The disadvantage of the Heun’s method is that we have to solve two Stokes problems at each time step.

A third option to perform time integration is the so called flow method developed in [14]. Time integration is explicit in this method and only one Stokes problem needs to be solved at each time step, while accuracy is second order. To reach this quadratic accuracy an inverse interpolation problem is solved at each time step. The method exploits the fact that the time-dependence of the velocity is very small, \( \partial v / \partial t \approx 0 \), and hence we have to solve an ODE of the form \( \partial x / \partial t = v(x) \). Another advantage of the flow method is its volume-conserving nature. Also on the long term this method performs better than other second order methods. However, the time interval that is spanned in our simulations is very restricted, so we cannot exploit the long term performance of the flow method.

Note that the BEM with linear elements as described in the previous section is second order accurate. This means that we cannot improve the overall accuracy by choosing an accurate time integration method only. We also need to use higher order elements in the BEM to achieve high accuracy. To illustrate this, we may monitor the total volume of the fluid domain. As we are dealing with an incompressible fluid, the volume should remain constant during the blowing phase. Hence computation of the fluid volume at each time step provides us insight in the accuracy of the simulation tool.

At each node at the surface the BEM computes the velocity with an error of order \( h^2 \), where \( h \) is a typical size of the boundary elements. Summation over all elements yields an error of order \( h \) in the total volume. From that point of view it does not make any difference if we use a first or second order accurate time integration scheme. The error in the fluid volume is always dominated by the error made by the BEM. Hence in our simulation we always choose the Euler forward method to perform time integration.

Laplacian smoothing

A well-known technique to smooth a triangulated surface is Laplacian smoothing [7, 10, 17]. For each node \( x \) at the surface \( S \) we compute the geometric average \( x_{av} \) of the neighbouring nodes. A neighbouring node is a node that shares an edge of a triangle with \( x \). If the node \( x \) is too far away from \( x_{av} \), it is relocated at the geometric average. Or more general, the node \( x \) is replaced by a weighted average of \( x \) and \( x_{av} \),

\[
x \rightarrow (1 - w)x + w x_{av}, \tag{42}
\]

where \( w \) is a suitably chosen weight. We can do this for every node, in which case we apply global smoothing. Or we may replace \( x \) only if the distance to \( x_{av} \) exceeds a certain tolerance. In that case we
apply local smoothing. In other words, we smooth the surface only at nodes where it is most needed. The process can be repeated several times. In each iteration the surface gets smoother.

A side-effect of the smoothing is that the volume that the surface encloses decreases. This is a typical disadvantage of standard Laplacian smoothing. There are several modifications to the standard technique to avoid volume loss. The simplest one is to restrict the movement of the node $x$ to a direction perpendicular to the normal at the surface at $x$. Unfortunately this reduces the performance of the smoothing. Another possibility is to take pairs of nodes that are connected by an edge. The two nodes are relocated to new positions simultaneously. In this way we have more freedom to move the nodes to the desired locations, while conserving the volume. In our simulation tool we use the latter modification to Laplacian smoothing. For more details we refer to [10].

Regridding

As the deformation of the glass is large the triangular elements of the discretised surface $S$ may become very large. Therefore it is necessary to remesh the surface regularly. At every time step of the simulation we monitor the length of the edges of the boundary elements. If such an edge has a length larger than a certain tolerance level, this edge is subdivided. As a consequence the two elements that share this edge are subdivided into four new elements.

5 Results

In this section we perform several simulations with model glass parisons that are blown to bottles or jars. In all simulations we assume that the top of the parison is fixed, i.e. the velocity of the glass is equal to zero. This part of the glass corresponds to the surface part $S_2$ (see Figure 2).

The material properties of glass can be found in [15]. With these properties the dimensionless parameters that appear in the model get the following values,

$$\alpha = 0.0082, \quad \beta = 0.001.$$  \hfill (43)

Ideally, the value of the dimensionless friction coefficient $\beta_m$ has to be determined experimentally. However, to the authors’ knowledge no such experiments have been reported in literature. For our simulations we take $\beta_m = 1$, i.e. a partial-slip condition for the glass when it comes into contact with the wall.
The first simulation shown in Figures 3 and 4 concerns a glass parison that is put into a cylindrical mould. The pressure that is blowing in from above causes the glass to move in vertical and radial directions. After some time the whole mould is filled with glass, that is the walls of the mould are covered with a layer of glass, see Figure 4. The glass is allowed to slip along the wall when it comes into contact with the mould. It turns out that it is very hard to make the glass fill the corners of the mould. In Figure 3 one can see that near the corners we perform local mesh refinement. This improves the filling of the corners.

The cross-sectional view in Figure 4 shows that we get sharp corners at the top of the parison where the surface parts $S_1$ and $S_2$ touch. This is a direct consequence of the choice to keep the glass fixed at $S_2$, while it is allowed to move at $S_1$. In reality these sharp corners do not appear.

One can also see that, although we perform local mesh refinement, still some small gaps appear between the glass and the mould. Such gaps will always be present in our simulations as we try to fill a smoothly curved mould by a set of straight linear elements.
Figure 4: Cross-sectional view of Figure 3 at $y = 0$. 
Figure 5: During the first three snapshots the glass is sagging to the bottom of the mould. During the last three snapshots air is blowing into the parison from above. The glass is allowed to slip along the wall of the mould.

Figure 5 and 6 show a simulation with a mould that has a more challenging shape, though still rotationally symmetric. The lower part of the mould has a smaller width than the upper part of the mould. Again the corners are rounded. The glass is allowed to slip along the wall of the mould. In the previous simulation the only driving force was the pressure of the air that is blown into the parison from above. In reality the parison is first subjected to gravity only. The glass will sag to the bottom of the mould and when it almost touches the bottom, air starts to blow into the mould. The simulation in Figure 5 and 6 consists of these two stages. The first three snapshots correspond to the sagging stage while the last three snapshots correspond to the blowing stage. It is observed that during the sagging the glass mainly moves in vertical direction. During the blowing the glass both moves in vertical and radial direction. It turns out that gravity has little effect during the blowing stage. Therefore the gravity coefficient $\alpha$ can be set equal to zero as soon as the
Figure 6: Cross-sectional view of Figure 5 at $y = 0$.

blowing stage starts.
Figure 7: A square parison with rounded corners and a square mould with rounded corners. During the first three snapshots the glass is sagging to the bottom of the mould. During the last three snapshots air is blowing into the parison from above. The glass is not allowed to slip along the wall.

The simulation that is presented in Figure 7 and 8 deals with a parison and a mould that are not rotationally symmetric. The initial parison has the shape of a box with rounded corners. Also the mould has the shape of a box, but the upper part has a smaller width than the lower part. Again all corners are rounded. Although the parison and mould are symmetric in the planes \( x = 0 \) and \( y = 0 \), these symmetries are not exploited in the computations. Again we consider the two stages that occur in the production process: sagging and blowing. The first three snapshots correspond to the sagging stage while the last three snapshots correspond to the blowing phase. In this case it is clearly visible that the glass moves in vertical direction only during the sagging stage. It is only in the blowing stage that the glass also moves in the radial direction.
6 Discussion

We have developed a simulation tool to analyse the blowing phase in the production process of glass containers. All calculations are performed in three dimensions, which allows to study parisons that are not rotationally symmetric. For instance, one can see how a certain imperfection in the initial parison develops through time. In principle our simulation tool can handle complex shapes of the parison and mould. However, the shape of the mould has to be described mathematically, and such a description might be very difficult to realize for complex shapes.

The boundary element method requires the existence of a fundamental solution for the boundary value
problem. For the Stokes equations such a fundamental solution can be found, provided that the coefficients in the Stokes equations are constant. However, for hot liquid glass the material parameters are known to be temperature-dependent, in particular the viscosity. As the temperature is time and space dependent, so is the viscosity. Hence in reality the coefficients in the Stokes equations are not constant and a fundamental solution is not known. In order to be able to use the boundary element method, we assume that the viscosity is uniform. We realize that this is a restriction that makes it difficult to compare our results to experimental data. Note that our simulation tool can incorporate material properties that change in time.

Little is known about the friction parameter $\beta_m$. To the authors’ knowledge there are no experiments mentioned in literature in which the friction parameter for glass is determined. For the application studied in this paper it is known that there is little friction between glass and mould. Therefore, a small value of $\beta_m$ seems to be an appropriate choice.

Even though we have to restrict our computations to glass with a uniform viscosity, the boundary element method is an appropriate numerical method for the application at hand. As we are only interested in the shape evolution, i.e. the flow of the glass surface, it is very efficient to use the boundary element method, since it only discretises the surface of the glass. Many other numerical method also require the computation of the flow in the interior of the glass. As a direct consequence the matrices that appear in the boundary element method are much smaller than the matrices that appear in the finite element method, for instance. To compute the flow of the glass during the blowing phase, the boundary element method requires a computation time ranging from half an hour to an hour. This is reasonably fast keeping in mind the complex nature of the equations at hand.

Another advantage of the boundary element method is the relative ease with which surface tension can be added to the model and incorporated in the computations. During the blowing phase this surface tension does not have much influence, but during the sagging of the glass it cannot be neglected.
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