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Abstract—Current loop buffer organizations for very large instruction word processors are essentially centralized. As a consequence, they are energy inefficient and their scalability is limited. To alleviate this problem, we propose a clustered loop buffer organization, where the loop buffers are partitioned and functional units are logically grouped to form clusters, along with two schemes for buffer control which regulate the activity in each cluster. Furthermore, we propose a design-time scheme to generate clusters by analyzing an application profile and grouping closely related functional units. The simulation results indicate that the energy consumed in the clustered loop buffers is, on average, 63 percent lower than the energy consumed in an uncompressed centralized loop buffer scheme, 35 percent lower than a centralized compressed loop buffer scheme, and 22 percent lower than a randomly clustered loop buffer scheme.

Index Terms—RISC/CISC, VLIW architectures, real-time and embedded systems, memory management, memory design, low-power design.

1 INTRODUCTION

C
current embedded systems for multimedia applications, such as mobile and hand-held devices, are typically battery operated. Therefore, low energy is one of the key design goals for such systems. Many such systems often rely on very long instruction word (VLIW) application specific instruction set processors (ASIPs) [1]. However, power analysis of such processors indicates that a significant amount of power is consumed in the instruction caches [2], [3]. For example, in the TMS320C6000, a VLIW processor from Texas Instruments, up to 30 percent of the total processor energy is consumed in the instruction caches alone [2]. Loop buffering (or L0 buffering) is an effective scheme to reduce energy consumption in the instruction memory hierarchy [4], [5]. In a typical multimedia application, a significant amount of execution time is spent in small program segments. Hence, by storing them in a small L0 buffer instead of a conventionally large instruction cache, energy can be reduced. Furthermore, by adopting a counter-based indexing mechanism, the expensive tags of the loop cache can be eliminated [6]. By coupling compiler optimizations with the L0 buffer organization, the energy efficiency can be further enhanced [7], [8]. In particular, the authors of [8] have shown that up to 90 percent of the operations can be fetched from a 256-operation L0 buffer, thus reducing the energy per transfer of instruction.

In this context, our contributions are the following: 1) We propose a clustered L0 buffer organization, as shown in Fig. 1, where the L0 buffers are partitioned and functional units are logically grouped to form instruction clusters, along with two schemes for the buffer control which regulate the activity in each cluster. 2) The formation of clusters at design time is steered by functional unit activity of a given application instead of grouping arbitrarily. In this paper, we present results that are application specific. However, this cluster generation technique can also be applied over an application domain.

The rest of the paper is organized as follows: An overview of key motivations for a clustered organization is presented in Section 2. The proposed clustered organization is described in Section 3. The profile-based clustering algorithm is outlined in Section 4. In Section 5, a detailed analysis of the proposed schemes is provided. In Section 6, related work is discussed. Finally, in Section 7, a brief summary is given and future work is outlined.

2 MOTIVATIONS

Thus far, the L0 buffer organizations proposed and analyzed in the literature are, to a large extent, centralized, i.e., a single logical cluster is assumed and a single controller controls the indexing into the buffer to store and fetch instructions. However, such an organization in the context of VLIW processors is energy inefficient and its scalability is limited. First, the wordlines of the buffers...
should be at least as wide as the number of issue slots or the number of functional units (FUs) in the datapath in order to provide a desired throughput of one instruction per cycle. Realistically, in an embedded VLIW processor like the TI C6x series from Texas Instruments [9], this width would be about 256 bits (eight FUs with 32-bit operations). Even if the L0 buffers store compressed instructions (NOP Compression), the width of the buffer still needs to be as wide as the uncompressed case in order to provide the necessary best case throughput. With an increase in the number of FUs, the width of the wordlines is bound to increase. In general, memories with wide wordlines tend to be energy inefficient. Partitioning or subbanking is a known technique to avoid long wordlines. However, these techniques are applied at the microarchitectural level or at the hardware level. In contrast, we propose raising the notion of partitioning to the architectural level, where certain features of the application can be exploited to achieve higher energy efficiency. Since we expose the partitions at the architectural level, certain necessary extensions to the local controllers have to be made. In the next section, we propose two schemes for the local controllers.

3 CLUSTERED L0 BUFFER ORGANIZATION

The essentials of the proposed clustered L0 buffer organization are illustrated in Fig. 1. The L0 buffers are partitioned and grouped with certain FUs in the datapath to form an instruction cluster or an L0 cluster. In each cluster, the buffers store only the operations of a certain loop destined to the FUs in that cluster. Furthermore, the buffers are placed close to the FUs. By closeness, it is meant that the latency of transfer of the instructions from the buffers to the FUs is minimal and also the physical distances between the buffers and FUs in a cluster are as small as possible.

The operation of the clustered L0 organization is as follows: By default, the L0 buffers are not accessed during the normal phase of the execution. Parts of the program that are to be fetched from L0 buffers should be marked explicitly either by the programmer or the compiler. A special instruction, lbon (loop buffer on), should be inserted at the beginning of the program segment along with the number of instructions in the program segment. The program segment can be any loop with conditional constructs, nested loops, or even parts of loops. By arranging the code in a proper layout, any generic program segment can be mapped. For our analysis, we have chosen small loops that have significant weight in the program execution (refer to Table 1). An example illustrating this process is shown in Fig. 2. Here, a loop is explicitly marked by the compiler to be mapped onto the L0 buffers and, also, the number of instructions in the loop (five instructions) is indicated.

3.1 Filling Clustered L0 Buffers

Once the instruction containing the lbon operation is encountered during the program execution, the processor pipeline is stalled and the instructions that immediately follow lbon are prefetched and distributed over the different L0 partitions. The number of instructions prefetched will be as indicated in the lbon operation (five instructions in the example illustrated). Alternatively, clever prefetching schemes can be adopted in order to avoid the stalls. However, we do not consider any such schemes for the analysis in this paper. For every instruction pre-fetched, the instruction dispatch stage issues the operations to their corresponding clusters. Once the instructions are stored in the L0 buffers, the execution is resumed, with instructions now being fetched from L0 buffers. The dispatch logic does not decode the operations, but partially decodes the instructions to extract operations for each cluster. Here, we assume that this logic is very small and neglect it for further analysis. Additionally, the buffers can also be used to store decoded operations. However, this decision requires analysis of the instruction encoding and the trade-off between sizes of L0 buffers before and after decoding. This analysis is beyond the scope of this paper.

Alternatively, the L0 buffers can be filled with the instructions of the loop by simultaneously feeding the

![Fig. 1. The clustered L0 buffer organization.](image)

![Fig. 2. A part of the program segment mapped on to the L0 buffers.](image)
datapath during the first iteration of the loop, thus avoiding the stall cycles. However, this alternative is suitable only for loops without conditional constructs. For a loop with conditional constructs, some of the basic blocks may not be executed in the first iteration. In the worst case, one of the basic blocks may not be executed till the last iteration. In this scenario, instructions would still be fetched from expensive L1 cache instead of L0 buffers. However, this can be solved to some extent by employing code transformation techniques like function in-lining [10] and loop splitting [8].

3.2 Regulating Access
One of the key features of our clustered organization is that we can restrict the accesses to partitions that are not active in an instruction cycle. We achieve this by providing an activation trace (AT) in the local controller (ITC) of each cluster. While operations of each instruction in the loop are prefetched and distributed among the partitions, a one or a zero is stored in the activation trace register, indicating that the partition is active or inactive, respectively. Fig. 3 shows the activation trace for the example illustrated in Fig. 2. For instance, during the execution of the third instruction of the loop, partitions one and four are active, while partitions two and three are inactive. Thanks to this activation trace we can now restrict the access to partitions two and three through the “enable” signal, thus saving energy consumption.

3.3 Indexing into L0 Buffer Partitions
In order to store and fetch the instructions, indexes that point to appropriate locations in each L0 partition have to be generated. One of the following two schemes can be adopted for the index generation. In the first scheme, a common index (NEW_PC in Fig. 3) is generated for all the L0 partitions. This index is derived directly from the program counter as \( NEW\_PC = f_n(\text{PC}, \text{START\_ADDRESS}) \). Having only one index for all the L0 partitions implies that the operations of an instruction that are stored in different partitions have to be stored in identical locations in the corresponding cluster. For instance, the third instruction of the example illustrated in Fig. 2 has two operations op13 and brz‘x’ stored in L0 partitions one and four at location two. Although only two operations are stored, the corresponding locations in L0 partitions, two and three, cannot be reused to store operations of other instructions. Furthermore, this also implies that the number of words in each partition has to be identical. One of the advantages of this scheme is that the index generation is simple and its implementation can be heavily optimized, but this comes at the expense of inefficient storage utilization.

In the second scheme, instead of only one index for all the partitions, separate indexes for each L0 partition are generated and stored in an index translation table (ITT) (refer to Fig. 4). Here, a counter (not shown in figure) keeps track of the next free location available in each partition and this is incremented only when an operation is stored in that partition. Furthermore, all the ITTs are in turn indexed by the NEW_PC, which is generated as described above. The operation of this indexing scheme is illustrated in Fig. 4. For instance, the operations of the third instruction in the above example are stored in locations one in the first partition and...
one in the fourth partition, while nothing is stored in partitions two and three, thus utilizing the storage space more efficiently than the first scheme. However, this efficiency comes at the expense of increased complexity and cost of index translation in each partition. Unlike the previous scheme, where only one index is used for all the partitions, the local controller in this scheme requires a storage for the index translation of width = \( \log_2(\text{Depth of L0 Buffers in a partition}) \) in addition to the activation trace and depth of \( \max(\#\text{instructions mapped}) \).

### 3.4 Fetching from L0 Buffers or L1 Cache

When the \( lbm \) instruction is encountered during execution, the address location of the first instruction of the loop and the address of the last instruction of the loop are stored in the start and end registers provided in the Loop Buffer Control or the LBC (not shown in the figure). When the program counter points to a location within this address range, the instructions are fetched from the L0 buffers instead of the L1 cache. The signal \( L0\text{ buffer enable} \) (or \( L1\text{ Cache Disable} \)) in Fig. 1 selects the appropriate inputs of the multiplexers and enables or disables the fetch from the L1 cache.

The start register is comparable to a tag in conventional caches. Typically, when the instruction \( lbm \) is encountered during execution, the start address of the loop body following that instruction is compared with the start address already stored in the start register. If there is a match, then the instructions that are already stored in L0 buffers are used. On the other hand if there is a mismatch, only then are the instructions of the loop body following the \( lbm \) instruction prefetched and stored in the buffers. This prevents unnecessary refetching of the same instructions.

For the above example (Fig. 2), a detailed illustration of the operation of clustered L0 buffers with two schemes of controller is provided in the Appendix.

### 4 Profile-Based Clustering

Essentially, two aspects are important in generating clusters. Namely, the access pattern to the memories and the trade-off between the energies of the L0 buffers and the local controllers.

At the architectural level, we can exploit certain features of the application, namely, the access pattern to the memories. The basic observation which aids in clustering is that, typically, in an instruction cycle, not all the FUs are active. For instance, in a schedule of a certain instruction, it is conceivable that four operations are mapped for a certain datapath of eight FUs. Let us also assume that the operations are scheduled to FUs 1, 3, 4, and 8. Now, these FUs could be grouped in many ways, of which four relevant cases are illustrated in Fig. 5. In case 1, FUs 1 and 3 are grouped into one cluster, FUs 4 and 8 are grouped into another cluster, and the remaining FUs 2, 5, 6, and 7 are grouped in another cluster. In case 2, FUs 1 and 2 grouped in one cluster, FUs 3 and 4 are grouped in another cluster, and FUs 5, 6, 7, and 8 are grouped in another cluster. In case 1, only two accesses are needed to two small clusters. However, in case 2, three accesses are needed to all three clusters. Cluster configuration in case 1 is more energy efficient than case 2 since a lower number of accesses are needed to smaller clusters. Without the knowledge of the access pattern to the memory, it was not possible to recognize that case 1 is better than case 2. Had it been only at the microarchitectural level (case 2), the better configuration of case 1 could have been unnoticed.

In case 3, all the FUs are grouped into a single cluster with a buffer storing the corresponding operations. In case 4, each FU is grouped in a separate cluster with a buffer storing the corresponding operations. In case 3, one large buffer and one local controller are needed, while, in case 4, one local controller for each FU is needed. There is a trade-off between the local controller cost and the buffer cost. The reduction in the buffer sizes and the number of accesses those buffers should compensate for adding more local controllers.

The example in Fig. 5 illustrates the clustering possibilities for just one instruction. However, all the instructions that are mapped onto the L0 buffers have an effect on clustering. The tool described in the remainder of this section explores the two aspects described above for a given program.

The process of generating L0 clusters is as follows (refer to Fig. 6). For a given profile (dynamic and static), the L0 buffer is partitioned and the functional units are grouped into clusters so as to minimize energy consumption. This problem is formulated as a 0-1 assignment optimization problem. The formulation is as follows:

\[
\min\left\{ L0Cost(L0\text{clust}, D Pro\text{loops}, S Pro\text{loops}) \right\}
\]

Subject To \( \sum_{i=1}^{N_{\text{local\ CLUST}}} L0\text{clust}_{ij} = 1; \forall j \),

---

**Fig. 5.** Motivation for clustering: importance of access patterns and trade-off.
Functional units is represented in the matrix grouped together to form L0 clusters. The grouping of optimal sizes for each partition) and the functional units are centralized uncompressed L0 buffer is partitioned (with the energy consumption in the L0 buffers for any valid partition can be estimated (refer to Section 5).
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2. For a single cluster, the energy for AT+ITT is slightly more than the energy for AT. This difference is due to the additional address decoder used for the buffer instead of one-hot encoding.
about 20 percent. We see that, with the increase in the number of clusters, the effective buffer energy per access reduces and it is minimal when the number of clusters is equal to the number of functional units.

By restricting the accesses to the buffers, we can reduce the amount of switching energy in the L0 buffers. Fig. 8 shows the reduction in the effective number of accesses ($\Sigma N_i$) with the increase in the number of clusters. Here, the effective number of accesses is defined as the sum of all the accesses per functional unit. We see that, with the increase in the number of clusters, the effective accesses keep on reducing and are minimal when the number of clusters is equal to the number of functional units. The reduction is fairly intuitive because, with the increase in the number of clusters, the degree of control over the effective number of accesses per functional unit increases and, when each functional unit has its own buffer partition, this degree is maximal.

The aforementioned reductions reduce the buffer energy. However, this reduction is traded off against the increase in local controller energy. Fig. 9 summarizes the trade-off between the buffer energy ($\Sigma E_i * N_i$) and the local controller ($\Sigma L_(Ci)$) for the two proposed schemes and Fig. 10 shows the total energy reduction for the two schemes. Since, for the scheme represented by Fig. 4, buffer energy is reduced due to both regulating the accesses and reducing the effective size, this reduction is greater than the energy reduced for the scheme represented by Fig. 3, where only accesses are regulated. As expected, the local controller energy in the former is larger than the local controller energy in the latter due to increased complexity. However, Fig. 10 shows that, in some cases, increased complexity in the local controller pays off against reductions in buffer energy.

5.2 Energy Reduction Due to Closely Related Functional Unit Grouping

By grouping closely related functional units to form a cluster, we can reduce the energy further for any given number of clusters. The variation of total energy in L0 buffers, including the overhead of the local controllers, is shown in Fig. 12. The curve corresponding to legend “Random” is obtained by generating clusters randomly and the curve corresponding to legend “FU Grouping” is obtained by generating clusters using the algorithm presented in Section 4. Fig. 11 shows the reduction obtained by grouping closely related functional units against randomly clustered for four clusters for the proposed organization represented by Fig. 4. On average, 22 percent of energy can be reduced additionally over random grouping.

This additional reduction can be explained as follows: First, by grouping closely related functional units, the effective buffer energy per access ($\Sigma E_i$) for a certain clustering can be reduced. For instance, when $N_{clusters} = 4$, the effective buffer energy per access is reduced by an additional 10 percent. Second, by grouping closely related functional units, the effective number of accesses ($\Sigma N_i$) can also be reduced. For instance, when $N_{clusters} = 4$, the effective number of accesses is reduced by an additional 20 percent. Fig. 12 shows the summary of the reduction in energy by grouping closely related functional units over random clustering for an increasing number of clusters. Here, the corresponding energies have been averaged over all the benchmarks under consideration.

Fig. 7. Reduction of effective buffer energy per access ($\Sigma E_i$) due to the index translation table (ITT) with an increasing number of clusters ($N_{clusters}$).

Fig. 8. Reduction in the effective number of accesses ($\Sigma N_i$) due to activation trace (AT) with an increasing number of clusters ($N_{clusters}$).

Fig. 9. Reduction in buffer energy and increase in local controller energy.

3. By random, we mean not using any knowledge about functional units activity or specialization.
5.3 Proposed Organization versus Centralized Organizations

We have evaluated two centralized L0 buffer schemes, namely, a centralized uncompressed scheme and a centralized compressed scheme, against our proposed organizations, a clustered L0 buffer with activation trace and a clustered L0 buffer with activation trace and index translation. Fig. 13 summarizes the energy reductions of various schemes. On average, the energy consumption in the proposed clustered organization is about 63 percent lower than the energy consumed in an uncompressed centralized scheme and about 35 percent lower than the energy consumed in a centralized compressed scheme.

For the centralized uncompressed scheme, the size of the L0 buffer, for each application, will be the maximum number of instructions among all the loops that were identified by the compiler. However, Table 1 indicates that the average ILP is typically less than the width of eight operations per word in the L0 buffer and, hence, the L0 buffer is unnecessarily large and energy inefficient.

In contrast, a centralized compressed L0 buffer efficiently utilizes the storage and the depth of the L0 buffer can be made smaller. For the benchmark “mpeg2dec,” we observed that the depth of the L0 buffer could be reduced from 47 to 18. This reduction comes from the fact that the instructions are of variable length and the operations in an instruction are tightly packed, eliminating the NOPs. Here, we have adopted the instruction fetch model from the TI C6x processor series, where every fetch to the L0 buffer partition fetches an instruction packet of eight operations. This packet is stored in an additional buffer and the operations are fed to the datapath from this buffer every instruction cycle. A new instruction packet is fetched only when operations in the additional buffers are used up. Based on this model, we can see that, on average, 44 percent of energy can be reduced over an uncompressed centralized scheme. The number of fetches to the L0 partition is reduced significantly, but at the expense of adding an additional buffer. However, in most cases, this overhead is compensated by the reductions in the L0 buffer energy. For this benchmark, the energy reduction in the L0 buffer (reduction in depth) was not sufficient to compensate for the overhead (refer to Fig. 13).

In the clustered scheme with AT and ITT as opposed to clustered scheme with AT, in addition to reducing the number of accesses in each partition, the depths of the L0 buffers in each partition can be further optimized. This reduction in the L0 buffer size comes at the expense of increased complexity and energy consumption of the controller. However, this increase in energy is just large enough not to be compensated by the reduction in the L0 buffer energy. Fig. 13 shows that the energy consumption of clustered organization as proposed in Fig. 4 is slightly more than the energy consumption of the clustered organization proposed in Fig. 3. In our analysis of the clustered organizations, we have assumed that only one type of local controller is used throughout. However, a hybrid scheme could also be employed where some clusters have an activation trace while others have both an activation trace and an index translation table. Currently, we have not made any analysis regarding the hybrid scheme and we leave such an analysis for future work.

5.4 Performance Issues

From Section 3.4, we can deduce that the number of cycles lost by stalls due to prefetching depends on the number of instructions in the loops that are mapped to the L0 buffers. However, in comparison with the number of cycles in which the instructions in the loops are executed, the stall cycles are...
From Fig. 14, we can observe that the performance degradation due to prefetching is less than 5 percent.

In the clustered organization as shown in Fig. 4, two storage blocks have to be accessed sequentially in one cycle. While this requirement may seem to constrain the cycle time, in reality it does not. In embedded processors which operate at low frequencies (100MHz range), two storage blocks can be accessed within one instruction cycle. For instance, in the benchmark “gsm,” the L0 buffer size of one partition is about 3kbits and the corresponding size of the local controller is about 0.5kbits. For the register file model in (0.18 \mu m technology), the access times to the buffer and the controller are about 2.5 ns and 2.0 ns, respectively. Together, the critical-path length is about 4.5 ns, translating to about 250 MHz, which is about the same as the operating frequency of some of the TI C6x processor series in 0.15 \mu m technology [2]. However, even if the access times are not within the critical path length of the processor, the L0 buffer access in the proposed scheme can be pipelined. In the first stage, the local controller can be accessed to get the activation and the index, while, in the second stage, the operations stored in the buffer can be retrieved.

6 RELATED WORK

Many complementary approaches have been proposed to reduce energy consumption in different aspects of the instruction memory hierarchy through different levels of system abstraction [14]. Several bus encoding schemes [15], [16], [17] have been applied to reduce the effective switching on the (instruction and address) buses, thus saving energy. Code size reduction techniques, both hardware [18], [19], [20] and software [21], [22], [23], in addition to saving energy in buses (due to smaller widths and less traffic), reduce the size of the program memory and thus reduce energy. On the other hand, software transformations [24], [25] aiming at utilizing the underlying memory hierarchy efficiently have also been applied in the context of instruction memory.

In a more direct relation to the concepts presented in this paper, the available literature falls under two broad categories. The first category encompasses the literature available in relation to L0 buffers or loop buffers, which is one of the central concepts of our proposed organization. We give an overview of different flavors of L0 buffer organization and indicate that our approach is complementary to most of them. The second category encompasses the literature available in relation to partitioned or decentralized organization. We give an overview of different partitioned organizations, especially in relation to the instruction memory and the processor front end.

The concept of using small buffers has been applied to optimize both performance and energy. Jouppi [26] has studied the performance advantages of small prefetch buffers or stream buffers. On the other hand, the reduction of energy using small buffers was first observed by Bunda [27], and this idea was more generalized by Kin et al. as Filter cache [28]. The authors have shown that up to 58 percent of instruction memory power can be reduced with a performance degradation of about 21 percent. To mitigate the loss in performance, Tang et al. [29] have proposed a hardware predictive filter cache. Alternatively, the authors in [5], [4], [30] proposed using these buffers only for loops, thus reducing the loss in performance while still retaining the large reductions in energy.

Since the identification of loops to be mapped onto the L0 buffers is largely hardware controlled and dynamic, loops with small iteration count could also be mapped onto.
the L0 buffer leading to thrashing. Gordon-Ross and Vahid [31] have analyzed this situation and they propose a preloaded loop cache, where the loops with large instruction counts are identified by profiling and only these are mapped on to the loop cache. Furthermore, their scheme also support loops with control constructs and various levels of nesting.

In a partitioned organization [32], [33], a buffer is divided into smaller partitions in order to reduce the wordline width. However, the process of partitioning is largely arbitrary. The operations of a certain functional unit are not necessarily bound to a few partitions, they can be placed in any of the partitions. Thus, no correlation exists between the process of partitioning and the functional unit activity. A correlation between the two should be explicitly imposed in order to physically place the partitions over different functional units in the datapath and ease the constraints on the interconnect. Otherwise, an operation for a functional unit may need to be fetched from a partition which is physically placed close to a different functional unit, thus constraining the interconnect severely. In this sense, we follow a partitioning or clustering scheme which is different and at a higher level of abstraction than the conventional partitioning scheme.

At a conceptual level, the clustered L0 buffer organization proposed in this paper is similar to an n-way associative cache with way-prediction [34] or even horizontally partitioned caches with cache-prediction [35]. In associative caches, instructions are stored in different “ways,” while, in our case, the instructions are stored in different clusters. The way-predictors predict the “ways” that are to be accessed in any instruction cycle, while, in our case, the local controllers regulate the accesses to each cluster. In spite of these similarities, the underlying details of associative caches and clustered L0 buffers are different. First, the way prediction schemes are much more complex than the local controller schemes proposed in this paper and they still rely on tags for addressing. Second, most of the way prediction schemes have been applied in the context of hardware controlled caches and, thus, there is a possibility of misprediction. However, in our case, the L0 buffers are software mapped and, hence, the activation of each partition can be known beforehand, thus avoiding any misprediction.

In traditional clustered VLIW processors, the notion of clustering is applied to minimize the complexity of the register files (datapath clusters) [36], [37]. In recent years, this notion has also been applied to minimize the complexity of the front end (instruction fetch) in the form of multi-VLIWs [38], [39]. However, in such multi-VLIWs, an instruction cluster (L0 cluster) is always synonymous with a datapath cluster. In contrast, we differentiate between an instruction cluster and a datapath cluster. In a datapath cluster, the functional units derive “data” from a single register file. In an instruction cluster, the functional units derive “instructions” from a single L0 buffer. Even though, in both cases, the main aim of partitioning is to reduce energy (power) consumption, the principle of partitioning is different and the decisions can be taken independently.

Superscalar processors are high-performance (GHz range) and high power consuming (10-100W) desktop oriented processors. On the other hand, embedded processors are high-performance (100MHz range) and at least two to three orders of magnitude lower power consuming (0.1-2W). Their processor characteristics vary significantly [40]. However, the notion of clustering is also seen in some of the superscalar processors. Here, we mention only a few clustered (decentralized) architectures. Zyuban and Kogge [41] have analyzed the effects of clustering the front end of a superscalar processor, particularly on energy. They also propose a complexity-effective multicluster architecture that is inherently energy efficient. Many other research groups have proposed some form of decentralized organizations [42], [43]. However, their primary concern was mainly performance and not energy costs.

7 Summary and Future Work

In summary, we have presented a clustered L0 buffer organization in the context of VLIW processors for low energy embedded systems, with two different schemes to control the activation and indexing of the L0 buffer partition in each cluster. Additionally, unlike the conventional partitioned schemes where the clustering is largely arbitrary, we follow a clustering scheme which is steered by the functional unit activity in a given application. Through simulations, we demonstrated that the energy consumed in the clustered L0 buffers is, on average, 63 percent lower than the energy consumed in an uncompressed centralized L0 buffer scheme, 35 percent lower than a centralized compressed L0 buffer scheme, and 22 percent lower than a randomly clustered L0 buffer scheme.

Currently, the generation of L0 clusters is performed as an architectural optimization, where the compiler generates a schedule and, based on the given schedule, L0 clusters are generated. Since the result of the clustering depends on the given schedule, it offers an interesting design space to explore the effects of clustering by altering the schedule to increase energy efficiency. As part of our future work, scheduler algorithms for L0 clusters will be investigated. Additionally, datapath clusters and L0 clusters can coexist. However, current schemes for generating datapath clusters and L0 clusters are mutually exclusive and the resulting clusters might be in conflict. The synchronicity between datapath and L0 clusters needs to be investigated in more detail.

Appendix

Fig. 15 illustrates the clustered L0 buffer operation with only activation trace. For simplicity, each FU is assumed to have a separate L0 buffer partition. A sample loop and its corresponding schedule are shown at the top of the figure.

When the instruction $l_{bn}$ is encountered during the execution, the operations within the loop are distributed into the corresponding clusters. After this initiation, at the end of CYCLE N, the operations are now fetched from the L0 buffers. During the first cycle (refer to stage CYCLE N+1 in Fig. 15) of the loop, the NEW_PC indexes into the activation trace. If a “1” is stored at that index, the corresponding L0 buffer is accessed. During this cycle, the fourth cluster is not accessed.
During the second cycle (refer to stage CYCLE N+2 in Fig. 15), the first cluster is not accessed. Additionally, a branch is encountered, BNZ'X'. Assuming that the result of the branch is available within one cycle and the result indicates the branch to be taken, then the NEW_PC is updated so that, in the next cycle, it points to the appropriate instruction. During the third cycle (refer to stage CYCLE N+3 in Fig. 15), the NEW_PC points to the fourth instruction of the loop and executes the appropriate operations. During the fourth cycle (refer to stage CYCLE N+4 in Fig. 15), the operations of the last instruction are executed. If the execution is not in the last iteration, then the branch points to the first instruction and the execution continues with instructions being fetched from L0 buffers. If the execution is in the last iteration, then the branch points to a location out of the address range of the loop and the instructions are now fetched from the L1 cache.

Fig. 16 illustrates the clustered L0 buffer operation with activation trace and index translation table. The execution is similar to the scheme illustrated in Fig. 15, but for two main differences. First, the sizes of the L0 buffers are optimized according to the active operations in the loop. Second, the NEW_PC indexes into activation trace and an index translation table. For a certain NEW_PC, the index stored in the translation table points to the exact location of the operation to be executed.
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