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Abstract
This paper deals with the fixed-cycle traffic-light (FCTL) queue, where vehicles arrive to an intersection controlled by a traffic light and form a queue. The traffic light alternates between green and red periods, and delayed vehicles are assumed to depart during the green period at equal time intervals. The key performance characteristic in the FCTL queue is the so-called mean overflow, defined as the mean queue length at the end of a green period.

An exact solution for the mean overflow is available, but it has been considered to be of little practical value since it requires some numerical procedures. Therefore, most of the literature on the FCTL queue is about deriving approximations for the mean overflow. In deriving these approximations, most authors first approximate the FCTL queue by a bulk service queue, approximate the mean overflow in the bulk service queue, and use this as an approximation for the mean overflow in the FCTL queue. So far, no quantitative comparison of both models has been given. We compare both models and assess the quality of the approximation for various settings of the parameter values. In this comparison and throughout the whole paper we do not restrict ourselves to Poisson arrivals, but consider a more general arrival process instead.

We discuss the numerical issues that need to be resolved to calculate the exact expression for the mean overflow in both queues and show that clear computational schemes are available. Next, we present several bounds and approximations of the mean overflow that do not require numerical procedures. In particular, we derive a new approximation based on the heavy traffic limit and a scaling argument. We compare the new bounds and approximation with the existing ones. We elaborate on the impact of several parameters, like the length of the green and red period, and the variance of the arrival distribution. Each of these parameters turns out to be crucial.
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1 Introduction

Over the last four decades, there has been a broad effort to obtain good approximations for the average queue length and delay of vehicles at signalized intersections. In this effort, the fixed-cycle traffic-light (FCTL) queue is one of the best-studied models. Vehicles arrive to an intersection controlled by a traffic light and form a queue. The traffic light alternates between green and red periods of durations $g$ and $r$, respectively, and delayed vehicles are assumed to depart during the green period at equal time intervals.

Most of the research devoted to the FCTL queue is based on the simplifying assumption that vehicles arrive to the traffic light according to a Poisson process, with Webster's formula \[22\] as the most famous result. Webster's formula, which is partially based on simulation results, gives the mean delay of a vehicle. McNeill \[13\] derived an exact expression for the mean delay up to one unknown: the mean size of the overflow (the mean queue length at the end of a green period). We denote this unknown by $I_E^{X_g}$. From McNeill's formula, it became clear that obtaining an exact formula for the mean delay was equivalent to obtaining an exact formula for $E[X_g]$. Darroch \[7\] provided an exact formula for $E[X_g]$ in 1964, but up to this day, this is not well-known (see e.g. the recent publications Dion et al. \[9\], Tarko \[21\]), probably due to the fact that Darroch uses a slightly different setting (discrete-time) and his approach is both analytically and computationally involved. The latter must be why Ohno \[19\] gives a detailed algorithmic description of the computation of Darroch's rather complicated expression for $E[X_g]$. Ohno further presents a thorough overview on the research that is based on the Poisson assumption. In particular, Ohno compares the various approximative closed-form formulas for the mean delay, like those of Webster \[22\], Webster & Cobbe \[23\], McNeill \[13\], Miller \[15\] and Newell \[18\]. The latter three were obtained by approximating $E[X_g]$.

Hence, although an exact expression for $E[X_g]$ exists, there has been a desire for deriving approximative closed-form expressions. This is perfectly legitimate for several reasons. First, the FCTL queue is mainly used for the dimensioning of intersections, and for this purpose approximations are sufficient. Secondly, most results were obtained in the 1960's, when the available computational power was much less than nowadays. Since Darroch's solution requires numerical computations, at that time rather difficult, searching for easy-calculable approximations was a natural thing to do. Third, the results of the FCTL queue might serve as the input for a network of intersections. In order to optimize such a network, the expressions for the input should not be computationally cumbersome.

The latter two arguments do not necessarily hold true nowadays. That is, due to improved numerical algorithms and the increased computational power, the numerical determination of Darroch's solution has become a straightforward exercise. The first argument remains true, and an approximation can both be sufficient and provide insight in the impact of the various parameters. Remarkably, most approximations have been derived by first reducing the FCTL queue to a slightly easier model known as the bulk service queue. The overflow in the bulk service queue is then approximated and also used as an approximation for $E[X_g]$. The validity of such a two-stage approximation heavily depends on how well the bulk service queue approximates the FCTL queue. Although one can reason that for heavily loaded intersections both models are much alike, this issue has never been investigated properly.

As mentioned, most of the research on the FCTL queue is devoted to Poisson arrivals. Notable exceptions are Miller \[15\] and Newell \[18\], who both derive approximations for $E[X_g]$ using fairly general arguments, and Darroch \[7\] and McNeill \[13\] who both consider a compound Poisson process. The assumption of (compound) Poisson arrivals allows the FCTL queue to be modeled at embedded points, namely the times just after the departure of a delayed vehicle, see Darroch \[7\]. We generalize this by assuming that the number of vehicles that arrive per slot follow some discrete distribution (the Poisson and compound Poisson are also discrete distributions). This allows one to consider distributions with a larger coefficient of variation, distributions with a finite support, or distributions fitted to empirical data.
1.1 Our contribution

As mentioned, most approximations for the FCTL queue are derived from approximating the FCTL queue by the discrete bulk service queue. So far, no quantitative comparison of both models has been given. We compare both models and assess the quality of the approximation of the FCTL queue by the bulk service queue for various settings of the parameter values. In this comparison and throughout the paper we do not restrict ourselves to Poisson arrivals, but we consider a more general arrival process instead.

We discuss the numerical issues that are needed to calculate the exact expression for the mean overflow in both the FCTL queue and the bulk service queue. As it turns out, determining the exact expressions requires for both models the numerical calculations of the roots of a certain equation. We will show that clear computational schemes for determining the roots are available. With these schemes, the way to calculate the exact expression for the mean overflow is fully specified. However, from a practical point of view, there is still a need for bounds and approximations of the mean overflow that do not depend on root-finding, to allow for a quick evaluation and give some more insight.

We present several lower and upper bounds on the exact solution of the mean overflow, and an upper bound on the mean overflow in the bulk service queue, which also serves as an upper bound on the mean overflow in the FCTL queue. We further derive a new approximation for the mean overflow, based on the heavy traffic limit and a scaling argument. The approximation holds for a general arrival process. We compare the new approximation with the existing approximations and the newly derived bounds. In particular, we elaborate on the impact of the various parameters like the length of the green and red period, and the variance of the arrival distribution. Each of these parameters turns out to be crucial.

The remainder of this paper is structured as follows. In Sec. 2 we present the exact solutions for the FCTL queue and the bulk service queue, along with a comparison between both models. For the mean overflow in the FCTL queue we present bounds in Sec. 3 and approximations in Sec. 4. The new bounds and approximations are compared with the existing ones in Sec. 5 for various settings. Some conclusions are presented in Sec. 6.

2 Exact solutions

In most studies on the FCTL queue that do no rely on the Poisson assumption, e.g. [4, 7, 14, 17], the following two assumptions are made:

Assumption 2.1. (discrete-time assumption) The time axis is divided into constant time intervals of unit length, so-called slots, where each slot corresponds to the time needed for a delayed vehicle to depart from the queue. The green and red period, and thus the cycle time $c$ (with $c = g + r$), are assumed to be fixed multiples of one slot. Hence, $g$ and $r$ are integers expressed in slots. Those vehicles that arrive to the queue and are delayed, join the queue at the end of the slot in which they arrive.

Assumption 2.2. (independence assumption) Let $Y_{k,n}$ denote the number of vehicles that arrive to the intersection during slot $k$ in cycle $n$. The random variables $Y_{k,n}$ are assumed to be independent and identically distributed (i.i.d.) for all $k$, $n$, according to some discrete random variable $Y$ with probability generating function (pgf) $Y(z)$.

The discrete-time assumption together with the independence assumption allow one to model the queue length at the end of slots as a discrete-time Markov chain. We also work under these assumptions and assess their implications at several places in this paper. Note that a Poisson arrival process satisfies the independence assumption. Furthermore, although it might seem rather restrictive, the independence assumption is frequently made and allows for a far larger class of arrival distributions than just the Poisson case.

The following assumption is always made for the FCTL queue:
**Assumption 2.3. (FCTL assumption)** For those cycles in which the queue clears before the green period terminates, all vehicles that arrive during the residual green period pass through the system and experience no delay whatsoever.

The FCTL assumption is legitimate in the sense that the vehicles in question can pass the intersection without slowing down. It does however have some severe consequences for the analysis of the queue length, as discussed next. Let $X_{k,n}$ denote the queue length at time $k$ in cycle $n$ (time expressed in slots). Then, in cycle $n$, $X_{0,n}$ is the queue length at the beginning of the green period, and $X_{g,n}$ is the overflow, defined as the queue length at the end of a green period (and thus the beginning of the red period). Let $A_n$ denote the total number of vehicles that arrive to the intersection in between the two measurements of the overflow $X_{g,n}$ and $X_{g,n+1}$. So $A_n$ is the number of arrivals from $X_{g,n}$ onwards in a consecutive red and green period, and $A_n = \sum_{k=g+1}^{g+1} Y_{k,n} + \sum_{k=g+1}^{g+1} Y_{k,n+1}$. Further, $A_n = A^n_d + A^n_i$, where $A^n_d$ denotes the delayed vehicles and $A^n_i$ those vehicles that pass without delay on behalf of the FCTL assumption. The overflow queue can then be defined as

$$X_{g,n+1} = \max\{X_{g,n} + A^n_d - \mu, 0\}.$$  \hspace{1cm} (2.1)

The fact that $A^n_d$ depends on both $X_{g,n}$ and the exact specification of when the arrivals occur makes (2.1) hard to analyse. The analysis could be simplified if all vehicles would be delayed, so all vehicles arrive while the queue length is at least one, and $A_n = A^n_d$. The variables $A^n_d$ are then i.i.d. and (2.1) reduces to the classical bulk service queue, first solved by Bailey [3]. He derived the pgf of the stationary queue length $X_g$, defined as $\lim_{n \to \infty} X_{g,n}$, that exists if $E\alpha < g$. The pgf requires the determination of $g$ (complex-valued) roots on and within the unit circle of some characteristic equation.

Beckmann et al. [4] and Newell [17] assumed a Bernoulli arrival process with $Y(z) = 1 - \alpha + \alpha z$. On this assumption of 0 or 1 arrivals per slot, the bulk service assumption holds true ($A_n = A^n_d$), and Bailey’s solution can be applied to derive the exact value of $E X_g$. When $Y$ can take values larger than 1, the bulk service assumption is obviously an approximation and yields an upper bound on the overflow queue. For a compound Poisson process, McNeill [13] used Bailey’s solution to derive an upper bound on $E X_g$. Although one would want an upper bound to be easy to compute, McNeill’s upper bound is not, since it still requires the numerical calculation of the $g$ roots.

Using the discrete-time assumption, Darroch [7] derived the solution to the true FCTL queue that is of the same complexity as Bailey’s solution to the bulk service queue, again requiring the roots of a characteristic equation. The effort put into determining the roots is in Darroch’s case more justifiable, though, since it leads to the exact solution.

Next, we introduce the following definition of delay:

**Definition 2.4. (delay)** The delay $D$ of a vehicle is defined as the number of slots from the beginning of the first slot after the slot in which the vehicle arrives, until the end of the slot in which the delayed vehicle departs from the queue (see Fig. 1).

![Figure 1: Graphical representation of delay](image)

Using this definition, the following expression for the mean delay can be derived (see Darroch [7]):

$$\mathbb{E}D = \frac{r}{2c \mu Y (1 - \mu Y)} \left[ \frac{\sigma_Y^2}{1 - \mu Y} + r \mu Y + 2 \mathbb{E}X_g \right],$$  \hspace{1cm} (2.2)

where we have denoted the mean and variance of $Y$ by $\mu_Y$ and $\sigma_Y^2$, respectively.
Delay in the FCTL queue can be defined in several ways, depending on how one handles the delay of a vehicle experienced within the slot of its arrival. We use Definition 2.4 which does not include this part of the delay; we assume that the vehicle joins the queue at the beginning of the next slot after its arrival. This is in line with the discrete-time assumption, where we assume that the arrival of vehicles only occurs at the end of a slot; the vehicles then arrive as a batch. In reality, the vehicles arrive one-by-one, each vehicle arriving at some different time point during the slot, and the total delay $D_T$ satisfies $D_T = D + D^R$ where $D$ is defined by Definition 2.4, and $D^R$ is the residual delay within the slot of arrival, $D^R \in [0,1]$.

For (compound) Poisson arrivals, it is possible to include $D^R$ (due to the PASTA property), and the mean delay is then given by (see McNeill [13])

$$ED = \frac{r}{2c\mu_Y(1-\mu_Y)} \left[ \frac{\sigma^2_Y}{1-\mu_Y} + r\mu_Y + 2E_X + 1 \right]. \tag{2.3}$$

In comparison with (2.2), Expression (2.3) has an additional term $r/(2c\mu_Y(1-\mu_Y))$, which can be easily shown to be $ED^R$. For Poisson arrivals, Ohno [19] gives a comparison between McNeill’s expression, Darroch’s Expression (2.2) (where Ohno’s formula (17) for Darroch’s mean delay formula is incorrect), and several other approximations. Ohno shows that the differences are only marginal. To allow for a more general arrival distribution, we take (2.2) as our expression for the mean delay, except when we present results for (compound) Poisson arrivals, in which case we use (2.3). In Appendix B we derive the mean delay (2.3) for Poisson arrivals, where we rely on the PASTA property and Little’s law.

2.1 Mean overflow

2.1.1 The FCTL queue

We now present Darroch’s solution to the FCTL queue. Let $Y$ be any discrete random variable (Darroch assumes $Y$ to be of compound Poisson type). Clearly, to have stability, it is required that the number of arriving vehicles is less than the maximum number of vehicles that can depart, and hence $Y$ should satisfy

$$c\mu_Y < g. \tag{2.4}$$

Darroch [7] obtains the following exact expression for the mean overflow:

$$E X_g = \frac{c\sigma^2_Y + r^2\mu^2_Y - g^2(1-\mu_Y)^2}{2(g-c\mu_Y)} - \frac{\sigma^2_Y}{2(1-\mu_Y)} + \frac{1-\mu_Y}{2} + \frac{(1-\mu_Y)^2}{g-c\mu_Y} \sum_{j=0}^{g-1} q_j, \tag{2.5}$$

where $q_j$ ($0 \leq j < g$) denotes the probability that the queue is empty at time point $j$ of the green period. The $g$ unknowns $q_0, \ldots, q_{g-1}$ can be found using a numerical procedure explained in Appendix A. Also, the following identity holds:

$$\sum_{j=0}^{g-1} q_j = \frac{g-c\mu_Y}{1-\mu_Y} =: \alpha. \tag{2.6}$$

One can think of $\alpha$ as the mean number of slots in a green period that the queue is empty. Furthermore, (2.6) can be written as

$$g - \sum_{j=0}^{g-1} q_j = \left( c - \sum_{j=0}^{g-1} q_j \right) \mu_Y. \tag{2.7}$$

The right-hand side of (2.7) represents the mean number of delayed vehicles that arrive in a consecutive red and green period (earlier denoted by $E A^d$, see (2.1)). The left-hand side of (2.7) represents the mean number of slots per green period used for the departure of delayed vehicles, and in equilibrium both quantities should be equal.
2.1.2 The bulk service queue

The bulk service queue is defined by the recursive relation

\[ x_{g,n+1} = \max\{x_{g,n} + A_n - g, 0\}, \quad A_n = \sum_{k=g+1}^{c} y_{k,n} + \sum_{k=1}^{g} y_{k,n+1}, \]  

(2.8)

Here, we have added a bar to the X for reasons of clarity. Under the stability condition \( c\mu_Y < g \) the stationary queue length \( \bar{x}_g = \lim_{n \to \infty} x_{g,n} \) exists. The mean stationary queue length satisfies

\[ E\bar{x}_g = \frac{c\sigma_Y^2}{2(g - c\mu_Y)} + \frac{g - c\mu_Y}{2} - \sum_{j=0}^{g-1} x_j (g - j)^2, \]  

(2.9)

where \( x_j = P(\bar{x}_g + A = j) \). It further holds that

\[ \sum_{j=0}^{g-1} x_j (g - j) = g - c\mu_Y = \alpha_2. \]  

(2.10)

The \( g \) unknowns \( x_0, \ldots, x_{g-1} \) can be found using a similar numerical procedure as for determining \( q_0, \ldots, q_{g-1} \) and this procedure is explained in Appendix A.

2.2 FCTL queue vs bulk service queue

We now aim at investigating the consequences of approximating the mean overflow in the FCTL queue by the mean overflow in the bulk service queue. So how well does the bulk service queue reflect the specific properties of the FCTL queue, and in particular, how severe are the consequences of neglecting the FCTL assumption?

For ease of presentation we assume Poisson arrivals and take the green and red period of equal length. In Figs. 2-3 we compare the mean overflow and mean delay as a function of the mean number \( \mu_Y \) of arriving vehicles per slot for several lengths of the green period.

**Figure 2:** The relative difference in mean overflow of the FCTL queue and discrete bulk service queue for \( 0.1 \leq \mu_Y < 0.5 \) and \( g = 5, 10, 20 \).

**Figure 3:** The relative difference in mean delay of the FCTL queue and discrete bulk service queue for \( 0.1 \leq \mu_Y < 0.5 \) and \( g = 5, 10, 20 \).

From Fig. 2 we conclude that the difference in mean overflow decreases for increasing values of \( g \) and \( \mu_Y \). The latter can be reasoned as follows. When more vehicles arrive to the system,
fewer vehicles will not be delayed when they arrive to the intersection, and hence the impact of
the FCTL assumption gets smaller. And it is exactly that assumption that separates the FCTL
queue from the discrete bulk service queue. In the limit, when \( \mu_Y \uparrow 1/2 \), the impact of the FCTL
assumption diminishes and the two models converge to each other. This also holds for the mean
delay in Fig. 3. However, a second observation from Fig. 3 is that, when \( \mu_Y \) ranges from zero to its
maximum allowed value, the relative difference in mean delay first increases while after reaching
its maximum it again goes to zero when \( \mu_Y \uparrow 1/2 \). The reason for this is the varying impact of
the mean overflow on the mean delay. Let us investigate this a bit further. In Figs. 4-5 we have
plotted the percentage of the mean delay that is determined by the term in (2.3) that includes the
mean overflow for various values of \( \mu_Y \) and \( g \).

![Figure 4](image1.png)  
**Figure 4:** The percentage of the mean delay determined by the mean overflow for \( 0.1 \leq \mu_Y < 0.5 \)
and \( g = 5, 10, 20 \).

![Figure 5](image2.png)  
**Figure 5:** The percentage of the mean delay determined by the mean overflow for \( \mu_Y = 0.35, 0.40, 0.45 \)
and \( g = 1, 2, \ldots, 10 \).

In Fig. 4 we see that the impact of the mean overflow on the mean delay increases for higher
values of \( \mu_Y \). That is, when more vehicles arrive to the system, queues at the end of the green
period are more likely to occur and build up. The non-trivial shape of the curves in Fig. 3 can
then be explained by two contradicting forces: for increasing values of \( \mu_Y \), the impact on the
mean delay increases while the relative difference between the overflow in the FCTL queue and
the discrete bulk service queue decreases (see Fig. 2).

### 3 Bounds

In the previous section we have presented the exact solution of the mean overflow in the FCTL
queue. The exact solution requires the numerical determination of the roots of the equation
\( z^g = Y(z)^c \) inside the unit circle. In this section we present bounds on the mean overflow that
do not require this numerical procedure.

Expression (2.5) shows that finding bounds for \( E X_g \) (and thus for \( ED \)) is tantamount to finding
bounds for \( \sum_{j=0}^{g-1} j q_j \). Darroch [7] derived such bounds. In this section, we extend his approach
and present some new bounds. Throughout, we use the fact that

\[
q_0 \leq q_1 \leq \cdots \leq q_{g-1},
\]

(3.1)

together with \( q_j \in [0,1] \) and \( \sum_{j=0}^{g-1} q_j = \alpha \) (see (2.6)). These three conditions enable us to derive
bounds by choosing specific values of the \( q_j \).
3.1 Crude bounds

A crude lower bound can be obtained in the following way:

\[
\sum_{j=0}^{g-1} j q_j = \sum_{j=1}^{q-1} q_j \sum_{i=1}^{j} = \sum_{j=1}^{q-1} q_j \sum_{i=1}^{g-1} (g-i) = \alpha \frac{g^{-1}}{g} \sum_{i=1}^{g-1} i = \frac{\alpha(g-1)}{2}.
\]  
(3.2)

A crude upper bound is obtained by choosing \( q_0 = \cdots = q_{g-1} = 1 \) (where we intentionally violate the condition \( \sum_{j=0}^{g-1} q_j = \alpha \)), leading to

\[
\sum_{j=0}^{g-1} j q_j \leq \sum_{j=0}^{g-1} j = \frac{g(g-1)}{2}.
\]  
(3.3)

Substituting these bounds into (2.5), and replacing \( \alpha \) by \( (g - c\mu_Y)/(1 - \mu_Y) \) yields the following bounds on \( \bar{L}_{EX} \):

\[
f(\mu_Y, \sigma^2_Y) + \frac{(1 - \mu_Y)(g - 1)}{2} \leq \bar{L}_{EX} \leq f(\mu_Y, \sigma^2_Y) + \frac{(1 - \mu_Y)(g - 1)}{2} \left( \frac{g - g\mu_Y}{g - c\mu_Y} \right),
\]  
(3.4)

where

\[
f(\mu_Y, \sigma^2_Y) = \frac{\alpha^2 \sigma^2_Y + r^2 \mu_Y^2 - g^2 (1 - \mu_Y)^2}{2(g - c\mu_Y)} - \frac{\sigma^2_Y}{2(1 - \mu_Y)} + \frac{1 - \mu_Y}{2}.
\]  
(3.5)

Note that the factor \( (g - g\mu_Y)/(g - c\mu_Y) \) is larger than one and tends to one when the ratio \( g/c \uparrow 1 \), i.e. when the green period is relatively long in comparison with the red period.

3.2 More precise bounds

Darroch [7] proposes the following upper bound. Let \( [\alpha] \) denote the integral part of \( \alpha \), and choose

\[
q_0 = \cdots = q_{g-|\alpha|-2} = 0, \quad q_{g-|\alpha|-1} = \alpha - [\alpha], \quad q_{g-|\alpha|} = \cdots = q_{g-1} = 1.
\]  
(3.6)

These values lead to an upper bound on \( \sum_{j=0}^{g-1} j q_j \) given by

\[
\sum_{j=0}^{g-1} j q_j \leq (g - [\alpha] - 1)(\alpha - [\alpha]) + \frac{|\alpha| (2g - |\alpha| - 1)}{2}.
\]  
(3.7)

Another upper bound may follow from bounding the mean queue length in the bulk service queue \( \bar{E}\bar{X}_g \), see (2.9). It can be seen that, using (2.10),

\[
g - c\mu_Y = \frac{(\sum_{j=0}^{g-1} x_j (g-j))^2}{2(g - c\mu_Y)} \leq \sum_{j=0}^{g-1} \frac{x_j (g-j)^2}{2(g - c\mu_Y)} \leq \sum_{j=0}^{g-1} \frac{x_j (g-j)}{2(g - c\mu_Y)} = \bar{L}_{EX}.
\]  
(3.8)

which yields with (2.9) that

\[
\frac{\alpha^2 \sigma^2_Y}{2(g - c\mu_Y)} - \frac{c\mu_Y}{2} \leq \bar{E}\bar{X}_g \leq \frac{\alpha^2 \sigma^2_Y}{2(g - c\mu_Y)}.
\]  
(3.9)

Hence, since \( \bar{E}\bar{X}_g \leq \bar{E}\bar{X}_g \), the upper bound on \( \bar{E}\bar{X}_g \) in (3.9) is in fact an upper bound on \( \bar{E}\bar{X}_g \). Sharper bounds on \( \bar{E}\bar{X}_g \) are presented in [8].

Darroch [7] also proposed a method to derive a lower bound on \( \sum_{j=0}^{g-1} j q_j \). He derived upper bounds on \( q_0 \) and \( q_1 \), denoted by \( \tilde{q}_0 \) and \( \tilde{q}_1 \), respectively. Darroch constructed a lower bound by setting \( q_0 = \tilde{q}_0, \ q_1 = \tilde{q}_1 \) and \( q_2 = \cdots = q_{g-1} = (\alpha - \tilde{q}_0 - \tilde{q}_1)/(g - 2) \). We now reformulate and extend this method by providing a probabilistic interpretation and upper bounds for all \( q_j \).
We introduce $G$ as the random variable representing the effective green period, defined as the number of slots per green period that are actually used for the departure of delayed vehicles. It holds that $q_0 = \mathbb{P}(G = 0)$ and for $j = 1, \ldots, g - 1$ that

$$q_j = q_{j-1} + (q_j - q_{j-1}) = q_{j-1} + \mathbb{P}(G = j). \quad (3.10)$$

We can bound the probabilities $\mathbb{P}(G = j)$ by conditioning on the overflow being zero. Assume that the overflow in a cycle is zero. The probability that $G$ takes on a certain value in the next cycle can be expressed as an exact specification of the arrivals in the intermediate red period and those during the effective green period. The number of combinations that leads to $G = j$ is largest for $X_g = 0$, so $\mathbb{P}(G = j) < \mathbb{P}(G = j | X_g = 0)$. This yields the following upper bounds on the $q_j$:

$$q_j = \sum_{n=0}^{j} \mathbb{P}(G = n) < \sum_{n=0}^{j} \mathbb{P}(G = n | X_g = 0) = \hat{q}_j. \quad (3.11)$$

The values $\hat{q}_j$ can be expressed fully in terms of the distribution of $Y$ (with $y_j = \mathbb{P}(Y = j)$). We have for example that $\hat{q}_0 = y_0$, $\hat{q}_1 = y_0(1 + ry_1)$, and

$$\hat{q}_2 = y_0\left(1 + ry_1(1 + y_1) + ry_0y_2 + \binom{r}{2}y_2^2\right).$$

Let $m$ be the largest integer value for which

$$\alpha - \sum_{j=0}^{m} \hat{q}_j \leq \frac{g - m - 1}{\hat{G}}. \quad (3.12)$$

Then, we exploit the upper bounds $\hat{q}_j$ to the maximum, while still satisfying (3.1), by choosing

$$q_0 = \hat{q}_0, \quad q_1 = \hat{q}_1, \ldots, \quad q_m = \hat{q}_m, \quad q_{m+1} = q_{m+2} = \ldots = q_{g-1} = \frac{\alpha - \sum_{j=0}^{m} \hat{q}_j}{g - m - 1}. \quad (3.13)$$

A lower bound on $\sum_{j=0}^{g-1} jq_j$ then follows from setting the $q_j$ as in (3.13). Note that $\sum_{j=0}^{g-1} jq_j$ is always positive and therefore the maximum of zero and the newly found bound, yields the real lower bound.

**Example 3.1.** (i) Consider Poisson arrivals with $\mathbb{P}(Y = j) = e^{-\lambda}j^j/j!$ and $\mu_Y = \lambda$. For $g = r = 5$, and $x = c\mu_Y/g = 0.7$ we have $\alpha = 2.3077$, $m = 2$, $\hat{q}_0 = 0.174$, $\hat{q}_1 = 0.388$, $\hat{q}_2 = 0.520$ and $\hat{q}_3 = \hat{q}_4 = 0.613$. The resulting lower bound equals 0.333, where the exact value is given by 0.440.

(ii) Consider geometric arrivals with $\mathbb{P}(Y = j) = (1 - p)p^j$ and $\mu_Y = p/(1 - p)$. For $g = r = 10$, and $x = c\mu_Y/g = 0.9$ we have $\alpha = 1.8162$, $m = 2$, $\hat{q}_0 = 0.024$, $\hat{q}_1 = 0.076$, $\hat{q}_2 = 0.139$ and $\hat{q}_3 = \ldots = \hat{q}_9 = 0.226$. The resulting lower bound equals 4.180, where the exact value is given by 4.745.

4 Approximations

In Sec. 3 we have presented bounds on the mean overflow. We now turn to approximations for the mean overflow. We discuss the best-known existing approximations and present a new approximation. The latter is based on the heavy-traffic limit and a scaling argument.

4.1 Existing approximations

Miller [15] obtained an approximating formula for the mean overflow based on the discrete bulk service queue. Miller rewrote (2.1) as

$$\hat{X}_{g,n+1} = \hat{X}_{g,n} + A_n - g + U_n. \quad (4.1)$$
where \( U_n = g - (X_{g,n} + A_n) \) if \( X_{g,n} + A_n < g \), and 0 otherwise. Let \( U = \lim_{n \to \infty} U_n \). The mean overflow can then be shown to be

\[
\mathbb{E}X_g = \frac{c\mu Y - \sigma_U^2}{2(g - c\mu Y)}.
\]

(4.2)

Note that (4.2) is the same expression as (2.9) since

\[
\sigma_U^2 = \sum_{j=0}^{g-1} x_j(g-j)^2 - \left[ \sum_{j=0}^{g-1} x_j(g-j) \right]^2.
\]

(4.3)

Of course, this last expression for \( \sigma_U^2 \) requires the numerical determination of \( x_0, x_1, \ldots, x_{g-1} \) as outlined in Appendix A. Miller aimed for a simple approximation and assumed that \( \sigma_U^2/EU \approx \lambda \) with \( \lambda \) the index of dispersion given by \( \sigma_U^2/\mu Y \). This gives

\[
\mathbb{E}X_g \approx \frac{2c\mu Y - g}{2(g - c\mu Y)} \cdot I,
\]

(4.4)

when \( 2c\mu Y \geq g \). When \( 2c\mu Y < g \), \( \mathbb{E}X_g \) is taken as zero.

Newell [18] lets the red and green period tend to infinity and applies the central limit theorem to obtain the following approximation for the overflow:

\[
\mathbb{E}X_g \approx \frac{9}{\pi} \int_0^{\pi/2} \frac{\tan^2 \theta}{\exp[(g - c\mu Y)^2/(2gI\cos^2 \theta)]} - 1 \, d\theta. \tag{4.5}
\]

The best-known approximation formula was derived by Webster [22], which holds only for Poisson arrivals and is formulated in terms of \( ED \) (with \( \mu Y = \sigma_1^2 = \lambda \)):

\[
ED = \frac{(c-g)^2}{2c(1-\lambda)} + \frac{\lambda c^2}{2g(g-\lambda c)} - 0.65 \left( \frac{\lambda c}{g} \right)^{2+5g/c} .
\]

(4.6)

The first two terms in (4.6) are based on an \( M/D/1 \) queue, whereas the last term is obtained by matching simulation results. Miller also derived an approximation for Poisson arrivals only, formulated in terms of \( \mathbb{E}X_g \) (with \( x = \lambda c/g \)):

\[
\mathbb{E}X_g \approx \exp[-1.33\sqrt{g(1-x)/x}] .
\]

(4.7)

It should be mentioned that in Rouphail et al. [20] both formulas of Miller (9.28) and (9.32) are incorrectly cited, while Ohno [19] incorrectly cites the formula of Newell (Expression (25)) in his paper.

### 4.2 New approximation formula

We will now derive a new approximation formula for the mean overflow that holds for a general arrival process, where we aim at incorporating the key characteristic of the FCTL queue, see Sec. 2. We offset the added value of the new formula against the best existing formulas (4.4) and (4.5). In particular, we want our approximation to reflect both the impact of the FCTL assumption (Assumption 2.3) and the impact of the type of arrival process.

In (4.4) the FCTL assumption is neglected, since Miller approximates the FCTL queue by the bulk service queue. In (4.5) the impact of the type of arrival process is neglected to a large extent, since Newell relied on the central limit theorem. Thus, the approximation (4.4) is expected to be less accurate for regimes in which the bulk service queue differs severely from the FCTL queue, see Sec. 2, and the approximation (4.5) is expected to be less accurate for small cycles and more volatile arrival processes. This will indeed be demonstrated in Sec. 5.

Let us now turn to the derivation of the new approximation. When the mean number \( c\mu Y \) of vehicles that arrive to the intersection per cycle approaches its maximum allowed value \( g \), the
FCTL queue will almost never be empty. As a result hardly any vehicle might pass the intersection without delay. This implies that the FCTL assumption has little influence on the evolution of the queue length. In Sec. 2.1 we argued that it is exactly this assumption that makes the difference between the FCTL queue and the bulk service queue. Hence, when \( c\mu_Y \) approaches \( g \), the impact of the FCTL assumption gradually vanishes, and so the FCTL queue and the bulk service queue become more and more alike. Among other things, this implies that \( \mathbb{E}X_g \) tends to \( \mathbb{E}X_g \), as demonstrated next.

From the bound (3.4) we see that

\[
\lim_{c\mu_Y \uparrow g} \frac{(1 - \mu_Y)^2}{g - c\mu_Y} \sum_{j=0}^{g-1} jg_j = \frac{(1 - \mu_Y)(g - 1)}{2},
\]

and plugging this into (2.5) yields

\[
\lim_{c\mu_Y \uparrow g} \mathbb{E}X_g = \lim_{c\mu_Y \uparrow g} \left[ \frac{c\sigma_Y^2}{2(g - c\mu_Y)} \cdot \frac{(c - g)\mu_Y}{2} - \frac{\sigma_Y^2}{2(1 - \mu_Y)} \right] \approx \frac{c\sigma_Y^2}{2(g - c\mu_Y)}. \tag{4.9}
\]

From the bounds (3.9) it follows that the \( \mathbb{E}X_g \) is dominated by the same term in heavy traffic, i.e., for \( c\mu_Y \uparrow g \)

\[
\mathbb{E}X_g \approx \mathbb{E}X_g \approx \frac{c\sigma_Y^2}{2(g - c\mu_Y)}. \tag{4.10}
\]

We now reduce the problem of determining an approximation of \( \mathbb{E}X_g \) to the problem of finding a good scaling function \( \xi(g, c, \mu_Y) \) such that

\[
\mathbb{E}X_g \approx \xi(g, c, \mu_Y) \cdot \frac{c\sigma_Y^2}{2(g - c\mu_Y)}. \tag{4.11}
\]

First note that (4.4) can be rewritten as

\[
\mathbb{E}X_g \approx \left( 2 - \frac{g}{c\mu_Y} \right) \cdot \frac{c\sigma_Y^2}{2(g - c\mu_Y)}, \tag{4.12}
\]

and so Miller’s approximation amounts to setting \( \xi(g, c, \mu_Y) = (2 - g/(c\mu_Y)) \) if \( 2c\mu_Y \geq g \) and \( \xi(g, c, \mu_Y) = 0 \) if \( 2c\mu_Y < g \). But what is a proper choice for \( \xi(g, c, \mu_Y) \)? It should hold that \( \xi(g, c, \mu_Y) \rightarrow 1 \) when \( c\mu_Y \uparrow g \). The scaling function \( \xi(g, c, \mu_Y) = c\mu_Y/g \) obviously would meet this requirement and also reflects the fact that the more vehicles arrive to the intersection, the more dominant the heavy traffic limit will be. However, \( c\mu_Y/g \) equals the mean number of vehicles that should depart during one slot in the green period if all vehicles would be delayed. So, \( \xi(g, c, \mu_Y) = c\mu_Y/g \) does not reflect the FCTL assumption, since a part of the vehicles passes the intersection without delay. Therefore, we multiply \( c\mu_Y/g \) with the probability that an arbitrary slot during the green period is actually used for the departure of delayed vehicles, i.e.

\[
\xi(g, c, \mu_Y) = \frac{\mu_Y(c - g)}{g(1 - \mu_Y)} \cdot \frac{c\mu_Y}{g}, \tag{4.13}
\]

where (see (2.6) and (2.7))

\[
\frac{\mu_Y(c - g)}{g(1 - \mu_Y)} = \frac{1}{g} \cdot \left( g - \sum_{k=1}^{g-1} q_k \right) = \frac{1}{g} \cdot \left( c - \sum_{k=1}^{g-1} q_k \right) \mu_Y. \tag{4.14}
\]

Fig. 6 displays for \( g = r = 5 \) and Poisson arrivals the exact value of the overflow divided by the heavy traffic limit, along with the above-mentioned scaling functions \( \xi(g, c, \mu_Y) \).
Figure 6: The exact value of the overflow divided by the heavy traffic limit vs the scaling functions for $g = r = 5$ and Poisson arrivals and $0 \leq x < 1$ with $x = \mu v c / g$.

5 Numerical assessment

We now present some numerical results of the mean overflow and mean delay in the FCTL queue for various settings. We compare the newly derived bounds and approximation with the existing ones and assess their quality under various settings of the cycle length, the ratio green period over red period and the type of arrival process.

Table 1 and 2 display the bounds and approximations for the mean overflow, for Poisson arrivals and geometric arrivals, respectively. Observe that upper bound (3.7) and lower bound (3.13) yield very precise bounds, especially for higher values of $x$. Also note that the lower bound (3.13) sharpens (3.4), except in cases where $Q < g \alpha_0$.

Miller's approximation (4.7) and the new approximation (4.13) are very accurate for Poisson arrivals, $g = (1/5)c$ and $g = (1/2)c$. In the situation where $g = (4/5)c$ all approximations perform less well, but again (4.13) produces the best results for both a Poisson as well as a geometric arrival process.

We have seen in Sec. 2, that the impact of the mean overflow on the mean delay is increasing with $\mu v$. So indeed the difference between the exact value and the approximations of the mean delay is more substantial in these cases as can be seen in Table 3 and 4. Here we should remark that in almost all Poisson cases, Webster's formula is less accurate than our new approximative expression. In case of geometric arrivals, the mean overflow and the mean delay are approximated more precisely with the newly derived formula, than with the existing formulas of Miller (4.4) and Newell (4.5).

In Figs. 7-8 the relative difference of the mean delay is plotted as a function of $x$ for Poisson and geometric arrivals respectively. With the graphical representation of this difference one can conclude at a single glance which approximation can be best used for what scenario. For these two scenarios the relative difference between new approximation (4.13) and the exact value is within five percent, where this difference is in general larger for most other approximations.
Table 1: Mean overflow for Poisson arrivals (with $x = \mu c/g$).

<table>
<thead>
<tr>
<th>$g = \frac{1}{c}$</th>
<th>$l_2(3.4)$</th>
<th>$l_2(3.13)$</th>
<th>$E_X g$</th>
<th>$u_b(3.7)$</th>
<th>$u_b(3.9)$</th>
<th>$u_b(3.4)$</th>
<th>$u_b(3.7)$</th>
<th>$u_b(3.9)$</th>
<th>$u_b(3.4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.7)</td>
<td>(4.4)</td>
<td>(4.5)</td>
<td>(4.7)</td>
<td>(4.4)</td>
<td>(4.5)</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.000</td>
<td>0.053</td>
<td>0.068</td>
<td>0.308</td>
<td>0.500</td>
<td>0.458</td>
<td>0.051</td>
<td>0.000</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.222</td>
<td>0.333</td>
<td>0.440</td>
<td>0.867</td>
<td>1.167</td>
<td>1.593</td>
<td>0.466</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>2.966</td>
<td>3.082</td>
<td>3.400</td>
<td>4.066</td>
<td>4.500</td>
<td>7.916</td>
<td>3.595</td>
<td>4.000</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>22.795</td>
<td>22.785</td>
<td>23.225</td>
<td>23.815</td>
<td>24.500</td>
<td>23.528</td>
<td>24.000</td>
<td>23.722</td>
</tr>
<tr>
<td><strong>20</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.000</td>
<td>0.151</td>
<td>0.202</td>
<td>0.321</td>
<td>0.500</td>
<td>0.771</td>
<td>0.015</td>
<td>0.000</td>
<td>0.589</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.881</td>
<td>1.167</td>
<td>0.771</td>
<td>0.659</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>1.841</td>
<td>2.437</td>
<td>3.037</td>
<td>4.069</td>
<td>4.500</td>
<td>12.978</td>
<td>3.133</td>
<td>4.000</td>
</tr>
</tbody>
</table>

Table 2: Mean overflow for geometric arrivals (with $x = \mu c/g$).

<table>
<thead>
<tr>
<th>$g = \frac{1}{c}$</th>
<th>$l_2(3.4)$</th>
<th>$l_2(3.13)$</th>
<th>$E_X g$</th>
<th>$u_b(3.7)$</th>
<th>$u_b(3.9)$</th>
<th>$u_b(3.4)$</th>
<th>$u_b(3.7)$</th>
<th>$u_b(3.9)$</th>
<th>$u_b(3.4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.7)</td>
<td>(4.4)</td>
<td>(4.5)</td>
<td>(4.7)</td>
<td>(4.4)</td>
<td>(4.5)</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.044</td>
<td>0.131</td>
<td>0.174</td>
<td>0.404</td>
<td>0.500</td>
<td>0.404</td>
<td>0.152</td>
<td>0.100</td>
<td>0.397</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.525</td>
<td>0.864</td>
<td>1.769</td>
<td>1.167</td>
<td>1.328</td>
<td>0.744</td>
<td>0.667</td>
<td>0.862</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>3.670</td>
<td>3.670</td>
<td>3.850</td>
<td>4.080</td>
<td>4.500</td>
<td>4.057</td>
<td>4.000</td>
<td>4.225</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>23.594</td>
<td>23.594</td>
<td>23.781</td>
<td>24.500</td>
<td>23.528</td>
<td>24.000</td>
<td>23.722</td>
<td>23.413</td>
</tr>
<tr>
<td><strong>20</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.000</td>
<td>0.012</td>
<td>0.039</td>
<td>0.145</td>
<td>0.500</td>
<td>0.291</td>
<td>0.000</td>
<td>0.000</td>
<td>0.253</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.327</td>
<td>1.167</td>
<td>1.244</td>
<td>0.533</td>
<td>0.500</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>2.950</td>
<td>3.172</td>
<td>3.590</td>
<td>4.180</td>
<td>4.500</td>
<td>3.721</td>
<td>4.000</td>
<td>3.931</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>22.810</td>
<td>22.810</td>
<td>22.761</td>
<td>23.865</td>
<td>24.500</td>
<td>22.944</td>
<td>24.000</td>
<td>23.207</td>
</tr>
</tbody>
</table>
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Table 3: Mean delay for Poisson arrivals (with \( x = \mu yc / g \)).

<table>
<thead>
<tr>
<th>g = xc</th>
<th>E(D)</th>
<th>(4.6) err(%)</th>
<th>(4.7) err(%)</th>
<th>(4.4) err(%)</th>
<th>(4.5) err(%)</th>
<th>(4.13) err(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.5</td>
<td>2.626</td>
<td>2.511</td>
<td>2.581</td>
<td>2.444</td>
<td>2.999</td>
</tr>
<tr>
<td>0.7</td>
<td>3.566</td>
<td>3.690</td>
<td>3.923</td>
<td>4.365</td>
<td>4.432</td>
<td>4.365</td>
</tr>
<tr>
<td>0.9</td>
<td>5.031</td>
<td>7.838</td>
<td>10.812</td>
<td>11.626</td>
<td>11.916</td>
<td>10.248</td>
</tr>
<tr>
<td>0.98</td>
<td>50.271</td>
<td>49.304</td>
<td>50.277</td>
<td>51.224</td>
<td>51.396</td>
<td>50.058</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>4.170</td>
<td>4.137</td>
<td>4.151</td>
<td>4.117</td>
<td>4.111</td>
</tr>
<tr>
<td>0.7</td>
<td>5.429</td>
<td>5.466</td>
<td>5.426</td>
<td>6.288</td>
<td>5.828</td>
<td>5.789</td>
</tr>
<tr>
<td>0.98</td>
<td>51.893</td>
<td>51.310</td>
<td>52.259</td>
<td>52.786</td>
<td>52.509</td>
<td>51.590</td>
</tr>
</tbody>
</table>

Table 4: Mean delay for geometric arrivals (with \( x = \mu yc / g \)).

<table>
<thead>
<tr>
<th>g = xc</th>
<th>E(D)</th>
<th>(4.6) err(%)</th>
<th>(4.7) err(%)</th>
<th>(4.4) err(%)</th>
<th>(4.5) err(%)</th>
<th>(4.13) err(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.5</td>
<td>2.501</td>
<td>2.222</td>
<td>3.065</td>
<td>2.500</td>
<td>1.6</td>
</tr>
<tr>
<td>0.7</td>
<td>4.272</td>
<td>4.000</td>
<td>5.086</td>
<td>4.007</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>13.937</td>
<td>15.185</td>
<td>15.193</td>
<td>13.178</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>73.775</td>
<td>75.452</td>
<td>73.281</td>
<td>72.655</td>
<td>73.5</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>4.017</td>
<td>3.889</td>
<td>4.298</td>
<td>4.167</td>
<td>3.7</td>
</tr>
<tr>
<td>0.7</td>
<td>5.722</td>
<td>6.623</td>
<td>6.312</td>
<td>5.950</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>15.330</td>
<td>17.461</td>
<td>15.450</td>
<td>13.178</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>75.142</td>
<td>77.883</td>
<td>76.464</td>
<td>75.106</td>
<td>76.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>g = xc</th>
<th>E(D)</th>
<th>(4.4) err(%)</th>
<th>(4.5) err(%)</th>
<th>(4.13) err(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.5</td>
<td>2.541</td>
<td>2.222</td>
<td>3.065</td>
</tr>
<tr>
<td>0.7</td>
<td>4.272</td>
<td>4.000</td>
<td>5.086</td>
<td>4.007</td>
</tr>
<tr>
<td>0.9</td>
<td>13.937</td>
<td>15.185</td>
<td>15.193</td>
<td>13.178</td>
</tr>
<tr>
<td>0.98</td>
<td>73.775</td>
<td>75.452</td>
<td>73.281</td>
<td>72.655</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>g = xc</th>
<th>E(D)</th>
<th>(4.4) err(%)</th>
<th>(4.5) err(%)</th>
<th>(4.13) err(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.5</td>
<td>5.977</td>
<td>4.099</td>
<td>4.199</td>
</tr>
<tr>
<td>0.7</td>
<td>9.823</td>
<td>9.387</td>
<td>12.048</td>
<td>8.366</td>
</tr>
<tr>
<td>0.9</td>
<td>29.685</td>
<td>30.187</td>
<td>31.997</td>
<td>27.348</td>
</tr>
<tr>
<td>0.98</td>
<td>149.533</td>
<td>150.441</td>
<td>151.988</td>
<td>146.875</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>8.767</td>
<td>7.654</td>
<td>10.318</td>
</tr>
<tr>
<td>0.7</td>
<td>12.389</td>
<td>13.108</td>
<td>14.225</td>
<td>12.687</td>
</tr>
<tr>
<td>0.9</td>
<td>32.053</td>
<td>34.089</td>
<td>34.150</td>
<td>31.250</td>
</tr>
<tr>
<td>0.98</td>
<td>152.928</td>
<td>154.421</td>
<td>154.124</td>
<td>150.855</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>g = xc</th>
<th>E(D)</th>
<th>(4.4) err(%)</th>
<th>(4.5) err(%)</th>
<th>(4.13) err(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.770</td>
<td>0.722</td>
<td>0.935</td>
</tr>
<tr>
<td>0.7</td>
<td>1.656</td>
<td>2.104</td>
<td>2.133</td>
<td>1.589</td>
</tr>
<tr>
<td>0.9</td>
<td>7.849</td>
<td>9.734</td>
<td>9.487</td>
<td>7.351</td>
</tr>
<tr>
<td>0.98</td>
<td>51.788</td>
<td>55.317</td>
<td>54.871</td>
<td>50.654</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>1.070</td>
<td>1.056</td>
<td>1.189</td>
</tr>
<tr>
<td>0.7</td>
<td>1.978</td>
<td>2.559</td>
<td>2.283</td>
<td>2.044</td>
</tr>
<tr>
<td>0.9</td>
<td>8.178</td>
<td>10.448</td>
<td>10.202</td>
<td>8.065</td>
</tr>
<tr>
<td>0.98</td>
<td>52.117</td>
<td>56.242</td>
<td>54.767</td>
<td>51.579</td>
</tr>
</tbody>
</table>

14
6 Concluding remarks

Up to this day, Darroch's formula (2.5) for the mean overflow is often considered to be not of practical importance because of the required numerical determination of the roots of \( z^g = Y(z)^c \) on and within the unit circle. However, due to improved numerical algorithms and the increase in computational power, root-finding can be dealt with adequately nowadays, as discussed in Appendix A. Still, though, there is a strong incentive to derive bounds and approximations for the mean overflow that do not involve root-finding. This is because approximations might give more intuitive insight in the behavior of the performance characteristics and can be used for back-of-the-envelope computations. Furthermore, when one has only knowledge of the first two moments of \( Y \), the exact approaches cannot be applied (or one should fit a distribution on these moments) while most bounds and approximations retain their value.

Many approximations and bounds in the literature have been derived for the mean overflow in the FCTL queue. In deriving these, most authors approximate the FCTL queue by the bulk service queue. In Sec. 2 we have compared both models and concluded that, due to the FCTL assumption (Assumption 2.3), the difference between the models is the largest for intermediate values of the traffic intensity. For low traffic intensities the overflow is negligible, while for high traffic intensities the impact of the FCTL queue is marginal and the heavy traffic limit (which is the same in both models) is dominant.

We have presented several bounds and a new approximation for the mean overflow. In doing this, we have not relied on the bulk service queue approximation. The bounds have been derived from Darroch's exact solution. The approximation is based on the heavy traffic limit and a scaling argument that takes into account the FCTL queue assumption. The bounds and approximation hold for a general discrete arrival process and allow for a quick evaluation.

We compare the new approximation with the existing approximations and the newly derived bounds. The existing approximations are either obtained by neglecting the FCTL queue assumption or by assuming that the mean overflow and mean delay are not very sensitive to the detailed stochastic properties (see [15, 18]), so that the FCTL assumption can be ignored. Both considerations might cause problems. In particular, the results presented in Sec. 5 show that the differences in terms of performance characteristics between Poisson and geometric arrivals are considerable. The existing approximations perform less well for geometric arrivals and smaller cycle lengths,
both factors yielding a more stochastic system. Our new approximation remains sharp and we conclude that it is of importance to take the stochastic properties of the system into account. The results as presented in this paper allow one to consider distributions with a larger coefficient of variation, distributions with a finite support, or distributions fitted to empirical data.
A Some analytical results

A.1 Transform solutions

Darroch [7] derives the following expression for the probability generating function of the overflow $X_g$:

$$X_g(z) = \frac{Y(z)\zeta(z) - 1}{z^g - Y(z)},$$  \hspace{1cm} (A.1)

where $q_j = P(X_j = 0)$ and $\zeta(z) = z/Y(z)$. In this expression there are still $g$ unknowns $q_0, \ldots, q_{g-1}$, which can be found using the following classical approach (see e.g. Bailey [3], Darroch [7]). With Rouche's theorem, it can be shown that the denominator of (A.1) has $g$ zeros on or within the unit circle $|z| \leq 1$. Since a pgf is analytic and well-defined in $|z| \leq 1$, the numerator of $X_g(z)$ should vanish at each of the zeros. This gives $g$ equations. One of the zeros equals 1, and leads to a trivial equation. However, the normalization condition $X_g(1) = 1$ provides an additional equation. Using l'Hôpital's rule, this condition is found to be (2.6).

Denote the $g$ roots of $z^g = Y(z)$ on and within the unit circle by $z_0 = 1, z_1, \ldots, z_{g-1}$. The $g$ unknowns $q_0, \ldots, q_{g-1}$ then follow from solving the set of linear equations

$$
\begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & \zeta(z_1) & \zeta(z_1)^2 & \cdots & \zeta(z_1)^{g-1} \\
1 & \zeta(z_2) & \zeta(z_2)^2 & \cdots & \zeta(z_2)^{g-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \zeta(z_{g-1}) & \zeta(z_{g-1})^2 & \cdots & \zeta(z_{g-1})^{g-1}
\end{pmatrix}
\begin{pmatrix}
q_0 \\
q_1 \\
q_2 \\
\vdots \\
q_{g-1}
\end{pmatrix}
= 
\begin{pmatrix}
\alpha \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix}.
$$  \hspace{1cm} (A.2)

The above system can by solved by applying Cramer's rule. The system can then be transformed into a Vandermonde system, leading to the following explicit solution for $q_0, \ldots, q_{g-1}$ (with $\tau_k = \zeta(z_k)$):

$$q_j = \alpha(-1)^{g-2} \frac{1}{\prod_{k=1}^{g-1}(\tau_k - 1)} \sum_{1 \leq i_1 < i_2 < \cdots < i_{g-1} - j \leq g-1} \tau_{i_1} \tau_{i_2} \cdots \tau_{i_{g-1} - j}.$$  \hspace{1cm} (A.3)

The expression for $E[X_g]$ given by (2.5) follows from taking the first derivative to $z$ of $X_g(z)$ and evaluating this in $z = 1$.

For the bulk service queue, the pgf of $\tilde{X}_g$ is given by (see e.g. Bailey [3])

$$\tilde{X}_g(z) = \sum_{j=0}^{g-1} x_j(z^g - z^j)/(z^g - Y(z)c),$$  \hspace{1cm} (A.4)

where $x_j = P(\tilde{X}_g + A = j)$. Using the identity (2.10) and a similar reasoning as for the FCTL queue, the $g$ unknowns $x_0, \ldots, x_{g-1}$ follow from solving the set of linear equations

$$
\begin{pmatrix}
\zeta(z_0) & \zeta(z_0)^2 & \cdots & \zeta(z_0)^{g-1} \\
\zeta(z_1) & \zeta(z_1)^2 & \cdots & \zeta(z_1)^{g-1} \\
\zeta(z_2) & \zeta(z_2)^2 & \cdots & \zeta(z_2)^{g-1} \\
\vdots & \vdots & \ddots & \vdots \\
\zeta(z_{g-1}) & \zeta(z_{g-1})^2 & \cdots & \zeta(z_{g-1})^{g-1}
\end{pmatrix}
\begin{pmatrix}
x_0 \\
x_1 \\
x_2 \\
\vdots \\
x_{g-1}
\end{pmatrix}
= 
\begin{pmatrix}
\alpha_2 \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix}.
$$  \hspace{1cm} (A.5)

As in case of the FCTL queue, the above system can by solved by applying Cramer's rule and leads to the following explicit solution for $x_0, \ldots, x_{g-1}$:

$$x_j = \alpha_2(-1)^{g-1} \frac{1}{\prod_{k=1}^{g-1}(z_k - 1)} \sum_{0 \leq i_1 < i_2 < \cdots < i_{g-j-1} \leq g-1} z_{i_1} z_{i_2} \cdots z_{i_{g-j}}.$$  \hspace{1cm} (A.6)
A.2 Numerical determination of the roots

For the above calculations we need to determine the roots \( z_0 = 1, z_1, \ldots, z_{g-1} \). Since this issue of root-finding goes a long way back in queueing theory, it has often been addressed, both from an analytical and numerical perspective. We now give a short overview of this root-finding for the Poisson case \( Y(z) = \exp(\lambda(z-1)) \), \( \lambda < g/c \), and point out where extensions can be made to other distributions of \( Y \).

The easiest way to determine the roots in the Poisson case is to apply successive substitution to a fixed-point equation. We know that the \( g \) roots of \( z^g = Y(z)^c \) in \(| z | \leq 1 \) satisfy

\[
z = wY(z)^{c/g} = w \exp(c\lambda(z-1)/g),
\]

where \( w^g = 1 \). For each feasible \( w \), (A.7) can be shown to have one unique root in \(| z | \leq 1 \). Moreover, the equations can be solved by successive substitutions as

\[
z_k^{(n+1)} = w_k Y(z_k^{(n)})^{c/g}, \quad k = 0, 1, \ldots, g - 1,
\]

where \( w_k = \exp(2\pi ik/g) \) and starting values \( z_k^{(0)} = 0 \). It can be shown that the fixed point equations (A.8) lead to convergence to the desired roots. Adan \\& Zhao [1] distinguish a class of compound Poisson distributions for which the method works. For more general discrete distributions, the method is further investigated in [12].

For the Poisson case, an exact description of the roots can be obtained as well. In [12] it is shown, using the Lagrange inversion theorem, that the roots are given by (with \( \gamma = d/g \))

\[
z_k = \sum_{l=1}^{\infty} e^{-i\theta} \frac{(i\theta)^{l-1}}{l!} w_k^l, \quad k = 0, 1, \ldots, g - 1.
\]

One could truncate the infinite series over \( l \) in (A.9) to determine the roots. For a large class of discrete distributions, exact expressions for the roots, similar to (A.9), are derived in [12].

Although the class of distributions of \( Y \) for which one can derive an exact expression like (A.9) is far larger than the class for which the method of successive substitutions (A.8) works, see [12], neither method works for all distributions. Therefore, the most general method relies on numerical techniques. Chaudhry et al. [6] have developed a software program to solve root-finding problems in queueing theory numerically, which works in our experience for almost all distributions.

B Mean delay for Poisson arrivals

In this appendix we present an elementary derivation of the mean delay expression in (2.3) for Poisson arrivals \( (\mu_Y = \sigma_Y^2 = \lambda) \), where we rely on the PASTA property and Little’s law. We show that the delay of an arbitrary vehicle can be divided into five different parts, each of which is discussed below.

(i) An arriving vehicle finds on average \( E L_Q \) vehicles in the queue and each of them has a deterministic service time equal to one slot.

(ii) By PASTA we know that the probability that a vehicle arrives during the effective red period is equal to the fraction of time the signal is red during a cycle. This fraction is equal to \( r/c \) and the residual effective red period is given by \( r/2 \).

(iii) When a vehicle arrives, there may be a vehicle in service (driving off at that moment), with a mean residual service time given by \( 1/2 \). Again by PASTA, we know that the probability a vehicle finds another vehicle in service, is equal to the fraction of time in a cycle spent on service. For the mean time during a green period that is actually used for the departure of delayed vehicles, \( EG \), the following relationship holds

\[
EG = \mu_Y r + \mu_Y EG.
\]
(iv) It can happen that a vehicle arrives, but cannot be served in the next green period. Let \( Z \) be the number of times an extra red period of length \( r \) has to be waited. The following version of Little's law can be given
\[
\mathbb{E}Z\mu_Y = \frac{1}{c} \mathbb{E}X_g.
\]

(v) If a vehicle arrives during the green period and there are no vehicles waiting, its service time is equal to zero; otherwise it is equal to 1. By PASTA the probability a vehicle arrives and cannot drive off immediately is equal to the fraction of time the system is not in idle mode, which is during the red period and \( G \). So with a probability equal to
\[
\frac{1}{c}(r + EG) = \frac{r}{c(1 - \mu_Y)},
\]
the service time is equal to 1.

By combining (i) to (v) it follows that the mean delay (without possible service time) \( \mathbb{E}W \) is given by
\[
\mathbb{E}W = \mathbb{E}L^Q + \frac{r^2}{2c} + \frac{\mu_Y r}{2c(1 - \mu_Y)} + \frac{r\mathbb{E}X_g}{\mu_Y \mu_c}.
\]

With Little (\( \mathbb{E}L^Q = \lambda\mathbb{E}W \)) we can now easily determine the mean delay (without possible service time), which is equal to
\[
\mathbb{E}W = \frac{r^2}{2c(1 - \mu_Y)} + \frac{\mu_Y r}{2c(1 - \mu_Y)^2} + \frac{r\mathbb{E}X_g}{\mu_Y \mu_c(1 - \mu_Y)}.
\]

Consequently, the mean delay of a vehicle (with possible service time included) is
\[
\mathbb{E}D = \frac{r^2}{2c(1 - \mu_Y)} + \frac{\mu_Y r}{2c(1 - \mu_Y)^2} + \frac{r\mathbb{E}X_g}{\mu_Y \mu_c(1 - \mu_Y)} + \frac{r}{c(1 - \mu_Y)},
\]
which is equal to (2.3).
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