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Scanning-tunneling spectroscopy experiments performed on conjugated polymer films are compared with three-dimensional numerical model calculations for charge injection and transport. It is found that if a sufficiently sharp tip is used, the field enhancement near the tip apex leads to a significant increase in the injected current, which can amount to more than an order of magnitude and can even change the polarity of the predominant charge carrier. We show that when charge injection from the tip into the organic material predominates, it is possible to probe the electronic properties of the interface between the organic material and a metallic electrode directly by means of tip height versus bias voltage measurements. Thus, one can determine the alignment of the molecular orbital energy levels at the buried interface, as well as the single-particle band gap of the organic material. By comparing the single-particle energy gap and the optical absorption threshold, it is possible to obtain an estimate of the exciton binding energy. In addition, our calculations show that by using a one-dimensional model, reasonable parameters can only be extracted from z-V and I-V curves if the tip apex radius is much larger than the tip height. In all other cases, the full three-dimensional problem needs to be considered.
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I. INTRODUCTION

Since the pioneering work of Benjamin Franklin on lightning rods in 1752, it has been known that electric fields are enhanced at the apex of sharp metallic objects. Nowadays, scanning-tunneling microscope (STM) tips with apex radii below 10 nm are routinely made, and it is logical to expect that geometry-induced field enhancement can play a large role in STM experiments. However, the subject has received relatively little attention. The reason for this seems to be that, for tunneling to most common samples, i.e., metals and inorganic semiconductors, geometry effects seem to be small when the tip apex radius is larger than one or a few nanometers. Regarding charge injection, the sharpness of the tip apex becomes extremely important when the tip makes physical contact with a semiconducting material. In this case, the tunnel barrier collapses and a potential barrier at the metal/semiconductor interface can form. As a result, the applied potential difference drops completely within the semiconductor material, and charge-carrier injection into and transport of charge carriers within the bulk of the semiconductor are strongly influenced by the shape of the tip. Contact-mode tip displacement versus bias voltage (z-V) spectroscopy at a constant current has been demonstrated as a potential technique to probe the electronic properties of buried organic/metal interfaces as well as the charge transport within organic materials. Here, we present the results of modeling calculations for charge injection from a sharp metallic tip into semiconducting organic materials.

Using a three-dimensional numerical model, it will be shown that for carrier injection and transport, geometry effects are crucial in both current-voltage (I-V) and tip height-voltage (z-V) spectroscopy. Moreover, we will show that some details of the electronic structure, i.e., the single-particle, or polaronic, band gap, and the alignment of the molecular orbital energy levels at the organic-metal interface at both tip and substrate, can be extracted from z-V curves, provided a sufficiently sharp tip is used for the measurements. We note that knowledge of the single-particle gap is particularly interesting because an estimate of the exciton binding energy can then be obtained by using the relation $E_b = \frac{1}{2}(E_{d} + E_{a})$, where $E_a$ is the optical band gap. Our results extend and unify earlier interpretations of experimental data that are valid for either a very sharp or a relatively blunt tip.

The relevance of these results is emphasized by the fact that many organic semiconductors exhibit a strong tendency to form highly inhomogeneous layers. As the length scale of these inhomogeneities is typically between a few nanometers and 1 μm, scanning probes are essential...
tools in the study of organic semiconductor thin films.

The remainder of this paper is organized as follows: the numerical model will be outlined in Sec. II, and experimental details will be summarized briefly in Sec. III. Then, experimental data will be discussed and compared with model calculations in Sec. IV. Various aspects of the modeling results will be discussed in more detail in Sec. V, and Sec. VI summarizes our findings.

II. MODEL

The numerical model outlined below describes the simultaneous electron and hole transport through a layer of organic semiconductor material, embedded between two metallic electrodes, see Fig. 1(a). The tip shape is approximated by a paraboloid with radius of curvature $R$ at its apex. In addition, a parabolic protrusion, of length $l$ and radius of curvature $R_p$, may be present at the tip apex. The formation of a “nanotip” at the apex of a larger “microscopic” tip by sputtering under ultrahigh-vacuum (UHV) conditions has been reported in Refs. 1 and 13. To reduce the numerical effort, rotational symmetry about the $z$ axis and a planar substrate are assumed. The substrate is defined at $z=0$, making $z$ the distance between tip apex and substrate. Both tip and substrate are treated as free-electron metals with work functions $\chi_t$ and $\chi_s$, respectively [Fig. 1(b)]. The organic material is treated as a jelly, in the sense that all internal inhomogeneities due to the presence of individual molecules or polymer chains are ignored. As the dimensions of the contact areas are typically much larger than the length scale of these inhomogeneities—both tip and substrate contact many molecules—this assumption is reasonable. Only in well-controlled situations, which require at least the presence of a vacuum gap, can atomistic models for carrier injection become meaningful. In addition, tip movement during $Z$-$V$ spectroscopy is assumed to be slow enough to allow the organic layer to equilibrate.

The energy difference between the positively and negatively charged polaronic states, $E_p^+$ and $E_p^-$, is equal to the single-particle gap $E_{gap}$. The barriers for electron and hole injection at each contact are $\phi_{c,t}$ and $\phi_{h,t}$ for the tip and $\phi_{c,s}$ and $\phi_{h,s}$ for the substrate, respectively, see Fig. 1(b). Note that $\phi_{h,s}$ ($\phi_{c,s}$) is the energy difference between $E_p^-$ ($E_p^+$) and the substrate Fermi level. Charge transport is assumed to occur among localized sites, with a Gaussian distribution of site energies $E$ (Refs. 15 and 16) according to

$$g(E) = g_0 (2\pi \Gamma^2)^{-1/2} \exp \left( - \frac{E^2}{2\Gamma^2} \right),$$

where $g_0$ is the total density of states and $\Gamma$ is the level broadening.

The transport of carriers through the organic material is described as a two-step process: First, injection from the metallic contact occurs into a localized site, i.e., negative ($E_p^-$) and positive ($E_p^+$) polaron levels, of the organic material, and subsequent (bulk) transport of the carriers towards the collecting electrode (note: energies are referred to the Fermi energy of the substrate). In this way, no a priori assumptions need to be made about the predominance of one of the two processes. The injection of carriers into the organic material is described by the hopping-injection model of Arkhipov et al., which was recently shown to yield accurate results for similar materials as the ones used here. The injection-current density $j_{inj}$ is written as

$$j_{inj} = e v_0 \int_{a_{NN}}^{\infty} dx_0 \exp(-2\kappa x_0) w_{esc}(x_0)$$
$$\times \int_{-\infty}^{\infty} dE' b(E') g(eU(x_0) - E'),$$

where $a_{NN}$ is the distance to the nearest hopping site, $w_{esc}$ is the probability for avoiding interface recombination, $x_0$ and $U(x)$ are the position and potential along the carrier trajectory, respectively, $v_0$ is the attempt-to-hop frequency, and $e$ the elementary charge. The inverse localization radius $\kappa$, also known as the tunneling constant, is given by $\kappa = \sqrt{2m\bar{\varphi}/\hbar}$, with $\bar{\varphi}$ the average barrier height. The function $b(E')$ is defined as

$$b(E') = \begin{cases} 
\exp\left(-\frac{E}{k_B T}\right), & E > 0 \\
1, & E < 0 
\end{cases}$$

The carrier escape probability $w_{esc}$ is given by

$$w_{esc} = \frac{\int_{a}^{x_0} dx \exp\left(-\frac{eU(x)}{k_B T}\right)}{\int_{a}^{\infty} dx \exp\left(-\frac{eU(x)}{k_B T}\right)}.$$}

After injection, the current density $j_{bulk}$ is given by the drift equation

$$j_{bulk}(x) = en(x) \mu(F(x)) F(x),$$

where $n(x)$ is the local density of mobile carriers and the field-dependent mobility $\mu(F)$, which is characteristic for hopping transport, is given by

$$\mu(F) = \mu_0 \exp(\gamma \sqrt{F}).$$

Of course, charge conservation demands the equality of $j_{inj}$ and $j_{bulk}$ at the injecting contact. Note that, owing to
electron-hole recombination, \( j_{\text{walk}} \) can decrease along the carrier trajectory. However, as will be shown below, one type of charge carrier generally dominates the current, and thus, this effect can be ignored here.

We note that, in addition to carrier transport via hopping states, the possibility of direct tunneling between the tip and the substrate and vice versa also exists. Following Ref. 20, the tunneling current density \( j_{\text{tun}} \) is given by

\[
j_{\text{tun}} = \frac{me}{2\pi\hbar^2} \int_{-eV}^{0} dE \int_{-eV}^{E} dW D(W),
\]

where the substrate Fermi level has been taken as the point of zero energy, \( W \) is the normal component of the energy, and \( m \) is the electron mass. The transmission coefficient \( D(W) \) is evaluated in the WKB approximation

\[
D(W) = \exp \left[ -2\sqrt{2m\hbar^2} \int_{0}^{L} d[x(U(x) - W)]^{1/2} \right].
\]

For trajectory lengths \( L \) of more than a few nanometers, the contribution of \( j_{\text{tun}} \) to the total current can be ignored. Note that by using Eqs. (7) and (8), it is implicitly assumed that no resonant states are present in the tunneling barrier.

The potential \( U \) is calculated from Poisson’s law in cylindrical coordinates \( \rho, \Theta, \) and \( z \):

\[
\frac{\partial^2 U}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial U}{\partial \rho} + \frac{\partial^2 U}{\partial z^2} = \frac{e}{\varepsilon_0 \varepsilon_r} n_{\text{tot}}(\rho, z),
\]

in which \( n_{\text{tot}} \) is the total charge density, and the term containing the angular derivative is neglected because of the assumed symmetry of the problem. Once the potential is known, the carrier trajectories are easily obtained, as they follow the field lines. The effect of the image force on the potential is approximated by adding a correction term to the potential along the field line:

\[
V_{\text{img}}(x) = -\frac{e^2}{16\pi\varepsilon_0 \varepsilon_r} \frac{L}{x(L-x)}.
\]

Here, \( L \) is the total length of the field line. In principle, Eq. (10) is only valid for planar surfaces. However, because the range of the image force is limited to at most a few nanometers, we expect that the error induced by this approximation is limited as long as the tip apex radius does not drop below this length scale.

From the potential and field along the field lines, the injected current and hence, the carrier density can be calculated.\(^{22}\) It will be clear that Eqs. (9) and (2)–(6) form a self-consistent system because the potential, via the carrier density, depends on the injected current, which in turn depends on the potential. This problem is solved by a simple damped iteration procedure.

Equation (9) is solved numerically by successive overrelaxation, which is derived from the Gauss–Seidel method, on a square grid, with typically 400(\( z \)) \times 800(\( \rho \)) points.\(^{23}\) The standard boundary conditions for the electric field are applied at the metal-polymer, metal-vacuum, and polymer-vacuum interfaces. Therefore, the model can handle arbitrary polymer-layer thicknesses.
by the presence of a parabolic protrusion. As a result, the distance required for \( I = 3 \) pA at \( V = 3.5 \) V is always larger for tips with a protrusion, than for those without it. The almost equal tip-sample distance for the tips without a protrusion is due to a trade off between the tip area and geometry effects. Finally, note that for all tips, except the one with \( R/R_d/I = 50/0/0 \) nm, the current is carried by electrons that are injected by the tip to more than 99%, notwithstanding the fact that the carrier for hole injection at the substrate \( (\phi_{c,s}) \) is 0.2 eV lower than \( \phi_{e,t} \), the electron barrier at the tip. This is the combined result of the tip-induced band bending and the approximately exponential dependence of the injected current on the field at the injecting contact. Although the exact tip-sample distance at which geometry effects become relevant depends on the bias and band alignment, a rule of thumb is that geometry effects become important once the tip-sample separation is on the order of, or larger than, the tip apex radius.

III. EXPERIMENT

Two different experimental setups were used. A brief description of the experimental details is given in the following: In the first setup, \( z-V \) spectroscopy measurements were performed under UHV conditions (lower \( 10^{-10} \) mbar range) on the polymers: (1) ladder-type poly\((para\)-phenylene\) (Me-LPPP) and (2) poly\([p\)-phenylenevinylene \(](\text{PPV})\). Both films were prepared under ambient conditions on Au(111) thin films deposited on mica. The Me-LPPP thin film was prepared by dip coating the substrate in a 0.7% toluene solution, yielding a film of about 40 nm thickness. The PPV thin films were prepared by \textit{in situ} thermal conversion, i.e., under UHV conditions, of a toluene-soluble precursor.\(^{25}\) The latter was deposited onto the substrate by spin coating. After conversion, the film was approximately 10 nm thick. The organic films were inserted into the UHV system through a load lock within a few minutes after the coating of the substrates. The procedure used for coating the substrates resembles that used for making organic light-emitting devices, but our substrate and sample preparation procedures provide cleaner substrate and polymer materials. By curing the PPV prepolymer films in UHV, we eliminated any chemical reaction of the prepolymer with air, ambient contaminants, and residual gases, thus providing conditions for reproducible results. STM-excited electroluminescence measurements of PPV prepared under different ambient conditions show that residual contamination is so important that not only does the luminescence yield improve upon going from preparation under ambient, inert gas, or low vacuum conditions (mbar range) to preparation in the lower \( 10^{-7} \) mbar range, but also an additional improvement is observed when curing the samples under UHV conditions (in the lower \( 10^{-10} \) mbar range). This reveals differences between PPV samples that are thermally converted under UHV conditions, and samples that are treated in an Ar atmosphere, where reactions with oxygen and water vapor cannot be excluded. The photoluminescence spectrum of the PPV and Me-LPPP polymers closely resembles the results published by other authors. For more experimental details regarding Me-LPPP and PPV, see Refs. 26 and 27, respectively. The \( z-V \) spectra were collected using commercially available PtIr tips having a nominal apex radius of 50 nm. Note that each of the spectra of the PPV samples represents the average of several hundred \( z-V \) curves collected while scanning the tip over a small, flat area of the substrate surface a few square nanometers in size.\(^{6}\) As a result, the averaged spectra may exhibit features whose height is smaller than the diameter of the polymer chains. In particular, some tailing of the \( z-V \) curves may result near the charge-injection threshold. For the Me-LPPP samples, the \( z-V \) spectra were collected on a single spot without scanning the tip during the voltage sweep.\(^{26}\) The tips were cleaned by heating them to \( \sim 900^\circ \text{C} \) under UHV conditions for 15–30 s. Before data collection, the tips were tested on a separate clean Au(111) substrate.

In the second setup,\(^{28}\) the measurements were done in a He atmosphere. Here we used Pt tips that were electrochemically etched\(^{29}\) from 0.15-nm polycrystalline wire. These tips have a smooth apex with a radius of typically 50 nm, as was confirmed by scanning-electron microscopy. The samples investigated in this setup are spin cast onto a gold electrode layer that is thermally evaporated on a glass substrate. The films are made of poly\((2\text{-methoxy-5-\(3'\),7'dimethyloctyloxy\)-1,4-phenylenevinylene}) (MDMO-PPV) which is cast directly from warm \((60^\circ \text{C})\) chlorobenzene. The typical film thickness is 100 nm. After preparation, the samples are stored and transported under vacuum. While being mounted in the microscope, the samples are exposed to air for about 15 min before the He atmosphere is established.\(^{30}\) Even at the lowest current densities and highest biases, no meaningful topography is observed on any of the films mentioned above. This is due to the extremely low conductivity of the used materials, which causes the vacuum gap between the tip and the sample to collapse. Because of these observations, no vacuum gap is included in the modeling.

IV. RESULTS

Figure 3 shows \( z-V \) curves from three separate measurements on PPV taken under UHV conditions. The \( z-V \) curves were collected by sweeping the bias voltage, while keeping a constant tunneling current of 3 pA. Note that in the voltage range of these measurements, the tip has broken through the free surface of the organic thin film, and thus the injection of charge carriers takes place through the potential barrier at the interface between the metal tip and the organic material. It can be seen that at low bias voltage magnitudes, i.e., below \( \sim 1.4 \) V for negative and below \( \sim 0.9 \) V for positive tip bias, the tip-substrate separation, \( z \), increases with an increasing bias at a rate that is characteristic of the clean Au(111) surface. This is shown in more detail in the inset, which compares control \( z-V \) curves collected on a clean, uncoated Au(111) surface, with the curves obtained in the presence of a PPV film. We denote the region of coincidence of the two curves as the plateau region of the \( z-V \) curve. When the bias voltage exceeds a threshold value, which is different for each tip polarity, the tip-substrate separation increases much more steeply with increasing bias. The characteristic plateau and
the threshold behavior have been observed for a series of molecular and conjugated-polymer organic materials.\textsuperscript{6–9,26} Alvarado \textit{et al.}\textsuperscript{6} have proposed that these thresholds mark the onset of charge-carrier injection into positive (negative) polaronic states, $P^+ (P^-)$, at an energy $E_{g,sp} (E_{g,p})$ of the organic material, whereas the width of the plateau corresponds to $E_{g,sp}$. Moreover, they argue that a necessary condition for the determination of barrier heights for hole and electron injection at organic/metal interfaces is that the electric field at the tip apex be high enough to induce dominant carrier injection from the tip, with a negligible injection of charges of opposite polarity from the counter electrode. The model calculations reported below show that this requirement of the simple model described in Refs. 6 and 9 is indeed necessary when attempting to determine $f_{h,s}$, $f_{e,s}$, and thus, $E_{g,sp}$, from $z$–$V$ data. This is exemplified by the model calculations performed to fit the data of Fig. 3. The fit is reasonably good for tip-substrate distances larger than one nearest-neighbor intermolecular distance. For shorter distances, discrepancies occur as expected (see Sec. II). Nevertheless, two characteristic features in this intermediate regime are correctly reproduced by the calculation, namely, the points where the plateaus end ($B$ and $B'$), and the intersection points ($A$ and $A'$), which are defined by the extrapolation of the high-bias curves to the plateau level. For the modeling calculations of Fig. 3, literature values were taken for the material properties.\textsuperscript{31} The single-particle band gap and the molecular orbital level alignment of PPV were taken as fitting parameters. We found that a reasonable fit to the experimental data required a tip apex radius of one to a few nanometers, which indeed causes the tip to be the predominant charge-carrier injector at both polarities. Although the apex radius of the tip is determined in the calculations, the exact tip shape cannot be determined from the modeling.\textsuperscript{32} Apart from determining whether the tip is the predominant injector, the tip shape affects the high-bias slopes of the $z$–$V$ curve. Therefore, the geometric tip parameters used in the calculations are only to be regarded as indicative.

A schematic construction of a $z$–$V$ curve fitting the data in Fig. 3 is shown in Figs. 4(a)–4(c). Three basic conditions need to be fulfilled for this construction.\textsuperscript{8} First, the STM feedback system has to keep the current constant by changing $z$ when $V$ is ramped. Second, the injected current is only
determined by the potential barrier and field near the charge-injecting contact. Third, once the potential barrier and field near the injection contact and the current density are known, the remainder of the potential is fixed and can be obtained by a straightforward integration of the Poisson equation. The model presented in Sec. II fulfills these conditions, of course.

In Fig. 4(a), the sharp tip acts as the sole injecting contact because of the strong band bending in the vicinity of its apex. When the magnitude of \( V \) is being reduced, the tip, according to the first condition above, has to move forward to keep the injected current constant. According to the second condition, this implies the constancy of the field at the tip, which, because of the third condition, translates into an unchanged potential distribution throughout the entire structure, up to the substrate. Thus, with a changing bias, the tip simply has to follow the fixed potential distribution, as indicated in panel (b). In other words, the tip movement closely reflects the internal potential distribution in the device under operation, which was already shown in Ref. 8. For the situation sketched in Fig. 4, this suggests that the tip motion is approximately linear in \( V \) as long as the region of band bending does not extend up to the substrate [see Fig. 4(b)]. At a smaller tip-sample separation, i.e., a lower bias, the \( z-V \) characteristic can exhibit a curved region. When the bias drops below a threshold value, \( |eV_s| < \phi_{h,s} \), see panel Fig. 4(c), the \( P \)-level states of the organic material shift above the Fermi level of the tip, and thus the injection of electrons into the organic material is no longer possible. Under these conditions, carrier transport can only take place via direct tunneling between the tip and the sample, and the slope of the \( z-V \) curve thus changes abruptly, as indicated by the thick dashed line in Fig. 4. For reversed bias, the tip remains the predominant charge-carrier injector because of its sharp apex, but in this case for positive charge carriers, i.e., holes. The same argumentation can be used to explain the formation of another plateau, starting at \( |eV_s| = \phi_{h,s} \). Therefore, the sum of the plateaus in this situation, i.e., for unipolar injection, is \( \phi_{e,t} + \phi_{h,s} \), which is equal to the single-particle band gap \( E_{g,sp} \). The interpretation of features \( A, A^\text{R} \) and \( B, B^\text{R} \) in Fig. 3 follows directly by comparison with Fig. 4(c). The latter features are a measure of the single-particle band gap, whereas the differences \( A-B \) and \( A^\text{R}-B^\text{R} \) may, in part, reflect the geometry-induced band bending in the vicinity of the tip apex.

With the discussion of Fig. 4 in mind, features \( B \) and \( B^\text{R} \) in Fig. 3 can now be interpreted as the electron and hole barriers at the substrate, \( \phi_{e,b} \) and \( \phi_{h,b} \), respectively. This fixes the calculated \( z-V \) curve in the low-bias region. However, the distribution of \( E_{g,sp} \) over the electron- and hole-injection barriers at the tip, \( \phi_{e,t} \) and \( \phi_{h,t} \), still needs to be determined. For our injection-limited structure, this distribution follows from the high-bias slopes of the \( z-V \) curves. Increasing \( \phi_{e,t} \) (and therefore decreasing \( \phi_{h,t} \)) decreases the high-bias slope at positive \( V_s \) and simultaneously increases it at negative \( V_s \). Because the high-bias slope, \( dz/dV \) reflects the field \( dV/dz \) needed to inject the preset current into the structure, an increase in the injection barrier leads to a decrease of the high-bias slope via an increase of the required field.

In general, however, the high-bias slopes of the \( z-V \) curves reflect the field needed to obtain the preset current from tip to substrate, and are therefore determined by both the contact resistivity at the tip and the bulk resistivity. In this situation, at least three parameters (electron and hole mobility and the distribution of \( E_{g,sp} \) over the barriers at the tip, assuming a known tip geometry) have to be determined from two slopes, giving an underdetermined problem. Only when either the bulk or the tip-contact resistivity is dominant, is the problem well posed. 33

A closer inspection of the calculated \( z-V \) curve in Fig. 3 reveals that the gap between points \( B \) and \( B^\text{R} \) is about 2.6 V, which seems to contradict \( E_{g,sp} = 2.8 \text{ eV} \), used in the calculation. The reason for this discrepancy is the Gaussian broadening of the \( P^+ \) and \( P^- \) levels of 0.11 eV. As the bias at which the tip moves away from the plateau is determined by the energy at which sufficient states in the polymer are available as final states for injection, this bias depends on the level broadening, the temperature, and the required current, amongst other parameters.

The ability to extract the local single-particle gap from \( z-V \) spectroscopy can be exploited on spin-cast films of ladder-type Me-LPPP. 26,34 In this material, spatial variations in \( E_{g,sp} \) can be expected, either from the formation of aggregates 35,36 or from differences in orientation of the conjugated backbone with respect to the substrate. 37 In addition, keto defect sites can occur in the polymer chain during synthesis of the material, 38 which can also give rise to variations in \( E_{g,sp} \). Figure 5 shows two \( z-V \) curves taken on different spots of the same Me-LPPP film using the same (sharp) Pt:Ir STM tip. The differences in the charge-injection thresholds and slopes at positive tip polarity indicate that in these two spots, the hole barriers at the tip and the substrate differ significantly. For negative tip polarity, however, the similarity of the \( z-V \) curves suggests similar electron barriers at both spots. The results yield a difference of about 0.6 eV in \( E_{g,sp} \), a conclusion that is substantiated by the numerical simulations. A histogram of the distribution of \( E_{g,sp} \) measured at different positions of the Me-LPPP thin film shows that this
material contains regions having different band gaps. This is in contrast to other polymers studied by this technique, for which the histogram reveals a single, inhomogeneously broadened distribution peak.

A comparison of the experiments in Figs. 3 and 5 reveals some differences in the plateau regions, of which the height and shape of the plateaus are the most pronounced. Related to this, the disagreement between the calculation and the experiment at intermediate bias, which is due to the breakdown of the model at \( z = a_{NN} \), is less pronounced for M-LPPP than for PPV. This subject will be further discussed in Sec. V.

The determination of the electronic properties of the organic-metal interface, as shown in Figs. 3–5, requires unipolar injection of charge carriers from the tip. This is achievable by using tips with a very sharp apex, which improves charge injection, as shown in Fig. 2. The condition of unipolar injection, however, does not necessarily hold when a blunt tip is used. This situation can be further aggravated when the difference between \( \phi_f \) and \( \phi_h \) at either the tip or the substrate interface is large. Consider, for instance, the case depicted schematically in Fig. 6, where the barrier for hole injection at the organic-metal and organic-tip interfaces is much smaller than the barrier for electron injection. Here, the current flowing through the tip-organic-substrate junction would be substrate dominated (hole injection into the organic material) for negative tip polarity and tip dominated for reversed polarity (holes injected from the tip into the organic material). Hence, in this example, the negative-tip-voltage branch of the \( z-V \) curve would be a measure of the barrier height for holes at the organic-substrate interface (instead of the desired electron barrier at the organic-substrate interface), while the other branch would reflect the barrier height for holes at the tip-organic interface. Thus the \( z-V \) curve would exhibit a plateau that is much narrower than the actual \( E_{g,sp} \) of the organic material. This is the case in Fig. 7, which shows \( z-V \) curves obtained with a Pt tip on MDMO-PPV. Here, no appreciable plateaus are visible in the measured curves.

Despite the relative bluntness of the tip used for these measurements, geometry effects are also important in this situation, as can be concluded from a comparison of the curves calculated with a one-dimensional (1D, dashed lines) and a three-dimensional (3D, solid lines) model, and the experimental data in Fig. 7. Both model curves are calculated using the same material parameters, only the band alignment is varied to reproduce the experimentally observed slopes. Because the device is hole-only at both polarities, the electron barriers and thus, the single-particle band gap, do not influence the calculated curves, and therefore cannot be extracted from the data. Because of the low current density in the experiment, the band bending due to the injected space charges is relatively small, as can be seen from the 1D calculation (dashed and dashed-dotted lines). Geometry effects being absent in the 1D model, the entire curvature results from charging effects. The curvature that is present in both the full 3D model and in the experiment can therefore be attributed to geometry effects. The deviation between the 3D model and experiment is less than the experimental noise, apart from the region below \( V_s = -6 \) V, which can be attributed to an imperfect regulation of the feedback system.

Note that in Ref. 8, a similar nonlinearity in \( z-V \) curves was tentatively attributed to the presence of positive and negative charges of an unknown origin near the injecting contacts. Our simulations, however, provide a much simpler explanation for the bent \( z-V \) curves taken with a blunt tip.

On the same sample, \( I-V \) spectroscopy was also performed (see Fig. 8). With the same material parameters as in Fig. 7 and only minor changes to the band-alignment parameters, the \( I-V \) curves could be reproduced by the numerical model. Compared with \( z-V \) curves, the effect of geometry-induced band bending on the \( I-V \) curves appears to be relatively small, as suggested by the small difference between the 1D and the 3D models in terms of both the calculated curves and the parameters used. However, when the same parameters are used in the 1D and 3D calculations, substantial differences in the current density are obtained.

The significance of the tip geometry is further addressed in Fig. 9, where calculated \( I-V \) curves are shown for four different tips.
different situations. A sharp and a blunt tip are considered with either low $0.3 \text{ eV}$ hole-injection barriers for the tip and the substrate, resulting in a space-charge-limited current, or high $1.0 \text{ eV}$ hole-injection barriers, resulting in an injection-limited current. As the single-particle band gap is $2.6 \text{ eV}$, the structure is hole-only if the geometry effects are disregarded. Because the injection barriers are equal at the tip and the substrate, the entire asymmetry in the $I-V$ curves is due to geometry effects. As expected, the reduction of the injection-barrier thickness at the tip by geometry-induced field enhancement is most pronounced for the injection-limited structure. In this case, the sharp tip, despite its smaller injection area, injects about an order of magnitude more ($\text{hole}$) current at a negative sample bias than the blunt tip does. Nevertheless, the asymmetry in the curves for the blunt tip shows that even for blunt tips, geometry effects cannot be ignored in the injection-limited situation. The deviating behavior of the sharp-tip/high-barrier curve at a positive bias is the result of a changeover from hole injection from the substrate below $V_s < 5 \text{ V}$ to electron injection from the tip above $V_s < 5 \text{ V}$. In those structures where the current is space-charge (i.e., bulk-) limited, geometry effects are less pronounced, but not absent. The different field distributions at positive and negative bias cause an asymmetry in the $I-V$ curve of the sharp tip of one order of magnitude at the highest bias. For the blunt tip, the asymmetry in the same situation is only a factor two. The fact that the current for the sharp tip is lower than that for the blunt tip is due to the smaller contact area of the sharp tip.

V. DISCUSSION

We now discuss the determination of the hole- and electron-injection barriers, the single-particle energy gap, and the exciton binding energy as derived from our $z-V$ spectroscopy data, and compare the results with those obtained by other research groups using different experimental techniques. From the data, shown in Fig. 3, for PPV/Au(111), we obtain the barrier for electron injection $\phi_{e,s} = 2.8 \pm 0.1 \text{ eV}$, and for holes $\phi_{h,t} = 1.15 \pm 0.1 \text{ eV}$. From this we obtain $E_{\text{gap}} = 2.8 \pm 0.1 \text{ eV}$, which is within the range of that reported in a previous publication and comparable to the value of about $3 \text{ eV}$ obtained by STM-based spectroscopy data.
copy measurements on PPV deposited on GaAs. One could compare this result with the predictions of the common vacuum level (CVL) rule, which assumes that $\phi_{h,s}$ equals the difference between the ionization potential (IP) of the organic material and the work function of the metal. This method, however, is unreliable because the adsorbed organic material can modify the metal surface dipole, which in turn shifts the alignment of the electronic levels of the organic material with respect to the ideal, unperturbed, case. This effect can occur even when the adsorbed molecules have no effective dipole moment.

The electron barrier compares well with values obtained by means of internal photoemission (IPE) on PPV/Au (Ref. 44) and dialkoxy-PPV/Au (Ref. 45) interfaces. There is also good agreement with the value $\phi_{h,s}=1.23$ eV obtained by Roman et al. by means of Fowler–Nordheim tunneling (FNt). However, other equally relevant reports, that are at variance with the above results, exist. A value of $\phi_{h,s}=2.15$ eV (from which $\phi_{h,s}=0.3$ is deduced) was obtained by Campbell et al. by means of IPE on poly[2-methoxy, 5-(2'-ethyl-hexoxy)-1,4-phenylene vinylene] (MEH-PPV) deposited on Au. Similarly, Parker finds $\phi_{h,s}=0.2$ eV by means of FNt on MEH-PPV/Au. Finally, variations of the injection barrier for electrons have also been detected by electroluminescence excited by charge carriers injected from the tip of an STM, where values of $\phi_{e,x}$ from 0.85 to about 2 eV are found for PPV/Au. Clearly, the results differ substantially, even when the same experimental technique was used. The results obtained by different laboratories suggest, however, that they can be grouped as follows: (i) The distribution of energy barriers is such that the Fermi level of the metal substrate is located near the center of the polymer’s energy gap, as is the case for this work, Figs. 3 and 5, and for Refs. 44–46. (ii) The Fermi level is located within a few 100 meV above the HOMO (highest occupied molecular orbital) states. The reason for these diverging results may lay in the presence of extraneous material at the metal/organic interface, which can modify the metal/organic interface by either introducing a dipole layer and/or affecting the dipole layer at the interface. Thus, for instance, Ettedgui et al. find that the barrier properties depend on the details of the metal/organic surface preparation. In addition, a study of the influence of residual gases adsorbed on an Au surface reveals that exposure of the substrate to ambient conditions can cause the electronic level alignment of PPV oligomers to shift by about 1 eV, relative to the clean Au surface. It is also known that hydrocarbon absorption on the Au surface can induce a reduction of the Au work function by as much as 1 eV. The main unknowns are, hence, (i) the nature of the foreign material that might be adsorbed on the substrate and (ii) residual adsorbates stemming from the solvent used in the PPV precursor. Moreover, the conditions, e.g., UHV or in an Ar atmosphere, under which thermal conversion of the precursor polymer took place, can also influence the interface.

We now turn to the determination of the singlet exciton binding energy. The magnitude of $E_b$ for PPV has been a highly controversial topic. Experimental studies yield values that differ by more than one order of magnitude, see below, and a full consensus has not yet been reached.

$E_b$ is defined as the energy difference between the single-particle band gap (polaronic band gap) and the optical absorption edge of the bulk material

$$E_b = E_{g,sp} - E_a.$$  \hspace{1cm} (11)

This definition holds unambiguously in the long conjugated-chain limit. However, for the typical conjugation lengths, $L_c=6–10$ monomers, which characterize bulk PPV, $E_{g,sp}$ and $E_b$ are functions of $L_c$. These functions converge to within a few meV of the limiting values for the infinite chain only for $L_c > 15$ monomers. If we assume an average conjugation length of 6–10 monomers, the value of $E_b$ obtained with Eq. (11) is overestimated by about 80 meV. Note also that the exciton binding energy depends on $L_c$, (see, for instance Refs. 59 and 60), and on the chain-packing density. It is with these precautions in mind that we make an estimate of the exciton binding energy from our experimental data. Thus, with $E_g=2.4$ eV and $E_{g,sp}=2.8$ eV estimated from the modeling calculations to fit the data, we obtain $E_b=0.4\pm 0.1$ eV, which compares with the previously estimated value of $0.48\pm 0.14$ eV.

This result compares well with IPE results on MEH-PPV from Campbell et al., from which $E_b=0.35$ eV is obtained. Similarly, a value of $E_b=0.36$ eV was reported for an alkylx-substituted PPV copolymer. Note that $E_b$ of PPV is expected to be slightly higher than that of alkylx-PPV compounds because of their higher polarizability, which reduces the Coulomb energy contribution to $E_b$. Our results are also in good agreement with values obtained by other research groups, which report values of $>0.25$ (Ref. 64), 0.3 (Ref. 65), and 0.4 eV (Refs. 66 and 67). We note, however, that $E_b$ values as low as $\sim 60$ meV eV as well as relatively high values, for instance 0.7 (Ref. 69), 0.8 (Ref. 64), >0.8 (Ref. 70), 0.9 (Ref. 71), and 1.1 (Ref. 72), have been reported. Our results are also in reasonably good agreement with theoretical studies, which yield $E_b$ values of 0.2–0.3 eV for PPV in crystal packing. For a single chain embedded in a dielectric medium simulating bulk material, 0.4 eV from an effective mass calculation, and 0.3 eV from a Monte Carlo simulation. For an isolated PPV chain, calculations in the literature show a tendency towards higher values of $E_b$: 0.3 (Ref. 60), 0.4 (Ref. 75), 0.7 (Ref. 59), 0.6–0.7 (Ref. 62), and 0.9 eV.

Let us now turn to Me-LPPP, where, as mentioned above, regions having distinctly different values of $E_{g,sp}$ are found. The distribution of $E_{g,sp}$ in Me-LPP reflects variations of the material properties as well as of the injection threshold at different locations on the sample. The regions having the smallest $E_{g,sp}$ have been interpreted as aggregate domains, and a detailed discussion of this point was given in Ref. 26. From the regions of the sample corresponding to the intrinsic, disordered polymer chains, one obtains $\phi_{h,s}=1.3\pm 0.2$ eV and the lowest $\phi_{h,s}=1.8\pm 0.15$ eV for a Au(111) electrode, from which $E_{g,sp}=3.1\pm 0.09$ eV is deduced. The histogram of the data reveals a second peak at a higher energy, namely, $E_{g,sp}=3.45\pm 0.13$ eV. We note that the widths of these two peaks compare reasonably well with the peak widths of the vibronic transitions of the photoluminescence and absorption spectra of this material. The two
peaks are much narrower than those of PPV, alkoxy-PPVs, and polyfluorene studied with the STM-based \( z-V \) spectroscopy technique. This is in accordance with the weak inhomogeneous broadening of the absorption and the photoluminescence spectra of Me-LPPP as compared with those of the other conjugated polymers. From the above data and by taking \( E_b = 2.65 \, \text{eV} \), we deduce binding energies of 0.45±0.09 and 0.8±0.13 eV, respectively. This is not necessarily proof that two different types of singlet excitons exist in Me-LPPP because the optical band gaps corresponding to each \( E_g, \text{Me-LPPP} \) of the sample is not known. The data, however, is not in disagreement with the results of electron energy loss measurements of Knupfer et al.\(^\text{77}\) that indicate the existence of a strongly localized and a delocalized singlet exciton near the absorption onset. Our results for \( E_b \) compare reasonably well with the value of 0.6 eV obtained by Wohlgennant et al.\(^\text{78}\) using a photomodulation technique.\(^\text{78}\) A study of the field dependence of photogeneration of charge carriers yields \( E_b \approx 0.35 \, \text{eV} \).\(^\text{41}\)

As mentioned in Sec. IV, marked differences exist between the \( z-V \) curves of Me-LPPP and PPV in the low-bias regime. Figure 10 shows a closeup of this region. Although the tip height is expressed on a relative scale, i.e., the substrate position cannot be determined independently and therefore has to be estimated from the \( z-V \) curve, the dependence of the tip height on the bias suggests a different functional shape for the two polymers. Compared with the PPV curve, the Me-LPPP \( z-V \) curve increases more steeply with bias. A likely explanation for these differences is that the barrier experienced by the tunneling electrons differs in the two cases. The calculated curves shown in Fig. 10 use the vacuum level as a barrier for tunneling through PPV, and the \( E_p \) level as a barrier for tunneling through Me-LPPP. The latter choice implies that nonresonant tunneling takes place through states in the polymer. With this choice of tunneling barriers, the experimental curves are reproduced quite accurately by the model. The marked difference is most likely due to a slightly different measurement procedure used for PPV, in which the penetrating STM tip is actually scanning the sample, whereas the tip is kept at a fixed lateral position in the case of Me-LPPP. The former method is, by far, more likely to result in a removal of polymer material from the gap region when the gap narrows.

Regarding our results on MDMO-PPV, we note a remarkable difference in terms of the energy-level alignment at the substrate to our results on unsubstituted PPV. Recalling the above-proposed grouping of literature values for the alignment of the Au Fermi level to the PPV HOMO level, the former falls into the second category (see Fig. 7), whereas the latter seems to belong to the first category (see Fig. 3). Considering the large differences in the preparation conditions of substrates and films used for these two samples, however, this should not come as a surprise. Differences in both the intimacy of the contact between metal and PPV, and in adsorbates on the Au surface are likely to occur, and cause the observed difference in energy-level alignment, as discussed extensively at the beginning of this section.

Finally, we wish to address the question of why geometry effects on the tunneling current are much more important for injection into organic semiconductors than, for example, for injection into metals or inorganic semiconductors. The key parameter here is the field penetration into the sample, as illustrated in Fig. 11. In conventional STM operation on metals, the total applied bias drops over the vacuum barrier [see Fig. 11(a)]. Consequently, geometry-induced band bending affects only the field in the vacuum barrier, but not its height and thickness, resulting in only a minor change in the injected current. Under normal experimental conditions, a part of the field penetrates into an inorganic semiconductor [see Fig. 11(b)], but the majority of the applied bias drops in the vacuum gap because of the large difference in the dielectric constants of the (inorganic) semiconductor and the vacuum.\(^\text{79}\) Geometry effects, therefore, affect the shape of the vacuum barrier and the height of the surface barrier. The latter results in a change in the apparent band gap in a...
constant-height $I$-$V$ curve. On the other hand, as long as the Fermi level of the tip is higher than the surface barrier, the effect on the tunnel current is limited, as the majority of the current is carried by electrons emitted at the Fermi level of the tip. Based on these arguments, geometry effects on carrier injection are expected to be stronger for inorganic semiconductors—than for metallic materials, in agreement with the existing literature. When electrons are injected into the film of an organic semiconductor, the final state of the tunneling process generally lies below, rather than at, the sample surface [see Fig. 11(c)]. This can either be the result of the total absence of a vacuum gap, as is the case in the experiments discussed in this paper, or of a relatively small potential drop across the vacuum gap due to the low dielectric constants of typical organic materials. In either case, the field at the tip apex is directly linked to the distance the carrier needs to tunnel, and hence to the injection probability that determines the injected current. Owing to the exponential dependence of the tunnel probability on the tunnel distance, geometry effects play a crucial role in carrier injection, as has been shown in this paper.

Of course, the above discussion is far from complete, and situations are conceivable in which geometry effects play a large role in STM injection into inorganic materials—for example, when the Fermi level of the tip aligns with the surface barrier of an inorganic semiconductor, or they can be irrelevant to injection into organic materials. Nevertheless, the qualitative arguments given here should hold for most practical situations.

VI. CONCLUSION

We have performed a combined experimental and numerical study on STM-based spectroscopy on conjugated polymers. We show that, because of the sharpness of STM tips, a meaningful interpretation of both current-voltage ($I$-$V$) and tip height-voltage ($z$-$V$) curves requires the three-dimensional nature of the system to be taken into consideration. This holds for injection as well as for bulk-limited systems. Only when the tip apex radius is much larger than the tip-substrate gap, can reasonable parameters be obtained from a one-dimensional analysis. In all other cases, geometry effects on the carrier injection and transport can alter the device current itself, as well as the balance between the minority and the majority currents by more than an order of magnitude, compared with the one-dimensional situation. Thus, by using a very sharp tip it is possible to make a nanometer-sized device in which the predominant current is of the minority type.

In particular, when a sufficiently sharp tip is used, the single-particle band gap and the band alignment at both electrodes can be obtained. Consequently, the much debated exciton-binding energy can be obtained by subtraction of the optical band gap from the single-particle band gap. The modeling results presented in this report lay a formal theoretical basis to $z$-$V$ spectroscopy, which is shown to be a powerful technique for probing the electronic structure of organic material interfaces with an electrode. Although we have discussed the particular case of organic/metal interfaces, the $z$-$V$ spectroscopy technique can also be applicable to organic/organic and organic/inorganic interfaces.
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Because of the divergence of the field lines, $j_{\text{dark}}$ decreases when going from tip to sample. In addition, the contribution of the tunneling current to the space charge is ignored because compared with the transition time associated with the drift process, the tunneling time is negligible.


On actual organic light-emitting devices using these types of films as an active layer, no measurable degradation of the operation characteristics is observed for exposure times in this range. Therefore, strong, progressive contamination due to the exposure to ambient conditions can be excluded. However, a slight adsorption of extraneous adsorbates cannot be fully excluded.

The parameters for transport in and hopping injection into PPV were taken from Refs. 21 and 19, respectively. A slightly lower value for $\alpha_{SN}$ (2.2 nm instead of 2.4 nm) was used to account for the smaller unit-cell size of pure PPV compared with the substituted PPV of Ref. 19. Note that the calculated curves in Figs. 3 and 5 are extremely insensitive to the values of $\mu$ and $\gamma$, as the transport is entirely injection limited. The numerical values used in the calculations were those used for DMDO-PPV (as given in Figs. 7 and 8, and their captions).

In the fitting procedure, the tip shape was kept fixed while the gap and the alignment were varied freely. If no satisfactory fit could be obtained, the procedure was repeated with a different tip shape.

The problem may appear overdetermined in the case of injection-limited structures, but the high-bias slopes depend on the tip shape as well. As such, the reproduction of both slopes by only adjusting the distribution of the single-particle gap over the electron and hole barriers at the tip forms a qualitative confirmation of the tip shape assumed.
Because of the continuity of ${E_r}$, the field in the vacuum gap is a factor of $e_i$ (=12.9 for GaAs and 11.7 for Si), larger in the gap than at the semiconductor surface. The dielectric constant of organic semiconductors is around 2–3.